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Abstract
Existence of weak (martingale) solutions and pathwise usnigss are established
for stochastic evolution equations driven by Lévy procssse

1. Introduction

In this paper, we are concerned with-valued weak (martingale) solutions and
pathwise uniqueness of stochastic evolution equation®my Lévy processes:

d
dY; = —AY dt+ > oi(Y) dZ,

(1.1) —

YOZhEH,

in the framework of a Gelfand triple:

1.2) VCHxH"CV",

where H, ||-||n), (V, ] -|lv) are two Hilbert spacesd: V — V* is a bounded coercive
linear operatorej, i = 1,...,d, are bounded continuous mappings frdtininto H,
and Z = (Z%,..., 2% is aR%valued Lévy process. The equation (1.1) includes ex-

amples of stochastic partial differential equations, witem operatorA is taken to be
a differential operator. While there is a great amount of kvon stochastic evolution
equations and stochastic partial differential equatiomged by Wiener processes, there
has not been much study of stochastic partial differentjalaéions driven by jump pro-
cesses, especially very little on their weak (martingatdytions. However, there have
been growing interests on the topic recently. The motivatomes from mathematical
physics and financial mathematics. In many applications\pjyrocesses provide more
realistic models than continuous processes.

In [2], existence and uniqueness for solutions of stochastction equations driven
by Poisson random measures are given. In [7], Malliavin datcwas applied to study
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the absolute continuity of the law of the solutions of statitareaction equations driven
by Poisson random measures. In [11], a minimal solution wasioed for the sto-
chastic heat equation driven by non-negative Lévy noisk wiefficients of polynomial
growth. In [12], a weak solution is established for stocitakeat equation driven by
stable noise with coefficients of polynomial growth. The wealutions of stochastic
differential equations driven by stable processes in fiditeensions were recently ob-
tained by Bass and Chen in [4]. We particularly mention treené book [13] on SPDEs
driven by Lévy noise.

The main purpose of this paper is to study weak (martingalkjtisns of equation
(1.1). Because Lévy processes suchwastable processes may not have finite second
moment for everyr € (0, 2) (they do not even have finite first moment whea (0, 1]),
we separate the small jumps from the big ones in our approBoh.existence of weak
solutions are established under merely continuity assomgpton the coefficients. The
idea is to approximate coefficients by functions which arpsthitz continuous. The
hard part is to establish the tightness of the approximasiolyitions because of the
infinite dimensional feature of the space and the jumps ofditidng processes. Our
method of proving the tightness seems to be new even for astichpartial differential
equations driven by white noise. To identify the limit as aaWwesolution of equation
(1.1), we follow the approach in [4]. The uniqueness of wealkittons remains largely
open. However, we give some results on pathwise uniquenegsntd the Lipschitz
conditions, extending the corresponding results in [18] & to the jump case. We
remark that, in contrast to the existing literature, our hodt of proving uniqueness
does not require the control functier(s) (see (4.2)) to be concave.

2. Framework

For our framework and notations, we follow closely the ormeg4i] and [17]. Let
(V, - Iv), (H, [I-lln) be two separable Hilbert spaces such tais continuously and
densely imbedded itd. Identifying H with its dual we have

(2.1) V CHzxH*CV*,

where V* stands for the topological dual of. Let A be a bounded linear operator
from V to V* satisfying the following coercivity hypothesis: There ixtonstantsy >
0 andAg > 0 such that

(2.2) 2Au, u) + AollullZ = Soflulle forall ueV,

where (Au, u) denotes the inner product betweglu € V andu € V (or, equivalently,
denotes the action aflu € V* on u € V).

We point out that in generall is not bounded as an operator frarhinto H. Let
(2, F, P) be a probability space equipped with a filtrati¢#;} satisfying the usual
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conditions. Recall that aRY-valued Lévy procesZ = {Z;, t > 0} with Z; is charac-
terized by its Lévy exponend:

E[€5%] = e'®® for every £ eRC.

By Lévy—Khintchine formula (cf. [5]),® can be uniquely expressed as

d
23)  ®dE) =-ib-&E+ ) a k&

ij=1

+ ]Rd(l— Y it ylyy<y)Idy), &= (..., &) €RT,

whereb € R? is a constant vector,afj)i<i j<d iS @ non-negative definite symmetric
constant matrix and is a non-negative measure & satisfying [ps(1A ly[2)Jd(dy) <
0o. The measure] is called the Lévy measure df that describes the jumps .
SupposeF(x, s, w) is jointly measurable with respect tB(RY) x P and such that
F(,s, ) =0 andfé JrelF(X, s, ®)|I(dx) ds < oo for everyt > 0 a.s., whereB(RY)

is the Borelo-field onR and P is the predictabler-field generated byZ. The Lévy
system formula (see [5]) says that

t
(2.4) > F(AZs, S)_/o/Ru F(X, s)(w)J(dX) ds

O<s<t

is a local martingale. Her&Zs := Zs — Zs_. It will be a martingale ifF is bounded
and E[ [ [ralF(X, s, ®)|3(dx) ds] < oo for everyt > 0. When &;) =0, b= 0 and
J(dx) = ¢|x|"9* for somex € (0, 2) andc > 0 in (2.3), ®(£) = al&|* and the cor-
responding Lévy procesZ is called a (rotationally) symmetrig-stable process iiR9.

For each 1< k <d, let ux be the measure concentrated on ipeaxis defined by

m(ANLy) if ANLg#9,
i A) = {O otherwise,
where Ly denotes thexi-axis andm is the 1-dimensional Lebesgue measure. When
(aj)=0,b=0andJ(dx) = Zﬂ;l O X | 9w (dx) for someay € (0, 2) andgy > 0,
1<k=d, in (2.3),9(¢) = Zﬁzlak|§k|“k and thei-th component of the corresponding
Lévy processZ = (Z%, ..., 2% is a one-dimensional symmetrig-stable process and
they are independent to each other.

Although the results of this paper hold for any Lévy proc&®n RY, for sim-
plicity, we assume throughout this paper tt#at= (Z%, ..., Z% is a Lévy proces<
defined on a probability spac&(F, P) that has &;) = 0 andb = 0 in (2.3); that is,
Z has no diffusion component nor drift.



314 Z.-Q. GHEN AND T. ZHANG

For a separable Hilbert spade denote byD([0, T], L) the space of all cadlag
paths from [0,T] into L. Letoi(-): H - H,i=1,...,d, be continuous mappings.
Consider the following stochastic evolution equation:

d
dY = —AYdt+ ) (%) dZ,

(2.5) £

YOZhEH.

DEFINITION 2.1. An H-valued stochastic proce¥= {Y;, t > 0} is said to be
a pathwise solution of equation (2.5) if
(i) Y; is progressively measurable with respect to the minimal issible filtration
generated by the Lévy proce$g', i =1,...,d},
(i) Y; is right continuous with left limits in spacél,
(iii) for any v € V,

t d .
@8 M=t = [ eavdst Y [ (@) v dz
i=1

almost surely fort > 0, whereA*: V — V is the adjoint operator ofd: V — V.

We say that pathwise uniqueness holds for equation (2.3)'ifand Y? are two
pathwise solutions of (2.5) driven by the same Lévy procgss (Z%,..., Z%) and
with the same initial value, then

P(Y! = Y? for everyt > 0) = 1.

DEFINITION 2.2. We say that a weak (martingale) solution to equatid) @xists
if one can find processe¥ ( Z) on some probability space such théis a Lévy process
onRY that has the same distribution Zsgiven in (2.5) and thatY(, Z) satisfies (i)—(iii)
in Definition 2.1 with {f, Z) in place of Y, Z).

We end this section by two examples.

EXAMPLE 2.3 (Stochastic partial differential equations (SPDEs) dribgriévy processes

Let D be a bounded regular domain Rf. PutH = L%(D, dx), and letV = W,'%D)
be the closure oC3°(D) under the Sobolev norm

2 _ 2 2
lv]l? —/Dv(x) dx+/D|Vu(x)| dx.

Here C°(D) is the space of smooth functions with compact supporDin Denote
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by A(x) = (a&;j(x)) a matrix-valued function orD satisfying the uniform ellipticity
condition:

1
EIdXd < A(X) < clgxg for some constantc € [1, 00).

Here lg4xq denotes thed x d identity matrix. Letb(x) be a vector field onD with
|b] € LP(D, dx) for somep > d. Define

Au(x) = —div(A(X)Vu(x)) + b(x) - Vu(x).
Observe that fou € V,

v Au(v) := (Au, v) := / Vu(x) - AX)Vu(x) dx + / (b(x) - Vu(x))v(x) dx
D D

defines a continuous linear functional ® So.A: V — V* is a bounded linear oper-
ator; moreover, condition (2.2) is fulfilled foH, V, .A). The following SPDE

d
augt' %) _ divia(x)vu(t, x)) — b(x) - Vu(t, x) + Z} oi(u(t—, -))dz

is a stochastic evolution equation of the type (1.1).

ExAMPLE 2.4. Stochastic evolution equations associated withitraat Laplacian:

d
dY = A“2Yidt+ ) oi(Vo)dZ,

@2.7) —

Yo:hGH,

where A*/2 := —(—A)*/? is the fractional Laplacian for some 9« < 2, which is the
infinitesimal generator of a rotationally symmetiestable process iRY. It is well-
known that the Dirichlet form associated with®/? is given by

(u(x) — u(y))(v(x) — v(y))

E(U, v) = Chu . X = y[ite dx dy,
- 2RY): JuG) —uy)P
D) = {ue LA(R): e X — y[Era dxdy<ooyg.

To see that equation (2.7) fits into our framework, téke= L2(RY,dx), andV = D(E)
with the inner producu, v) = £(u, v) + (U, v)_2®e). Define Au = A%/?. Since for
uev,

o ) im gy [ DU o

RYxRY X — y|d+e
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is a continuous linear functional ov, A: V — V* is a bounded linear operator. More-
over condition (2.2) is fulfilled for ifl, V, A). See [8] for more details about the frac-
tional Laplacian operator.

3. Existence of weak solutions

In this section we assume that the adjoint operatdr V — V* admits a complete
system of eigenvectors; that is, there exists a sequéscek > 1} C V that forms an
orthonormal basis of the Hilbert spa¢¢ and satisfy

A*ec = A for k> 1.

Letoi, i =1,...,d, be bounded continuous maps frofh into H. Let ¢;"(-) be a
sequence of Lipschitz mappingst — H such that

lim o'(x) = 01(x)

uniformly on compact sets and silijp;" |c < oo for every 1<i =< d. Here|o"|~ :=
SUBy lo"(X)]lw. Such an approximating sequence always exists, for exarop@se
(see [15])

o'(x) = /I;n on(& — QnX)oi (Z SkeK> dé&,
k=1

where Qnx = ({X, €1), ..., (X, &)), and p, is a smooth non-negative function @&’
such that

1
supnpn}c{sen«”wsmnsﬁ} and /R (€ = 1.

o"(x) converges tasi(x) uniformly on compact sets because for any compact subset
KCcH,

G:=KU (D{Z((x, &) +&)ac x e K and ) g2 < n‘2}>

n=1 k=1 k=1

is still a compact set and;(x) is uniformly continuous orG.
First we state a theorem on existence and uniqueness of igatis@lution.

Theorem 3.1. Assume that for each=+ 1,...,d, bj is a Lipschitz map from H to
itself. Then for every ke H, there exists a unique H-valued progressively measurable
process Y= {Y;, t > 0} such that
(i) Y eD(o, T], H)n L0, T], V) for any T > 0,
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(ii)
t d t
(3.1) Y, =h—/0 Avsds+i;/0 bi(Ys.)dZ., t>0.

Under the Lipschitz condition, the proof of this theorem tanslard. We refer the read-
ers to [13] or [17] for proofs of similar equations.
For M > 0, set

ZM = 20— Y AZdyazgom-

O<s<t

It is known (cf. [5]) thatzM := (z%M, ..., Z%M) again is a Lévy process with Lévy
measurely<my J(dy) and eachzkM is a martingale having finite moment of any or-
der. Forh € H, consider the equation:

d
dYtn’M — _AYtn,M dt + Zain(YtrhM)dzti’M’
i=1

(3.2)
g™ =h.

Theorem 3.1 remains true with'M in place ofZ'. So equation (3.2) admits a unique
pathwise solution. Defin&"™* := (Y™™ q) and hy := (h, &/). The following is a
crucial tightness result of this section.

Proposition 3.2. Assume thaty > 0 for every k> 1 and that) .-, e™ < oo
for any 6 > 0. Then for every M> 0,

(3.3) lim sup]E|: > sup(Yt“'M'k)z} =0.
n k

m—co —m O<t=<T

Proof. For simplicity, assum& = 1 andd = 1. Write Z{ for Z{"™, ¥ for Y"™,
and Yt”'k for Yt“"""". In the sequelc denotes a generic constant whose value may differ
from line to line. By Ito’s formula and the Lévy system forrau(2.4),

t
(YRR = (h? + 2 / Y2 (" (YD), &) dZs
0

t
(3.4) — 2 /O (Y22 ds+ Y (o"(YD), @) H(AZs)?

O<s<t

t t
= (h)? + N¥ + M< + c/ (a"(YDy, a<)2ds—2kk/ (YMky2 ds,
0 0
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where

t M
NE=2 [ VMo g dZs = [ e,
0 M

and Mf is a purely discontinuous square integrable martingalé wit

MM = ) (0"(Y), &) |AZs|*.

O<s=<t
Using the Davis’ inequality (see [9]), we have

]E[ sup|ML‘|} < 6V2E[V[MK]] < 6«/_21E|: D e"(YL), a<)2|AZS|2:|

O=u=t O<s<t

(3.5) - efzm[ / t / ! (@"(YD), &)y I(dy) ds}
0J-M
t
R AR ER

Similarly,

t
| supINi| =c [ BIVHo0vD), e ds
O<u<t 0

(3.6) t :
nevn 2 n,ky2
=c [ El0"(YD), @ ds+c [ EIVH ds

Noting thatiy are non-negative, it follows from (3.4)—(3.6),

E[Osupt(YJ‘*k)z} < (h)? + c/ot E[(Y€)?] ds+ c/ot E[(c"(YD), &)? ds.
=u=
Applying the Gronwall’s inequality we obtain that
(3.7) E[ sup (YJ‘*)Z] < e (c / El(o"(Y7), 07 ds+ (hk)z).
<u<
Hence,

00 t oo 00
> | sup(vphe| <e (c [ 3 etonom, a1 s+ Z(hk)z)
k=m

k=m

< (CIIU“IIi,t + Z(hk)z)-

k=m

(3.8)
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On the other hand, it also follows from (3.4) that

1
(4 = () + sup M + sup N |+c/ ("(Y), &)? ds

O=u=1

— 20 / (Y22 ds.
0

By the Gronwall’s inequality this implies that

1
(3.9) (Yf*)zse-ﬂkt[(hk)% sup |MK| + sup|NK| + ¢ /0 (o"(YD), @>2ds].

O<u=<1 O<u<1l

Hence, for anys > 0, we have

1
SUp(YM)2 < ¢ 2M[(hk)2+ sup |MK| + sup|NK| + ¢ / (@YD), efds].

§<t<1 O<u=<1 O<u<1

Consequently, by (3.5) and (3.6)

]E[ aitﬁwk)z} < e ((hk)2 + 3cE [ [0 l(a“(vg), 8> ds] + c]E|: /O l(Ys”'k)Z ds])
1
<ce ((h Y+ E[/O (a"(YD), &)? dsD,

where in the last inequality we used (3.7) witk= 1. Hence,
o0

(3.10) Y E [ sup (Yk)? } <c Z g 2do,
k=m do=t=1 k=m

Given anye > 0. By (3.8), there isy € (0, 1) so that

- ky2 € - 2
(3.11) Z]E[ sup (Y1) ] <zt 2§(hk) for every m > 1.

K=m 0<u=<éo

For the fixedso, it follows from (3.10) and the assumption thaty-, e <% < oo, that
there existam; > 1 so that

(3.12) i [sup(Y“k)} <£

4
k=my So<t=<1

Combining (3.11) and (3.12), we can fimesh > m; so thatZEimoE[supbitfl(Yt”’k)z] <
. Sincee is arbitrary, (3.3) follows. []
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For everyh € H, consider the equation:

d
dY) = —AY dt+ ) " o(Y)dZ,

(3.13) —

YD = h,

Sincec" is Lipschitz, the existence of the solution of the above &qunas guaranteed
by Theorem 3.1. Le®, denote the law off" on D([0, o), H).

Proposition 3.3. Assumeig > 0 for every k> 1 and that) p-, e < oo for
any § > 0. Then the family{P,, n > 1} is tight onD(]0, c0), H).

Proof. LetVt”'k =(Y{", &) and hy = (h, &). It follows from (3.13) that
t d )
VK = hy —Ak/ vikds + Z/ (o"(Y2), &) d ZL.
0 =1 0

Supposef € CZ(R™). Applying Ito’s formula and using the Lévy system formulae
obtain that

(3.14) FOVML V™ = FV L VM

m t
f Jf n1 n,myy /n,k
ZM—E)\. — (VL VMV ds
‘ — k/o axk(s =V

+2j;/0 (/Rd\m}(f‘Vsn—’l+<Gi“(Ys“_).e1>w,...,v;m+<ai“(Y;‘_),em>w)

VAR VAL

.
- 8 f n,1 n,m n n
_ZB—XK(VS; ,...,VS; (O‘i (st),e,(>w1{‘w|§1] J(dX) dS,
k=1
where Mtf is a martingale. Since the integrand inside the integraheftiounded vari-
ation term in (3.14) is uniformly bounded, there exists astantct n such that
FOVML V™ — F OV V™) = et

is a supermartingale. We can apply the argument in [3] to lcolecthat for any bounded
stopping timer, andn > 0,

(3.15) IimsupP( sup [Y2M— Yy > n) =0,

820n>1  \ ry=szey+s
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whereV"™ := " | Vi"¥e,. Clearly for each fixed, Y™ converges irH to Y;". Next we
show that the tails of the process¢€sis uniformly small in the sense that for any> O,

(3.16) lim sup]P’( Z sup (V%)% > s) =0.
k

Mm=00 n>1 — Ot=T
For M > 0, define
v = inf{t > 0: |[AZ| > M}.

Let Y™M be the strong solution of (3.2) and™™* := (Y™ a). ThenY" = Y™
and consequentlyt”'k = Yt“"\"’k fort < 7y andk > 1. For any givenT > 0 andé > 0,
since limy_.« v = oo a.s., there idMp > 0 so thatP(ty, < T) < §/2. Observe that

]P’< Z sup (V,"¥)? > s)
k

o O<t<T

< ]P’( Z sup(V"M)?2 > ¢, T < ‘EMO> +P(T > 1y,)
oo O<t=<T

[o¢]
=P Z sup (Y"Mok2 S o) T < rMO) +P(T > tn,)

So by Proposition 3.2,

- b
lim supP sup(Y"K)2 > ] < .
m—00 nzf <i§]0<t<pr( ) ) 2
Sinced is arbitrary, (3.16) follows. Now (3.15) together with (8)limplies that

lim sup]P’( sup IS =Y u = 71) =0.

60 p>1 Tn<S<Th+5

This and (3.16) implies that the law of the proces$¥8; t € [0, T]}, n > 1, is tight
in D([0, o0), H). This gives the tightness diP,, n > 1}. O

Theorem 3.4. Assume that
(i) Ak =0 for every k=1 and ) 2, e < oo for any § > 0,
(i) o; are bounded and continuous.
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Then for every ke H, there exists a weak solution to stochastic evolution equati

d
dY; = —AYidt + ) "0i(Yi-) dZ,

(3.17) —

Yo = h.

Proof. LetU; =Yg ¢ AZsljaz -1 and Z; = Zy—U. Write Uy = (UZ, ..., UP)
and Z; = (Z%,..., Z9). Let Y" be the strong solution of equation (3.13). Let be
the law of the processY(, Z, U). It follows from Proposition 3.3 thatu,, n > 1} is
tight onD([0, oc), H x RY x RY). Let P be the limit of a convergent subsequencg.
We will show that the canonical coordinate proce¥sZ, U) underP is a solution of
the following equation:

d
d¥i = —AVidt + ) " oi(%) dZ,

(3.18) L

Yo =h,

whereZ := Z + U has the same distribution as the Lévy proc&ssBy the Skorokhod
theorem, we can find a probability spase’,(F/,P’) and processegY", Z",U"), n > 1}
and (Y, Z,U) such that the law of(Y", Z",U"), n > 1} underP’ is the same as the law
of (Y", Z,U) underP, and the law of Y, Z, U) underP’ is the same as the law of the
canonical process und@. Moreover{(Y", Z", U"), n > 1} converges toY, Z, U) in
the space([0, o0), H x RY x RY). Clearly underfP’, each component af; := Z; + U
has the same law as the Lévy process It suffices to show thaY solves equation
(3.18). To this end, we need to prove that for evikry 1,

t
Vo &) =hk—xk/0 Ve, &) ds

d t _ N d t
i\ Ys—), d Is Oj NS,, dNSI
+;[O< (Vo). &) Z+§/o( (%), &) dU

(3.19)

This can be done along the same line as the proof of Theorenn44. One only
needs to notice that in view of (3.15) and (3.16), for any O there exists a compact
subsetK C H such that

(3.20) P(YleK forallt <T)>1-¢

for all n > 1. We refer to [4] for details. ]
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4. Pathwise uniqueness

Theorem 3.1 gives existence and uniqueness of pathwisdéasolo equation (1.1)
under the Lipschitz condition aof;. We will show in this section that pathwise unique-
ness to equation (1.1) still hold under a condition that isakes than Lipschitz conti-
nuity. Consider the following condition:

(H.1) There exist constantse (0, 1) andC < oo such that

(4.1) loi (1) — ai (Y2)lIZ < Cllya — YallZr (lys — vali)

for everyi =1,...,d andyy, ¥ € H with ||y1 — y2|ln <38, wherer(-): (0,8] — [0, 00)
is a C! function satisfying

a
1
(4.2) sr(s) decreasesto 0 ass| 0 and / —— ds = +o9,
o Sr(s)

for everya € (0, §].

Theorem 4.1. Assume(H.1) and that one of the following conditions is fulfilled.
(i) s+ sr(s) is concave on0, §];
(i) g(s):=r(s)+ sr'(s) — 1 is non-negative orf0, §].
Then the pathwise uniqueness holds for the stochastic t@wolaquation(1.1).

Proof. As before, define

(4.3) Zi=Zi— ) AZSLjaz,-yy.

O<s=t

Then any pathwise solutiol = {Y;, t > 0} of the equation (1.1) can be constructed
uniquely from the solution of the following equation by adigliback the jumps ofZ
of size larger than 1:

d
dX, = —AX; dt (X2)dZ!,
(4.4) =A% +i§a(t)

Xo=h.

Therefore, it is sufficient to prove the pathwise uniquerfesequation (4.4). LeX! =
{X}, t =0} and X2 = {X2, t = 0} be any two solutions of equation (4.4). Lat:=
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| Xt — X2||. By Ito’s formula, we have

t
fi= -2 [ (X=X A0 - xd) ds
0
d t B
@5) +2) [ =X () — (2 ) 2,
i=1
d -
+ Y0 i (XE) — o (X2 ) AZYIE.
i=1 O<s<t
Assume first that condition (i) holds. Define
r =inf{t > 0: | X} — X2|n > 5}.

By virtue of (2.2), (H.1) and the Lévy system formula, it fmlls from (4.5) that

taT
Eféin] < E[ /O (oll X2 — X212, — S0l X2 — X2[) ds}

d
+ZE[ > ||(oi(><§)—oi(><§»A2;||2H}
i=1

O<s<tArt

AT d AT
(4.6) < KOE[/t ssds} T cZE[/t (XY — o (X I ds}
0 — Lo

t t
< AoE |:/O Esne d5i| + cE |:/(; Esnel (Esac) dsi|

t t
= )\O/(; ]E[ssm.'] dS—l— C/O E[é:S/\r]r(]E[és/\r]) ds

where in the last inequality condition (i) and the Jensenisguality are used. Now
applying a generalized version of the Grownwall's ineqya(cf. [10]), we conclude
that E[£;..] = 0 and so& .. = 0. This impliest = oo and X! = X2.

Now assume condition (ii) holds. L& be the constant appeared in the hypothesis
(H.1). Choosea € (0, 1) small enough so that

4.7 a%8? 4 2C d(as)?v/r (a282) + d(asd)’r ((a8)?) < 8,
and define

1 = inf{t > 0: | X! — XZ||y > as).

D,(y) = exp(/oy sr(s);—i—p ds).

For anyp > 0, set
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Then by (H.1), for everyy € (0, 8], ®,(y) = Po(y) = +o0 as p — 0. Moreover for
O<y<3é,

1
4.8 "(y) = —
(4.8) ,(y) d>p(y)yr(y) T
and
" _ 1 _ _ ’
(4.9) <I>p(y)—d>p(y)—(yr(y) +p)2(1 r(y)—yr'(y)) =0.

By Ito’s formula,

tATy

p(sm)—1+22 / @ (6 ) (XL — X2, o (XL) — or(X2) dZ!

t/\r1
2 / P! (6 )(XE — X2, A(XE — X2)) ds

(4.10)
+Z 3 )@ (XL) - o (XE)AZL
i=1 0<s<tAry
D (P8 — PplEs) — D) (Es-)ALS).
O<s<tAary

By (2.2), we have

€s

4.11) =20/ (&)(XI — X2, A(X: - X2)) < SerEd 1o
( ) (Dp(é ) s s A( S S)) <)L0(Dp(g)$sr(és)+p

— 0%/, (5) &5 13-

By virtue of (H.1), (4.8) and the Lévy system formula, it fmMis that

d
ZE[ D P EDNi (X)) — o (XE)AZS ||2}

i=1 0<s<tAr;
hn 1 2\112
= E P’ (&) ]|oi X5) — oi (Xg d
- DY [/0 '€l (XD) — o (I s]

thm Eqr (&) :|
= CE [/o o))+ O°

=< c]E[/wl D, (&) ds}.
0
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Note that fors < 4,

(4.13)
d

d
A& =2 1(Xe = X2, 0i(X3) —ai (X2 AZL + D@ (X3 ) — o (X2 DAZLE
i=1 i=1

< 2d(as)?v/r ((as)?) + d(as)?r ((as)?),

where we have used assumption (H.1). Consequently 10, 1] ands < 3,

(4.14) £ + 0|AL| < (a8)? + 2d(as)? /1 ((a8)2) + d(as)?r ((as)?) < 4,

according to the choice dod. It follows from the mean value theorem and (4.9) that
for s < 1y,

(4.15) q)p(gs) - q)p@s—) - q),/o(gs—)Ags = q’Z(Ss_ + 9A§s)(A§s)z <0.

Taking expectation on both sides of (4.10) and using (4.(4L.)},2) and (4.15), we ob-
tain that

t
E[®,(Er)] <1+ C [0 E[®) (£srs,)] s

By Gronwall's inequality,E[®,(&.,,)] < €°'. Letting p — 0, we haveE[®o(£in,)] <
eCt. This implies thatéi,,, = 0 for all t > 0 and consequently; = co. The pathwise
uniqueness of (1.1) holds. ]

REMARK 4.2. Condition (i) in Theorem 4.1 is the same as the condiapn
peared in [18] for the pathwise uniqueness result of SDER&Ndriven by Brownian
motion. Condition (ii) in Theorem 4.1 seems to be new. To tlestlknowledge of
the authors, the pathwise results given by Theorem 4.1 forhaistic evolution equa-
tions driven by discontinuous Lévy processes are new evethanfinite dimensional
case. Examples of function satisfying the conditions of Theorem 4.1 includs) =

log(1/s), r(s) = log(1/s) log log(1/s), etc.
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