
Yang, L.
Osaka J. Math.
45 (2008), 511–540

INJECTIVITY RADIUS
FOR NON-SIMPLY CONNECTED SYMMETRIC SPACES

VIA CARTAN POLYHEDRON

L ING YANG

(Received October 5, 2006, revised May 18, 2007)

Abstract
We determine the cut locus of an arbitrary non-simply connected, compact and

irreducible Riemannian symmetric space explicitly, and compute injectivity radius
and diameter for every type of them.

1. Introduction

Let (M, g) be a Riemannian manifold,p 2 M and � : [0, 1) ! M be a normal
geodesic such that� (0) = p, then the set oft for with d(� (t), � (0)) = t is either [0,1)
or [0, t0] for some t0 > 0, whered( , ) is the distance function onM � M induced
by the metricg. In the latter case,� (t0) is called thecut point of � with respect to
p and t0�̇ (0) is called acut point in TpM. The union of all cut points inM is called
the cut locus of p in Mand denoted byC (p), while the union of all cut points in
TpM is called thecut locus of p in TpM and denoted byC(p). The injectivity radius
of M is the largestr such that for allp 2 M, expp is an embedding on the open ball
of radius r in TpM, which is denoted byi (M); the diameterof M is the least upper
bound of the length of minimal geodesics inM, which is denoted byd(M).

C (p), C(p), i (M), d(M) have a close relationship with other geometrical quan-
tities, e.g., sectional curvature, Ricci curvature, volume, fundamental group, conju-
gate locus, convexity radius and so on. Cheeger, Klingenberg, Toponogov, Berger,
Grove, Shiohama, Weinstein, Sugahara, Ichida and Püttmannhave made a contribu-
tion to these topics (see [3] Chapter 5–6, [7], [26], [22], [9], [15]).

Generally, it is very difficult to determineC (p), C(p), i (M) and d(M) for an ar-
bitrary Riemannian manifoldM; but it is possible for Riemannian symmetric spaces
to describe those objects explicitly in terms of their Lie theoretic structures. Richard
Crittenden discussed conjugate points and cut points in symmetric spaces in [5]; where
he claimed that the conjugate locus is determined by thediagram of a single Cartan
subalgebra and the isotropy group, and proved that the cut locus of p coincides with
the first conjugate locus ofp for every p 2 M when M is simply connected(Cheeger
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gave a different proof in [4]). Based on his work, T. Sakai characterizedC(p) for com-
pact Riemannian symmetric spaces in [18], without assumingsimply connectedness;
and furthermore he studies the singularities ofC (p) in [20]. M. Takeuchi generalized
the structure theorem forC (p) in [24] and [25], using his theory of the fundamental
group of compact symmetric spaces, which is derived in [23].The author computed
i (M) andd(M) for every type of simply connected, compact and irreducible Riemann-
ian symmetric spaces according to the corresponding Dynkindiagram and Satake di-
agram in [27]. The purpose of the present paper is to calculate i (M) and d(M) for
every type of non-simply connected, compact and irreducible Riemmannian symmetric
spaces. To realize it, we express the cut locus of them explicitly in terms of Cartan
polyhedron. The author hopes the methods and the results be beneficial todoing fur-
ther research for general geometric properties on symmetric spaces of compact type.

In Section 2, we summarize the results about cut locus of an arbitrary simply con-
nected, compact Riemannian symmetric space, which are due to Richard Crittenden;
but our denotation is mainly from [8] and [2]. Notice the concept of Cartan poly-
hedron, which plays an important role in the expression of the cut locus and the com-
putation of i (M) and d(M) for both simply connected case (cf. [27]) and non-simply
connected case. Moreover, we compute the kernel of the exponential mapping explic-
itly and give two easily-seen corollaries, which are usefulfor the next sections.

E. Cartan and M. Takeuchi have studied the fundamental group of compact Riemann-
ian symmetric spaces, see [23]. But for the expression of thecut locus, we adopt a
new idea of describing the fundamental group. At the beginning of Section 3, we ex-
plore the relationship betweenZM̃ (K̃ ) and the restricted root system, whereM̃ = Ũ=K̃
is the universal covering space ofM and ZM̃ (K̃ ) denotes the points inM̃ fixed by
the left action ofK̃ ; then we claim that there is a one-to-one correspondence between
every subgroup ofZM̃ (K̃ ) and every globally Riemannian symmetric space which is
locally isometric toM̃ , and whose fundamental group is isomorphic to the correspond-
ing subgroup ofZM̃ (K̃ ).

Then in Section 4, we bring in new denotation (i.e.,P0 and P00, where0 is an
arbitrary subgroup ofZM̃ (K̃ )) and obtain Theorem 4.1 about cut locus, the main the-
orem in the paper. Theorem 4.1 is equivalent to the main theorem of [18] in essence.

Section 5–8 is the process of computingi (M) and d(M). In Section 5, we com-
pute (ei , ej ) for every type of6 (restricted root system), wheree1, : : : , el denote the
vertices of Cartan polyhedron, ( , ) denotes the Killing form; and give the group struc-
ture of ZM̃ (K̃ ), which is completely determined by6. In Section 6, we introduce two
new qualities, i.e.,i (P0) and d(P0) and express them in the form of ( ,  ), where 
is the highest restricted root; later in Section 7, we compute ( ,  ) for every type of
reduced, compact and irreducible orthogonal symmetric Liealgebras (the work is first
done by X.S. Liu in [13], and our method is similar to [27], so we omit the details of
computation); then combining the results of Section 6 and Section 7, i (P0) and d(P0)
are determined explicitly. In Section 8, we give the geometric meaning of a parame-
ter � > 0, which only depend on the metric ofM, and then we listi (M) and d(M)
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for every type of non-simply connected, compact and irreducible Riemannian symmet-
ric spaces when� = 1, Ric = 1=2 in Table 8.1 and Table 8.2 on the basis of what we
have done in Section 5–7. However, whenM̃ = SU(n)=SO(n), SU(2n)=Sp(n) or SU(n),0 = Zp such that 2< p< n, the author temporarily have no idea to computed(M̃=0).
Our computation is on the basis of the Dynkin diagram of everyreduced root system
and theSatake diagramof every type of reduced, compact and irreducible orthogonal
symmetric Lie algebras given by Araki in [1].

2. Some results about the cut locus

Let u be a compact semisimple Lie algebra and� an involutive automorphism of
u, then � extends uniquely to a complex involutive automorphism ofg, the complexi-
fication of u. We have then the direct decompositions

(2.1) u = k0 � p�; where k0 = fX 2 u : �(X) = Xg, p� = fX 2 u : �(X) = �Xg.
Let h , i be an inner product onp� invariant under Adk0, then (u, � , h , i) is an or-
thogonal symmetric Lie algebra; without loss of generalitywe can assume it isreduced
(cf. [2] pp.20–21). LetM = U=K with U -invariant metricg is a compact Riemannian
symmetric space which associates with (u, � , h , i), then there is a natural correspon-
dence between (ToM,g) and (p�,h , i), whereo = eK; in the following text we identify
ToM and p�.

It is well known that the geodesic emanating fromo with tangent vectorX 2 p�
is given by 
 (t) = exp(t X)K , where t ! exp(t X) is a one-parameter subgroup ofU
(see [8] p.208); i.e., if we denote by Exp:p� ! (M, g) the exponential mapping, then
Exp(X) = exp(X)K ; and

(2.2) d ExpX = d� (expX)o Æ 1X
n=0

(TX)n

(2n + 1)!
X 2 p�;

where� (a) denotes the mappingbK 7! abK of U=K onto itself for arbitrarya 2 U ,
TX denotes the restriction of (adX)2 to p� (see [8] p.215). By the properties of com-
pact Lie algebra, adX is anti-symmetric with respect toh , i, thus TX is symmetric
with respect toh , ip� ; which yields that the eigenvalues ofTX are all real; denote by
(p�)�(TX) the eigenspace associated to the eigenvalue� of TX, then obviously

(2.3)
1X

n=0

(TX)n

(2n + 1)! (p�)�(TX )
=

8>>>><
>>>>:

1 � = 0;
1p� sinh(

p�) � > 0;

1p�� sin(
p��) � < 0.
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Therefore

(2.4) ker(d ExpX) =
M

�<0,
p��2�Z

(p�)�(TX).

Let hp� denote an arbitrary maximal abelian subspace ofp�, hk0 be an abelian sub-
algebra ofk0 such thathk0�hp� is a maximal abelian subalgebra ofu, andh denote the
subalgebra ofg generated byhk0 � hp� . Denotep0 =

p�1p�, p = p� 
 C, k = k0 
 C,
hp0 =

p�1hp� , hp = hp� 
 C, hk = hk0 
 C, then the Killing form ( , ) =B( , )
is positive on

p�1hk0 � hp0; let 1 be the root system ofg with respect toh, thenp�1hk0 � hp0 is the real linear space generated by1, which is denoted byhR. De-
note by1+ the subset of1 formed by the positive roots with respect to a lexicographic
ordering of1; for every� 2 1, denote by�� = �(�), by �̄ = 1=2(� � �� ) the orthog-
onal projection of� into p0. Denote by10 = f� 2 1 : �̄ = 0g, 1p = f� 2 1 : �̄ 6= 0g,
P+ = 1+ \ 1p; by 6 = f�̄ : � 2 1pg the restricted root system. 6 has a compatible
ordering with1, and6+ = f�̄ : � 2 P+g. Denote by

g
 = fx 2 g : [H , x] = (H , 
 )x, H 2 pg, 
 2 6,(2.5)

k
 = (g
 � g�
 ) \ k, p
 = (g
 � g�
 ) \ p, 
 2 6+,(2.6)

and bym
 = dimC g
 the multiplicity of 
 , then

(2.7) g = zg(hp)�
0
�M
26 g


1
A, k = zk(hp)�

0
�M
26+

k

1
A, p = hp �

0
�M
26+

p

1
A

and

(2.8) m
 = ℄f� 2 1p : �̄ = 
 g, dim k
 = dimp
 = m

(cf. [8] pp.283–293).

For every X 2 p�, there existsk 2 K and H 2 hp� , such that X = Ad(k)H
(cf. [2] p.31). For arbitraryu2 p
 , (adH )2u =�(ad(�p�1H ))2u =�(�p�1H ,
 )2u;�p�1H , 
 2 hp0 yields (�p�1H , 
 )2 � 0; i.e.,

(2.9) p
 \ p� � (p�)�(�p�1H ,
 )2(TH ).

Since X = Ad(k)H , adX = Ad(k)ÆadH ÆAd(k)�1 and moreoverTX = (adX)2 = Ad(k)Æ
(adH )2 ÆAd(k)�1 = Ad(k) Æ TH ÆAd(k)�1; which yields the eigenvalues ofTX coincide
with the eigenvalues ofTH and for every eigenvalue�, (p�)�(TX) = Ad(k)((p�)�(TH )).
By (2.4), (2.7), (2.9), we have
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Theorem 2.1. Let M = U=K be a compact Riemannian symmetric space such
that U is a semi-simple and compact Lie group, and the denotation ofp�, k0, hp� , 6,
Exp is similar to above, then for every X= Ad(k)H 2 p�, where k2 K , H 2 hp� , X
is a conjugate point in ToM if and only if there exists at least one
 2 6, such that

(2.10) (H , 
 ) 2 �p�1(Z� 0)

and ker(Exp)X is the direct sum ofAd(k)(p
 \ p�) such that
 2 6+ and (H , 
 ) 2�p�1(Z� 0).

Denote byC(p) the cut locus ofp 2 M in TpM, by

(2.11) S(p) = fX 2 TpM : d(p, expp(X)) = jXjg;
then X 2 S(p) if and only if there existsX0 2 C(p) and t 2 [0, 1] such thatX = t X0,
and moreoverC(p) = �S(p) (cf. [3] pp.94–95). In 1962, Richard Crittenden proved
the following proposition in [5]:

Lemma 2.1. Let M be a simply connected complete symmetric space, for every
p 2 M, the cut locus of p coincides with the first conjugate locus of p.

Then by Lemma 2.1 and Theorem 2.1,X = Ad(k)H 2S(o) if and only if (t H , 
 ) =2�p�1(Z�0) for everyt 2 [0, 1) and
 2 6, wherek 2 K and H 2 hp� ; which implies

(2.12) �� � �p�1(H , 
 ) � � for every 
 2 6.

Now we denote byC the Weyl chamber with respect the ordering of6, i.e., C =fx 2 hp0 : (x, 
 ) > 0 for every
 2 6+g, by 5 the set of simple roots. Recall that the
planes (x, 
 ) 2 Z (
 2 6) in hp0 constitute thediagram D(6) of 6, and the closure of
a connected component ofhp0 � D(6) will be called aCartan polyhedron. Especially,
let A be the set of maximal roots, then the inequalities (x, 
 ) � 0 (
 2 5), (x, �) � 1
(� 2 A) define a Cartan polyhedron, which is denoted by4 (See [2] p.10). Obviously4 � C, where C denotes the closure ofC in hp0. Since Weyl groupW permutes
Weyl chamber in a simply transitive manner and every elementof Weyl group can be
extended to Adu(k0) (See [8] pp.288–290), for everyX 2 p�, there existk 2 K and
H 2 p�1 C such thatX = Ad(k)H . By (2.12), X 2S(o) if and only if H 2 �p�14.
Then we have

Theorem 2.2. Let M = U=K be a simply connected and compact Riemannian
symmetric space such that U is a semi-simple and compact Lie group, and the deno-
tation of p�, k0, hp� , 6, 4 is similar to above, then S(o) = Ad(K )(�p�14).
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From Theorem 2.2, by the completeness ofM, we easily obtain the following
Corollaries:

Corollary 2.1. The assumption and denotation are similar toTheorem 2.2,then
for every p2 M, there exists k2 K and x2 4, such that p= Exp(Ad(k)(�p�1x)),
and d(o, p) = � jp�1xj; where jXj = hX, Xi1=2 for arbitrary X 2 ToM = p�.

Corollary 2.2. The assumption and denotation are similar toTheorem 2.2and
Corollary 2.1; denote p= Exp(�p�1x), q = Exp(�p�1y), where x, y 2 4, then
d(p, q) = � jp�1(y� x)j.

Proof. Since the metricg on M is U -invariant,

(2.13)
d(p, q) = d(� (exp(��p�1x))p, � (exp(��p�1x))q)

= d(o, Exp(�p�1(y� x)));

since x, y 2 4, for every 
 2 6+, (x, 
 ), (y, 
 ) 2 [0, 1], thus (y � x, 
 ) 2 [�1, 1];
then (2.12) yields�p�1(y�x) 2S(o); by the definition ofS(o) and (2.13),d(p, q) =� jp�1(y� x)j.

3. Some properties ofZM̃(K̃ )

In this section, we assume (u, � , h , i) be a reduced, compact and irreducible or-
thogonal symmetric Lie algebra,̃U be the simply connected Lie group associated with
u, and M̃ = Ũ=K̃ with Ũ -invariant metricg̃ be a simply connected Riemannian sym-
metric space associated with (u, � , h , i). Denote by ˜� the involutive automorphism of
Ũ induced by� , then the fixed point set of ˜� (denoted byŨ �̃ ) is connected (see [16],
[4], [3] pp.102–103); which yields that̃K = Ũ �̃ is the connected Lie subgroup of̃U
generated byk0. Denote bygexp the exponential mapping ofu onto Ũ , by gExp: p� !
M̃ X 7! gexp(X)K̃ , by õ = ẽK̃ , where ẽ the identity element ofŨ . The denotation
of hp� , hp0, hp, hk0, hk, 6, 5, 4 is similar to Section 2; since (u, � , h , i) is ir-
reducible,6 is also irreducible and4 is a simplex; let be the highest restricted root,5 = f
1, : : : , 
l g (l = rank(6) = dim(hp� )), andd1, : : : , dl 2 Z+ such that =

Pl
i =1 di 
i ,

then the vertices of4 include

(3.1) e1, : : : , el ; (ej , 
i ) =
1

d j
Æi j .

Denote ZM̃ (K̃ ) = fp 2 M̃ : � (k)p = p for every k 2 K̃ g, then on ZM̃ (K̃ ) we have
the following proposition:

Proposition 3.1. There exists a natural group structure on ZM̃ (K̃ ) if we define
aK̃ � bK̃ = abK̃ and (aK̃ )�1 = a�1K̃ for every aK̃ , bK̃ 2 ZM̃ (K̃ ). Then ZM̃ (K̃ ) is a
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finite abelian group, and for every p= aK̃ 2 M̃ � fõg, the following conditions are
equivalence:
(a) p 2 ZM̃ (K̃ );
(b) a 2 NŨ (K̃ ), where ÑU (K̃ ) denotes the normalizer of̃K in Ũ ;
(c) aa� 2 Z(Ũ ) \gexp(hp� ), where Z(Ũ ) denotes the center of̃U and a� = �̃ (a)�1;
(d) p = gExp(�p�1ej ) such that dj = 1.

Proof. (a), (b): If p = aK̃ 2 ZM̃ (K̃ ), then for everyk 2 K̃ , aK̃ = kaK̃ , which
yields a�1ka 2 K̃ , i.e., a 2 NŨ (K̃ ); and vice versa.

(b) ) (c): It is well known thatŨ = K̃ gexp(hp� )K̃ (cf. [2] pp.74–76), soa =
b1 gexpXb2 for some X 2 hp� and b1, b2 2 K̃ . a 2 NŨ (K̃ ) yields gexpX 2 NŨ (K̃ ); by
the easily-seen facts that (bc)� = c�b� and k� = k�1 for arbitrary b, c 2 Ũ and k 2 K̃ ,
we have

aa� = b1 gexpXb2b2
�(gexpX)�b�1 = Fb1(gexpX(gexpX)�); (where Fb(c) = bcb�1)

so aa� 2 Z(Ũ ) \ gexp(hp� ) if and only if gexpX(gexpX)� does; without loss of gen-
erality we can assumea = gexpX. For everyk 2 K̃ , there existsk0 2 K̃ , such that
ka = ak0, thus

Fk(aa�) = kaa�k�1 = ka(ka)� = (ak0)(ak0)� = aa�.
Since hp� is abelian, aa� = gexp(2X) is invariant underFgexpY for arbitrary Y 2 hp� ;
furthermore, it is invariant underFb = Fk1 Æ FgexpY Æ Fk2 for arbitrary b = k1gexpY k2 2 Ũ .
Hence (c) holds.

(c)) (b): Denotea = b1 gexpXb2, whereb1, b2 2 K̃ and X 2 hp� . Z(Ũ ) 3 aa� =
b1 gexp(2X)b�1

1 implies gexp(2X), gexp(�2X) 2 Z(Ũ ); then for everyk 2 K̃

�̃ (FgexpXk) = F�̃ (gexpX)�̃ (k) = Fgexp(�X)k = Fgexp(�2X) FgexpXk = FgexpXk;

i.e., FgexpXk 2 K̃ , gexpX 2 NŨ (K̃ ). Hencea = b1 gexp(X)b2 2 NŨ (K̃ ).
(a) ) (d): By Corollary 2.1, there existsk 2 K̃ and x 2 4, such that p =gExp(Ad(k)(�p�1x)) = � (k)gExp(�p�1x), then (a) impliesp = � (k�1)p = gExp(�p�1x).
Denote X = �p�1x, then for arbitraryY 2 k0 and t 2 R,

(3.2) gExp(X) = p = � (gexp(tY))p = � (gexp(tY)) gExp(X) = gExp(exp(t adY)X).

Differentiate both sides of (3.2) and then lett = 0, we have

(d gExp)X [Y, X] = 0.(3.3)

Notice thatx 2 4; applying Theorem 2.1, we obtain

[Y, X] 2 M

26+,(x,
 )=1

(p
 \ p�).(3.4)
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p 6= õ yields X 6= 0, then there exists
 j 2 5, (X, 
 j ) 6= 0; take nonzeroY 2 k
 j \ k0,
then [Y, X] 2 p
 j \ p� and (3.4) yields (x, 
 j ) = 1; sincex 2 4, we have (x,  ) = 1
and moreover

1 = (x,  ) =
lX

i =1

di (x, 
i );

which yieldsd j = 1 and (x, 
i ) = Æi j ; i.e., x = ej .
(d)) (c): p = gExp(�p�1ej ) yields aa� = gexp(2�p�1ej ) 2gexp(hp� ). Denote by

Ad: Ũ ! GL(u) the adjoint homomorphism, then

(3.5)
Ad(aa�)jg
 = exp(2�p�1 adej )jg
 = e2�p�1(ej ,
 ) = 1, 
 2 6;

Ad(aa�)jzg(hp) = exp(2�p�1 adej )jzg(hp) = 1.

By (2.7), aa� 2 ker(Ad)� Z(Ũ ).
NŨ (K̃ ) is a Lie subgroup of̃U , and the Lie algebra associated toNŨ (K̃ ) is nu(k0) = k0

(since (u, � , h , i) is semi-simple, cf. [2] p.25); soK̃ is the identity component of
NŨ (K̃ ) and thenZM̃ (K̃ ) = NŨ (K̃ )=K̃ is a finite group.

Define9 : ZM̃ (K̃ ) ! Z(Ũ ) \gexp(hp�)
(3.6) aK̃ 7! aa�;
obviously9(õ) = ẽ and

9(aK̃ � bK̃ ) = 9(abK̃ ) = ab(ab)� = a(bb�)a� = aa�(bb�) = 9(aK̃ )9(bK̃ )

for every aK̃ , bK̃ 2 ZM̃ (K̃ ); if 9(aK̃ ) = ẽ, then �̃ (a) = a and thereforeaK̃ = õ; hence9 is a monomorphism.ZM̃ (K̃ ) could be considered a subgroup ofZ(Ũ ), which is an
abelian group.

By Corollary 2.2, d(gExp(�p�1ej ), gExp(�p�1ek)) = � jp�1(ek � ej )j 6= 0 when
j 6= k, then Proposition 3.1 tells us

(3.7) ZM̃ (K̃ ) = fgExp(�p�1ej ) : d j = 1g [ fõg
For every j 6= k such thatd j = dk = 1, (ej � ek, 
 ) 2 [�1, 1] for arbitrary
 2 6, so
there exists! 2 W and x 2 4, such thatej � ek = !(x); let k 2 K̃ such that! =
Ad(k)jhp0

, then

ZM̃ (K̃ ) 3 gExp(�p�1ej ) gExp(�p�1ek)�1 = gExp(�p�1(ej � ek))

= � (k) gExp(�p�1x) = gExp(�p�1x).
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From the proceed of proving Proposition 3.1, we havex = er for some 1� r � l such
that dr = 1. Similarly, there exists 1� s � l such thatds = 1 and gExp(�p�1ej )�1 =gExp(�p�1es). It tells us that the group structure ofZM̃ (K̃ ) can be uniquely de-
termined by the type of6, and using the technology stated above, we can writegExp(�p�1ej ) gExp(�p�1ek)�1 and gExp(�p�1ej )�1 precisely. We shall give the re-
sults for every type of6 in Section 5 after concrete computation.

ZM̃ (K̃ ) has a close relationship with the fundamental group of Riemannian symmet-
ric spaces. LetM = U=K with U -invariant metric be a non-simply connected Riemann-
ian symmetric space associated with (u, � , h , i), then the universal covering group of
U is Ũ ; denote by� : Ũ ! U the covering homomorphism and by� : M̃ = Ũ=K̃ !
M = U=K

(3.8) aK̃ ! �(a)K ;

then � is obviously a covering map, and the pullback metric��1g coincides withg̃.
In this case,M is called aClifford-Klein form of M̃ ; M is isomorphic to the quo-
tient of M̃ by a properly discontinuous group of isometriesL, which is isomorphic to��1(o) = ��1(K )=K̃ (cf. [2] pp.101–105). By�(K̃ ) � K , ��1(K )=K̃ is invariant un-
der � (k) for arbitrary k 2 K̃ ; furthermore, since��1(K )=K̃ is discrete, any point of
which is invariant under� (k); therefore��1(o) � ZM̃ (K̃ ), i.e., the fundamental group
of M is a subgroup ofZM̃ (K̃ ).

Conversely, let0 be an arbitrary subgroup ofZM̃ (K̃ ); by Proposition 3.1,9(0) is
a subgroup ofZ(Ũ ), where9 is defined in (3.6); letU = Ũ=9(0), denote by� : Ũ !
U the covering homomorphism. For anyaa� 2 9(0) such thataK̃ 2 0, sincegexp(b) =
(b�)�1 and b�� = b,

�̃ (aa�) = ((aa�)�)�1 = (a��a�)�1 = (aa�)�1 2 9(0),

i.e., �̃ keeps9(0) invariant; so ˜� induces a involutive automorphism ofU , which is
denoted by� . Let K = U� , and the definition of� is similar to (3.8), then for every
a 2 Ũ , aK̃ 2 ��1(o) = ��1(K )=K̃ if and only if

� (�(a)) = �(a) i.e., 9(aK̃ ) = aa� = a�̃ (a)�1 2 ker(�) = 9(0);

so the fundamental group ofM is isomorphic to0. We can expressM as M̃=0.
Therefore, all of the subgroups ofZM̃ (K̃ ), which is uniquely determined by the

type of6, could completely determine every compact and irreducibleRiemannian sym-
metric space which is locally isometric tõM, i.e., every Clifford-Klein form ofM̃ .

4. The cut locus of non-simply connected, compact and irreducible Riemann-
ian symmetric spaces

Our assumption and the denotation of (u, � , h , i), M̃ , ZM̃ (K̃ ) is similar to Sec-
tion 3. Let M = M̃=0 be a Clifford-Klein form of M̃ , where 0 is a subgroup of
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ZM̃ (K̃ ) satisfying0 6= fõg; and denote by� : M̃ ! M the covering mapping. We shall
study the cut locus ofM; and our denotation ofC(p) andS(p) is similar to Section 2.

Obviously�(gExp(X)) = Exp(X) for arbitrary X 2 p�. By the properties of covering
maps, we have

(4.1) dM (o, Exp(X)) = min
p20 dM̃ (p, gExp(X)).

Let X 2 S(o), i.e., dM (o, Exp(X)) = jXj, then (4.1) impliesdM̃ (õ, gExp(X)) � jXj; on
the other hand, obviouslydM̃ (õ, gExp(X)) � jXj; then dM̃ (õ, gExp(X)) = jXj, i.e., X 2
S(õ). By Theorem 2.2, there existsk 2 K̃ and x 2 4, such thatX = Ad(k)(�p�1x).
For any p = gExp(�p�1ei ) 2 0, by Corollary 2.2,

(4.2)
dM̃ (p, gExp(X)) = dM̃ (p, � (k) gExp(�p�1x)) = dM̃ (� (k�1)p, gExp(�p�1x))

= dM̃ (gExp(�p�1ei ), gExp(�p�1x)) = � jp�1(x � ei )j.
Then by (4.1),

jXj = min
p20 dM̃ (p, gExp(X)) = minfjXj, � jp�1(x � ei )j : gExp(�p�1ei ) 2 0g

= minf� jp�1xj, � jp�1(x � ei )j : gExp(�p�1ei ) 2 0g;
i.e.,

(4.3) x 2 4 and jp�1xj � jp�1(x � ei )j for every gExp(�p�1ei ) 2 0.

Conversely, if (4.3) is satisfied, it is easy to check thatdM (o, Exp(X)) = jXj. Therefore,
(4.3) is a necessary and sufficient condition forX 2 S(o).

The condition (4.3) can be simplified further. Since (u, � , h , i) is irreducible,
there exists a positive constant� such that

h , i = ��( , ), ( , ) be the Killing form ong(4.4)

(cf. [2] pp.23–26). Then for everyy 2 p0, jp�1yj2 = �(y, y); hence jp�1xj �jp�1(x � ei )j if and only if �(x, x) � �(x � ei , x � ei ), i.e., (x, ei ) � 1=2(ei , ei ).
As a matter of convenience, we bring in new denotation:

DENOTATION 4.1. Given an arbitrary subgroup0 � ZM̃ (K̃ ), we denote

P0 =

�
x 2 4 : (x, ei ) � 1

2
(ei , ei ) for every gExp(�p�1ei ) 2 0

�
;(4.5)

P00 =

�
x 2 P0 : (x,  ) = 1 or (x, ej ) =

1

2
(ej , ej )

for some j such thatgExp(�p�1ej ) 2 0
�

.

(4.6)
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For any x 2 P0, if t x =2 P0 for every t > 1, thenx 2 P00; and vice versa. So we
have the following theorem:

Theorem 4.1. Let (u, � , h , i) be a reduced, compact and irreducible orthogo-
nal symmetric Lie algebra, M̃ = Ũ=K̃ be the simply connected Riemannian symmetric
space associated with(u, � , h , i), M = M̃=0 be a Clifford-Klein form ofM̃ , where0 is a subgroup of Z̃M (K̃ ) satisfying0 6= fõg, then S(o) = Ad(K )(�p�1P0) and
C(o) = �S(o) = Ad(K )(�p�1P00).

5. Some computation onei and several corollaries

The section is preparation for the next section. One of our purposes is to compute
(ei , ej ), after which, we will give the group structure ofZM̃ (K̃ ).

When computing (ei ,ej ), we assumeZM̃ (K̃ ) 6= fõg, which implies6 = al ,bl ,cl ,dl ,e6

or e7 (by (3.7)). If 6 is a classical root system (al , bl , cl or dl ), then 6 can be
imbedded into Euclidean space in a natural manner (see [8] pp.461–465); so we can
expressei explicitly according to (3.1) and then compute (ei , ej ). Otherwise, when6
is an exceptional one, the following Lemma takes effect.

Lemma 5.1. The denotation of6,5, 
i , ei is similar to Section 3,if we denote�i j = (
i , 
 j ), then (ei , ej ) = 1=(d j di )(��1) j i .

Proof. Sincef
1, : : : , 
l g is a basis ofhp0, we can writeej = 
k Ak
j ; then (3.1)

yields

(5.1)
1

d j
Æi j = (ej , 
i ) = (
k Ak

j , 
i ) = Ak
j�ki ;

so Ak
j = 1=d j (��1)kiÆi j = 1=d j (��1)k j and

(ei , ej ) = (
k Ak
i , ej ) =

1

d j
Æ jk Ak

i =
1

d j
Æ jk

1

di
(��1)ki =

1

d j di
(��1) j i .

Now we give the detail of computation of (ei , ej ) for every type of6.6 = al (l � 1): The corresponding Dynkin diagram is:

Denote
i = xi � xi +1 (1 � i � l ), then6 = f�(xi � x j ) : 1 � i < j � l + 1g,  =

x1 � xl+1 =
Pl

i =1 
i and therefore (xi , x j ) = 1=2( ,  )Æi j ; by (3.1), we obtain

ej =
2

( ,  )(l + 1)

0
�(l + 1� j )

jX
k=1

xk � j
l+1X

k= j +1

xk

1
A, 1� j � l ;(5.2)
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(ei , ej ) =
2i (l + 1� j )

( ,  )(l + 1)
, 1� i � j � l .(5.3)

6 = bl (l � 2): The corresponding Dynkin diagram is

Denote
i = xi � xi +1 (1� i � l � 1), 
l = xl , then6 = f�(xi � x j ) : 1� i < j � l g [f�xi : 1 � i � l g,  = x1 + x2 = 
1 + 2
Pl

i =2 
i and therefore (xi , x j ) = 1=2( ,  )Æi j ;
by (3.1), we obtain

e1 =
2

( ,  )
x1, ej =

1

( ,  )

jX
k=1

xk (2� j � l );(5.4)

(e1, e1) =
2

( ,  )
, (e1, ej ) =

1

( ,  )
(2� j � l ), (ei , ej ) =

i

2( ,  )
(2� i � j � l ).

(5.5)

6 = cl (l � 3): The corresponding Dynkin diagram is:

Denote
i = xi � xi +1 (1� i � l � 1), 
l = 2xl , then6 = f�(xi � x j ) : 1� i < j � l g [f�2xi : 1� i � l g,  = 2x1 = 2
Pl�1

i =1 
i +
l and therefore (xi , x j ) = 1=4( , )Æi j ; by (3.1),
we obtain

ej =
2

( ,  )

jX
k=1

xk, 1� j � l ;(5.6)

(ei , ej ) =
i

( ,  )
, 1� i � j � l .(5.7)

6 = dl (l � 4): The corresponding Dynkin diagram is

Denote
i = xi �xi +1 (1� i � l�1), 
l = xl�1+xl , then6 = f�(xi �x j ): 1� i � j � l g,
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 = x1 + x2 = 
1 + 2
Pl�2

i =2 
i + 
l�1 + 
l and therefore (xi , x j ) = 1=2( ,  )Æi j ; by (3.1),
we obtain

e1 =
2

( ,  )
x1, ej =

1

( ,  )

jX
k=1

xk (2� j � l � 2),

el�1 =
1

( ,  )

 
l�1X
k=1

xk � xl

!
, el =

1

( ,  )

lX
k=1

xk;

(5.8)

(e1, e1) =
2

( ,  )
, (e1, ej ) =

1

( ,  )
(2� j � l ),

(ei , ej ) =
i

2( ,  )
(2� i � l � 2 and j � i ),

(el�1, el�1) = (el , el ) =
l

2( ,  )
, (el�1, el ) =

l � 2

2( ,  )
.

(5.9)

6 = e6: The corresponding Dynkin diagram is:

Then = 
1 + 2
2 + 3
3 + 2
4 + 
5 + 2
6; since all the roots have the same length,

� =
1

2
( ,  )

0
BBBBBBB�

2 �1�1 2 �1�1 2 �1 �1�1 2 �1�1 2�1 2

1
CCCCCCCA

;

then by Lemma 5.1,

((ei , ej )) =

�
1

d j di
(��1) j i

�
=

1

3( ,  )

0
BBBBBBB�

8 5 4 4 4 3
5 5 4 4 4 3
4 4 4 4 4 3
4 4 4 5 5 3
4 4 4 5 8 3
3 3 3 3 3 3

1
CCCCCCCA

.(5.10)

6 = e7: The corresponding Dynkin diagram is:
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Then = 
1 + 2
2 + 3
3 + 4
4 + 3
5 + 2
6 + 2
7; since all the roots have the same length,

� =
1

2
( ,  )

0
BBBBBBBBB�

2 �1�1 2 �1�1 2 �1�1 2 �1 �1�1 2 �1�1 2�1 2

1
CCCCCCCCCA

;

then by Lemma 5.1,

(5.11) ((ei , ej )) =

�
1

d j di
(��1) j i

�
=

1

12( ,  )

0
BBBBBBBBB�

36 24 20 18 16 12 18
24 24 20 18 16 12 18
20 20 20 18 16 12 18
18 18 18 18 16 12 18
16 16 16 16 16 12 16
12 12 12 12 12 12 12
18 18 18 18 16 12 21

1
CCCCCCCCCA

.

From (5.2), (5.8), using the technology given in Section 3, we can give the group
structure ofZK̃ (M̃), which only depend on the type of6.

Proposition 5.1. (i) If 6 = e8, f4, g2 or (bc)l (l � 1), then ZM̃ (K̃ ) = fõg = Z1.
(ii) If 6 = al , then ZM̃ (K̃ ) = fgExp(�p�1ej ) : 1 � j � l )g [ fõg = Zl+1, and

(gExp(�p�1e1)) j = gExp(�p�1ej ) for every1� j � l .
(iii) If 6 = bl , then ZM̃ (K̃ ) = fgExp(�p�1e1), õg = Z2.
(iv) If 6 = cl , then ZM̃ (K̃ ) = fgExp(�p�1el ), õg = Z2.
(v) If 6 = dl , then ZM̃ (K̃ ) = fgExp(�p�1e1),gExp(�p�1el�1),gExp(�p�1el ), õg. When
l is even, it is isomorphic toZ2 � Z2; when l is odd, it is isomorphic toZ4 and
(gExp(�p�1el�1))2 = gExp(�p�1e1), (gExp(�p�1el�1))3 = gExp(�p�1el ).
(vi) If 6 = e6, then ZM̃ (K̃ ) = fgExp(�p�1e1), gExp(�p�1e5), õg = Z3.
(vii) If 6 = e7, then ZM̃ (K̃ ) = fgExp(�p�1e1), õg = Z2.

Proof. By Proposition 3.1 and (3.7), from the fact that a group of prime order is
a cyclic group, (i), (iii)–(iv), (vi)–(vii) is easily seen.

When6 = al , by (5.2),

(5.12)
sx1�x j +1(ej +1� ej ) = e1, 1� j � l � 1;

sx1�xl+1(�el ) = e1,

where s
 (
 2 6) the reflection with respect to
 = 0, which belongs to the
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Weyl group. (5.12) yieldsgExp(�p�1ej +1)(gExp(�p�1ej ))�1 = gExp(�p�1e1) and
(gExp(�p�1el ))�1 = gExp(�p�1e1) and furthermore we have (ii).

When6 = dl , by (5.8),

(5.13)

sx1+x2sx1�x2(�e1) = e1;

sx2+x3sx4+x5 � � � sxl�2+xl�1(e1 � el�1) = el if l is even,

sxl�1�xl sx2+x3sx4+x5 � � � sxl�3+xl�2(e1 � el�1) = el�1 if l is odd.

Which implies

(5.14)

(gExp(�p�1e1))�1 = gExp(�p�1e1);

gExp(�p�1e1)(gExp(�p�1el�1))�1 =

(gExp(�p�1el ) l is even;gExp(�p�1el�1) l is odd.

SincejZM̃ (K̃ )j = 4, ZM̃ (K̃ ) is isomorphic toZ2�Z2 or Z4; then (v) is easily obtained.

6. The computation of i(PΓ) and d(PΓ)

Our assumption and denotation keep invariant. At the beginning of the section, we
define two new quantities.

DENOTATION 6.1. Define

(6.1) i (P0) = min
x2P00(x, x)1=2, d(P0) = max

x2P0(x, x)1=2 = max
x2P00(x, x)1=2;

where ( , ) is an inner product onhp0 induced by the Killing form ong.

In the following we shall computei (P0) and d(P0).
By the definition of P00, for every x 2 P00, (x,  ) = 1 or (x, ej ) = 1=2(ej , ej )

for some j such that gExp(�p�1ej ) 2 0, which implies d j = 1. If (x,  ) = 1,
then 1 = (x, ) � (x, x)1=2( , )1=2, which yields (x, x)1=2 � ( , )�1=2; if (x, ej ) =
1=2(ej , ej ), then 1=2(ej , ej ) = (x, ej ) � (x, x)1=2(ej , ej )1=2, which implies (x, x)1=2 �
1=2(ej , ej )1=2. Thus

(6.2) i (P0) � min

�
( ,  )�1=2,

1

2
(ej , ej )

1=2 : gExp(�p�1ej ) 2 0
�

.

If the right side of (6.2) is equal to 1=2(ek, ek)1=2 for some k, let x = 1=2ek, then
(x, 
i ) = 1=2Æik � 0 for every 1� i � l , (x,  ) = 1=2 � 1, (x, ej ) = 1=2(ek, ej ) �
1=2(ek, ek)1=2(ej , ej )1=2 � 1=2(ej , ej ) for every j such thatgExp(�p�1ej ) 2 0; which
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yields x 2 P00 and hencei (P0) = 1=2(ek, ek)1=2. Otherwise, the right side of (6.2) is
equal to ( , )�1=2, let x =  =( , ), then (x, 
i ) � 0, (x, ) = 1, (x, ej ) = ( , )�1 �
1=4(ej , ej ) � 1=2(ej , ej ) for every j such thatgExp(�p�1ej ) 2 0; which yieldsx 2 P00
and theni (P0) = ( ,  )�1=2. Therefore

(6.3) i (P0) = min

�
( ,  )�1=2,

1

2
(ej , ej )

1=2 : gExp(�p�1ej ) 2 0
�

.

By (6.3) and the results of (ei , ej ) in Section 5, we can computei (P0) for any
given 6 and0. We list the results as follows.

6 = al : i (P0) =

8>>>>>>>><
>>>>>>>>:

p
2

2
( ,  )�1=2l 1=2(l + 1)�1=2 0 = Zl+1;

( ,  )�1=2(l � 1)1=2(l + 1)�1=2 0 = Z(l+1)=2, l � 3, l is odd;p
3

2
( ,  )�1=2 l = 5, 0 = Z2;

( ,  )�1=2 otherwise.

(6.4)

6 = bl : i (P0) =

p
2

2
( ,  )�1=2 (0 = Z2).(6.5)

6 = cl : i (P0) = min

�
1,

1

2
l 1=2�( ,  )�1=2 (0 = Z2).(6.6)

6 = dl : i (P0) =

8>><
>>:

p
2

2
( ,  )�1=2 gExp(�p�1e1) 2 0;

min

�
1,

p
2

4
l 1=2�( ,  )�1=2 gExp(�p�1e1) =2 0.

(6.7)

6 = e6 : i (P0) =

p
6

3
( ,  )�1=2 (0 = Z3).(6.8)

6 = e7 : i (P0) =

p
3

2
( ,  )�1=2 (0 = Z2).(6.9)

What aboutd(P0)? Notice thatP0 is a convex polyhedron, and for anyx1, x2 2 P0
and t 2 [0, 1],

(6.10)

(t x1 + (1� t)x2, t x1 + (1� t)x2)1=2
= (t2(x1, x1) + (1� t)2(x2, x2) + 2t(1� t)(x1, x2))1=2
� t(x1, x1)1=2 + (1� t)(x2, x2)1=2;

which yields thatx 2 P0 7! (x, x)1=2 takes its maximum at the vertices ofP0. It is an
elementary idea to determine all the vertices ofP0 explicitly and then computed(P0).
Sometimes the method takes effect, but when the vertices aretoo many it doesn’t; so
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we need peculiar tricks for concrete examples. Now we give two lemmas which will
play an important role later.

Lemma 6.1. m 2 Z+, a � 0, b, s> 0 satisfying ma� s� mb, then if �1, : : : ,�m 2
[a, b],

Pm
i =1 �i � s, we have

(6.11)
mX

i =1

�2
i �

�
mb� s

b� a

�2

a2 +

�
s�ma

b� a

�2

b2 + c2; where c= s� �mb� s

b� a

�
a� �s�ma

b� a

�
b.

Proof. DenoteD =
�
(�1, : : : , �m) 2 [a, b]m:

Pm
i =1�i � s

	
, then D is compact and

every continuous function onD can takes its maximum. Denote by (�1, : : : , �m) 2 D
such that

Pm
i =1�2

i �Pm
i =1 �2

i for every (�1, : : : , �m) 2 D. We claim f�i : 1� i � mg \
(a, b) has at most one element. If not, we assumea < �1 � �2 < b without loss of
generality, then there exists sufficiently small" > 0 such that�1 � ", �2 + " 2 (a, b);
let �1 = �1 � ", �2 = �2 + ", �i = �i (3� i � m), then obviously

Pm
i =1 �2

i >Pm
i =1 �2

i ;
which causes a contradiction. Using the same trick, we can prove

Pm
i =1 �i = s. Then

we can easily obtain (6.11).

Lemma 6.2. Let m2 Z+, t1 � t2 � � � � � tm � 0, if �1 � �2 � � � � � �m � 0 such

that
P j

k=1 �k �P j
k=1 tk for every1� j � m, then

Pm
j =1 �2

j �Pm
j =1 t2

j .

Proof. Denotesj =
P j

k=1 tk, � j =
P j

k=1 �k (1 � j � m), then �1 � �2 � � � � ��m � 0 and
P j

k=1 �k �P j
k=1 tk if and only if

2�1 � �2 � 0, 2�2 � �1 � �3 � 0, : : : , 2�m�1 � �m�2 � �m � 0, �m � �m�1 � 0;

� j � sj (1� j � m).

Denote byD = f(z1, : : : , zm) 2 Rm : 2z1 � z2 � 0, zm � zm�1 � 0, 2zk � zk�1 � zk+1 �
0, zj � sj for any 2� k � m� 1 and 1� j � mg, then obviouslyD is convex and
(�1, : : : ,�m), (s1, : : : , sm) 2 D. Denote by� (t) = (1� t)(�1, : : : ,�m)+ t(s1, : : : , sm), then� (t) 2 D for t 2 [0, 1], � (0) = (�1,:::,�m), � (1) = (s1,:::,sm) and �̇ (t) = (s1��1,:::,sm��m).

Define f : D ! R

f (z1, : : : , zm) = z2
1 +

m�1X
j =1

(zj +1� zj )
2,
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then f (�1, : : : , �m) =
Pm

j =1 �2
j , f (s1, : : : , sm) =

Pm
j =1 t2

j ; since

� f�z1
= 2(2z1 � z2) � 0,

� f�zj
= 2(2zj � zj�1 � zj +1) � 0 (2� j � m� 1),

� f�zm
= 2(zm � zm�1) � 0,

( f Æ � )0(t) =
P

1� j�m(sj �� j )(� f =�zj )(� (t)) � 0 and thereforef Æ � (1)� f Æ � (0); i.e.,Pm
j =1 �2

j �Pm
j =1 t2

j .

In the following we give the detail of computingd(P0) for any given6 and0.
CASE I. 6 = al and0 = Zl+1, i.e., 0 = fõ, gExp(�p�1ei ) : 1� i � l g.
The denotation ofxi is similar to Section 5; from the definition ofP0, by (5.2)–(5.3),

x =
Pl+1

i =1 �i xi 2 P0 (
Pl+1

i =1 �i = 0) if and only if

�1 � �2 � 0, : : : , �l � �l+1 � 0, �1 � �l+1 � 2

( ,  )
;

(l + 1� j )
jX

k=1

�k � j
l+1X

k= j +1

�k � j (l + 1� j )

( ,  )
(1� j � l ).

i.e.,

(6.12)
jX

k=1

�k � j (l + 1� j )

(l + 1)( ,  )
,

l+1X
k= j +1

�k � � j (l + 1� j )

(l + 1)( ,  )
.

Let 1� m� l such that�m � 0 but �m+1 < 0. Then by (6.12), we have

jX
k=1

�k � jX
k=1

tk (1� j � m), where tk =

8>><
>>:

l + 2� 2k

(l + 1)( ,  )
1� k � � l + 1

2

�
;

0 k > �
l + 1

2

�
.

Since t1 � t2 � � � � � tm � 0, by Lemma 6.2, we have

(6.13)
mX

k=1

�2
k �

mX
k=1

t2
k �

[(l+1)=2]X
k=1

(l + 2� 2k)2

(l + 1)2( ,  )2
=

l (l + 2)

6(l + 1)( ,  )2
.
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On the other hand, from (6.12) we have

� �l+1 � ��l � � � � � ��m+1 > 0;

� �l+1 � tl+1, ��l+1� �l � tl+1 + tl , : : : , l+1X
k=m+1

(��k) � l+1X
k=m+1

tk.

Where

tk =

8>><
>>:

2k� l � 2

(l + 1)( ,  )
k � � l + 1

2

�
;

0 k < �
l + 1

2

�
.

Since tl+1 � tl � � � � � tm+1 � 0, by Lemma 6.2, we have

(6.14)
l+1X

k=m+1

�2
k �

l+1X
k=m+1

t2
k �

l+1X
k=[(l+1)=2]

(2k� l � 2)2

(l + 1)2( ,  )2
=

l (l + 2)

6(l + 1)( ,  )2
.

(6.13) and (6.14) yield

(x, x) =
l+1X
k=1

�2
k(xk, xk) =

l+1X
k=1

�2
k � 1

2
( ,  ) � l (l + 2)

6(l + 1)( ,  )
(6.15)

and the equal sign holds if and only if

x =
l+1X
k=1

l + 2� 2k

(l + 1)( ,  )
xk 2 P0;

so we have

(6.16) d(P0) =

p
6

6
( ,  )�1=2l 1=2(l + 2)1=2(l + 1)�1=2.

CASE II. 6 = al (l � 3 is odd) and0 = Z2, i.e., 0 = fõ, gExp(�p�1e(l+1)=2)g.
At first, notice that the linear automorphism' of hp0 satisfying '(
i ) = 
l+1�i

keeps ( , ) invariant, which also satisfies'(ei ) = el+1�i .
The vertices of 4 are 0,e1, : : : , el ; by (5.2)–(5.2), for every 1� i <

(l + 1)=2, (ei , e(l+1)=2) � 1=2(e(l+1)=2, e(l+1)=2) if and only if i � (l + 1)=4, (ei , e(l+1)=2) �
1=2(e(l+1)=2, e(l+1)=2) if and only if i � (l + 1)=4; so the vertices ofP0 are

(6.17)

0; ei , '(ei )

�
1� i � l + 1

4

�
;

l + 1

4 j
ej ,

l + 1

4 j
'(ej )

�
l + 1

4
< j � l + 1

2

�
;

vi , j , '(vi , j ), wi , j , '(wi , j )

�
1� i < l + 1

4
,

l + 1

4
< j � l + 1

2

�
.
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Where

(6.18)

vi , j =
1

4( j � i )
((4 j � l � 1)ei + (l + 1� 4i )ej ),

wi , j =
1

4( j � i )
((4 j � l � 1)ei + (l + 1� 4i )'(ej )).

By computing, we obtain
(6.19)

d(P0) =

8>><
>>:

(e(l+1)=4, e(l+1)=4)1=2 =

p
6

4
( ,  )�1=2(l + 1)1=2 l + 1

2
is even;

(v(l�1)=4,(l+3)=4, v(l�1)=4,(l+3)=4)1=2 =

p
2

4
( ,  )�1=2(3l � 1)1=2 l + 1

2
is odd.

CASE III. 6 = bl and0 = Z2, i.e., 0 = fõ, gExp(�p�1e1)g.
The vertices of4 are 0,e1,:::,el ; by (5.5), (e1,ej ) = 1=2(e1,e1) for every 2� j � l ,

so the vertices ofP0 include

0,
1

2
e1, e2, : : : , el .

Since (1=2e1, 1=2e1) = 1=2( ,  )�1, (ej , ej ) = j =2( ,  )�1 (2 � j � l ) (by (5.10)),
we have

d(P0) = (el , el )
1=2 =

p
2

2
( ,  )�1=2l 1=2.(6.20)

CASE IV. 6 = cl and0 = Z2, i.e., 0 = fõ, gExp(�p�1el )g.
By (5.6)–(5.7), x =

Pl
i =1 �i xi 2 P0 if and only if

�1 � �2 � 0, : : : , �l�1 � �l � 0, �l � 0, �1 � 2

( ,  )
,

lX
i =1

�i � l

( ,  )
.

By Lemma 6.1, ifl is even,

(x, x) =
lX

i =1

�2
i (xi , xi ) � l

2

�
2

( ,  )

�2 � 1

4
( ,  ) =

l

2( ,  )
;

if l is odd,

(x, x) =
lX

i =1

�2
i (xi , xi ) �

 
l � 1

2

�
2

( ,  )

�2

+

�
1

( ,  )

�2
!
� 1

4
( ,  ) =

2l � 1

4( ,  )
.
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Then

(6.21) d(P0) =

8>><
>>:

p
2

2
( ,  )�1=2 l 1=2 l is even;

1

2
( ,  )�1=2(2l � 1)1=2 l is odd.

CASE V. 6 = dl and0 = ZM̃ (K̃ ), i.e., 0 = fõ, gExp(�p�1ei ) : i = 1, l � 1 or l g.
By (5.8)–(5.9), x =

Pl
i =1 �i xi 2 P0 if and only if

�1 � �2 � 0, : : : , �l�1 � �l � 0, �l�1 + �l � 0, �1 + �2 � 2

( ,  )
;

�1 � 1

( ,  )
,

l�1X
i =1

�i � �l � l

2( ,  )
,

lX
i =1

�i � l

2( ,  )
.

�l�1 + �l � 0 and�l�1 � �l � 0 yield �l�1 � j�l j � 0;
Pl�1

i =1 �i � �l � l=(2( ,  )) andPl
i =1 �i � l=(2( ,  )) yield

Pl�1
i =1 �i + j�l j � l=(2( ,  )), then by Lemma 6.1,

(x, x) =
lX

i =1

�2
i (xi , xi ) =

 
l�1X
i =1

�2
i + j�l j2

!
� 1

2
( ,  ) �

8>><
>>:

l

4( ,  )
l is even;

2l � 1

8( ,  )
l is odd.

and the equal sign holds if and only ifx = (1=( ,  ))
Pl=2

i =1 xi 2 P0 when l is even,

x = (1=( ,  ))
P(l�1)=2

i =1 xi + (1=2( ,  ))x(l+1)=2 2 P0 when l is odd. Thus

(6.22) d(P0) =

8>><
>>:

1

2
( ,  )�1=2 l 1=2 l is even;p
2

4
( ,  )�1=2(2l � 1)1=2 l is odd.

CASE VI. 6 = dl and0 = fõ, gExp(�p�1e1)g.
By (5.9), (e1, ej ) = 1=2(e1, e1) for every 2� j � l , so the vertices ofP0 include

0,
1

2
e1, e2, : : : , el .

Since (1=2e1, 1=2e1)=1=2( , )�1, (ej ,ej )= j =2( , )�1 (2� j � l�2) and (el�1,el�1)=
(el , el ) = l=2( ,  )�1 (by (5.10)), we have

(6.23) d(P0) = (el�1, el�1)1=2 = (el , el )
1=2 =

p
2

2
( ,  )�1=2l 1=2.
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CASE VII. 6 = dl (l is even) and0 = fõ, gExp(�p�1el�1)g or fõ, gExp(�p�1el )g.
By (5.9), when 1� i � l=2, (ei ,el�1)� 1=2(el�1,el�1); when l=2� i � l , (ei ,el�1)�

1=2(el�1, el�1). Thus if 0 = fõ, gExp(�p�1el�1)g, the vertices ofP0 are

0, ei

�
1� i � l

2

�
,

l

2 j
ej

�
l

2
+ 1� j � l � 2

�
,

1

2
el�1,

l

2(l � 2)
el ;

1

2(l � 2� i )
((l � 4)ei + (l � 2i )el ),

1

2(l � i )
(lei + (l � 2i )el�1) (2� i � l � 2);

1

2( j � i )
((2 j � l )ei + (l � 2i )ej )

�
2� i � l

2
� 1,

l

2
+ 1� j � l � 2

�
;

1

2
(e1 + el ),

1

2(l � 2)
(le1 + (l � 4)el�1),

1

2( j � 2)
((2 j � l )e1 + (l � 4)ej )�

l

2
+ 1� j � l � 2

�
.

and

(6.24) d(P0) = maxf(e1, e1)1=2, (el=2, el=2)1=2g =

8<
:
p

2( ,  )�1=2 l � 6;
1

2
( ,  )�1=2 l 1=2 l � 8.

Similarly, if 0 = fõ, gExp(�p�1el )g, (6.24) also holds.
CASE VIII. 6 = e6 and0 = Z3, i.e., 0 = fõ, gExp(�p�1e1), gExp(�p�1e5)g.
By (5.10), the vertices ofP0 are

0, e3, e6,
1

2
e1,

4

5
e2,

1

5
e1 +

4

5
e6,

1

2
e2 +

1

2
e6,

4

5
e4,

1

2
e4 +

1

2
e6,

2

3
e4 +

1

6
e1,

4

9
e4 +

4

9
e2,

4

9
e4 +

1

9
e1 +

4

9
e6,

1

3
e4 +

1

3
e2 +

1

3
e6,

1

2
e5,

1

5
e5 +

4

5
e6,

1

3
e5 +

1

3
e1,

1

6
e5 +

2

3
e2,

1

6
e5 +

1

6
e1 +

2

3
e6,

1

9
e5 +

4

9
e2 +

4

9
e6

and

(6.25) d(P0) = (e3, e3)1=2 =
2
p

3

3
( ,  )�1=2.

CASE IX. 6 = e7 and0 = Z2, i.e., 0 = fõ, gExp(�p�1e1)g.
By (5.11), the vertices ofP0 are

0, e4, e5, e6, e7,
1

2
e1,

3

4
e2,

9

10
e3,

1

10
e1 +

9

10
e5,

1

4
e2 +

3

4
e5,
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1

2
e3 +

1

2
e5,

1

4
e1 +

3

4
e6,

1

2
e2 +

1

2
e6,

3

4
e3 +

1

4
e6

and

(6.26) d(P0) = (e7, e7)1=2 =

p
7

2
( ,  )�1=2.

REMARK 6.1. If 6 = al , 0 = Zr such that 2< r < l + 1, the author temporarily
has no idea to overcome the difficulty of computingd(P0).

7. The squared length of the highest restricted root

Results of this section about ( , ) compensate Section 6; after computing ( , ),
we can obtaini (P0) and d(P0) explicitly.

In this section, we assume (u, � , h , i) be irreducible; the denotation of ( , ),1, 6, g, h, hR, hp0, 10, m
 (
 2 6) is same as Section 2; and denote byn and l
respectively the rank of1 and6. Then (u, � , h , i) belongs to one of the two fol-
lowing types: (I) u is compact and simple,� is an involution; (II) u is a product of
two compact simple algebras exchanged by� (see [2] p.28).

TYPE I. In the case,1 and6 are both irreducible; denote byÆ the highest root
of 1; since the orderings of1 and6 are compatible, (i.e.,� � � yields �̄ � �̄ for
arbitrary �, � 2 1), Ǣ is the highest root of6, i.e.,  = Ǣ.

Denote byÆ? = fx 2 hR : (x, Æ) = 0g, then1 \ Æ? is obviously a subsystem of1 with an induced ordering; letB = f�1, : : : , �ng be the set of simple roots in1,
then B \ Æ? is the simple root system of1 \ Æ?, and �i 2 B \ Æ? if and only ifÆ � �i =2 1 [ f0g; then according to the Dynkin diagram of1, we can clarifyB \ Æ?
and1 \ Æ? (for details see [27]).

On 1 \ Æ?, we have the following lemmas:

Lemma 7.1. (Æ, Æ) = 4(j1j � j1 \ Æ?j + 6)�1.

Lemma 7.2. (Ǣ, Ǣ) = (Æ, Æ) or 1=2(Æ, Æ), and the following conditions are equiv-
alent:
(a) (Ǣ, Ǣ) = (Æ, Æ);
(b) Æ� = �Æ;
(c) B0 � B \ Æ?, where B0 = B \10;
(d) mǢ = 1.

For details of the proof of the two Lemmas, see [27].
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According to Lemma 7.1, from those well known facts ofj1j for every irreducible
and reduced root system (see [8] pp.461–474), we can obtain (Æ, Æ) as follows:

(7.1)

1 = an : (Æ, Æ) =
1

n + 1
; 1 = bn : (Æ, Æ) =

1

2n� 1
; 1 = cn : (Æ, Æ) =

1

n + 1
;

1 = dn : (Æ, Æ) =
1

2n� 2
; 1 = e6 : (Æ, Æ) =

1

12
; 1 = e7 : (Æ, Æ) =

1

18
;

1 = e8 : (Æ, Æ) =
1

30
; 1 = f4 : (Æ, Æ) =

1

9
; 1 = g2 : (Æ, Æ) =

1

4
.

By Lemma 7.2, from the Satake diagram given by Araki in [1], wecan justify
whether (̄Æ, Ǣ) = (Æ, Æ) or (Ǣ, Ǣ) = 1=2(Æ, Æ) for every type of irreducible, simple and
compact orthogonal symmetric Lie algebras. The ultimate results are: (̄Æ, Ǣ) = 1=2(Æ, Æ)
when (u, �) belongs to A II, C II, E IV, F II or (u, �) belongs to BD I andl = 1; other-
wise (̄Æ, Ǣ) = (Æ, Æ) (for details see [27]). Combining the results with (7.1), we can
compute (̄Æ, Ǣ), i.e., ( ,  ).

TYPE II. In this case, we denoteu = v � v, where v is a compact and sim-
ple Lie algebra; then�(X, Y) = (Y, X) for arbitrary X, Y 2 v, k0 = f(X, X) : X 2 vg,
p� = f(X, �X) : X 2 vg. Let t be a maximal abelian subalgebra ofv, t0 =

p�1t,1� � t0 be the root system ofv 
 C with respect tot 
 C with an ordering; then
hp� = f(X, �X) : X 2 tg is a maximal abelian space ofp� and we can assumehk0 =f(X, X) : X 2 tg; thus hp0 = f(x, �x) : x 2 t0g, hR = f(x, y) : x, y 2 t0g and

(7.2) 1 = (1�, 0)[ (0,1�), 6 =

��
1

2
�, �1

2
�� : � 2 1��.

1 has an lexicographic ordering induced by the ordering of1�, and we can define
an ordering on6: (1=2�, �1=2�) > 0 if and only if � > 0; obviously1 and6 have
compatible orderings. Denote byÆ the highest root of1�, then = (1=2Æ,�1=2Æ) and

(7.3) ( ,  ) =

��
1

2
Æ, �1

2
Æ�,

�
1

2
Æ, �1

2
Æ�� =

1

2
(Æ, Æ),

i.e., the squared length of the highest restricted root is a half of the squared length of
the highest root of1�.

8. Computation of injectivity radius and diameter

From the definition of injectivity radius and diameter of an arbitrary Riemannian
manifold, by Theorem 4.1, Denotation 6.1 and (4.4), we have the following theorem.

Theorem 8.1. Let (u, � , h , i) be a reduced, compact and irreducible orthogo-
nal symmetric Lie algebra, M̃ = Ũ=K̃ be the simply connected Riemannian symmetric
space associated with(u, � , h , i), M = M̃=0 be a Clifford-Klein form ofM̃ , where0 is a subgroup of Z̃M (K̃ ) satisfying0 6= fõg, then i(M) = ��1=2i (P0) and d(M) =��1=2d(P0), where� is a positive constant such thath , i = ��( , ).
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REMARK 8.1. � has geometric meaning. Letr and R be respectively Levi-Civita
connection and curvature tensor onM with respect to the metricg (where R(X, Y) =�[rX, rY] + r[X,Y]), then R(X, Y)Z = ad[X, Y]Z (cf. [12] p.231, notice the differ-
ent sign convention for the curvature tensor); moreover, bychoosing an adapted base
we have

(8.1) Ric(X, Y) = �1

2
(X, Y) =

1

2� hX, Yi
(cf. [21] p.180); i.e.,M is an Einstein manifold with Ricci curvature 1=(2�).

Then from the results obtained in Section 6 and Section 7, we can computei (M)
andd(M) for every type of non-simply connected, compact and irreducible Riemannian
symmetric spaces and list the results in Table 8.1 and Table 8.2.

Table 8.1. The injectivity radius and diameter of non-simply con-
nected, compact and irreducible Riemannian symmetric spaces of
Type I when� = 1, i.e., Ric = 1=2.

Type M̃ 6 0 i (M) d(M)

Zn

p
2

2 � (n� 1)1=2
p

6
6 � (n2 � 1)1=2

Zn=2
(n � 6) � (n� 2)1=2 unknown

A I SU(n)=SO(n)
(n � 2) an�1

p
2� (n = 4)

p
6

4 �n (4 j n)

Z2 3
p

2
2 � (n = 6)

p
2

4 � (3n2 � 4n)1=2

(4 ∤ n)�n1=2 (n � 8)

otherwise �n1=2 unknown

Zn

p
2� (n� 1)1=2

p
6

3 � (n2 � 1)1=2

Zn=2
(n � 6) 2� (n� 2)1=2 unknown

A II SU(2n)=Sp(n)
(n � 2) an�1 2

p
2� (n = 4)

p
6

2 �n (4 j n)

Z2 3
p

2� (n = 6)
p

2
2 � (3n2 � 4n)1=2

(4 ∤ n)2�n1=2 (n � 8)

otherwise 2�n1=2 unknownp
2

2 � p (p � 3) � p (p is even)

A III
Grp, p(C)
(p � 2)

cp Z2 p
2� p1=2 (p � 4)

p
2

2 � (2p2 � p)1=2

(p is odd)
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Table 8.1. (continued)

Type M̃ 6 0 i (M) d(M)

C I Sp(n)=U(n)
(n � 3) cn Z2

p
3� (n = 3)

p
2

2 � (n2 + n)1=2

(n is even)� (n + 1)1=2

(n � 4)

1
2� (2n2 + n� 1)1=2

(n is odd)

C II Grp, p(H)
(p � 2) cn Z2

p
2

2 � (2p2 + p)1=2

(p � 3)
� (2p2 + p)1=2

(n is even)p
2� (2p + 1)1=2

(p � 4)

p
2

2 � (4p2 � 1)1=2

(n is odd)

BD I

Grp,q(R)
(2 < p < q) bp Z2

p
2

2 � (p + q � 2)1=2
p

2
2 � (p2 + pq� 2p)1=2

Sq a1 Z2

p
2

2 � (q � 1)1=2
p

2
2 � (q � 1)1=2

ZM̃ (K̃ ) � (p� 1)1=2

p
2

2 � (p2 � p)1=2

(p is even)
1
2� (2p2 � 3p + 1)1=2

(p is odd)
Grp, p(R)
(p � 4) dp fgExp(�p�1e1), õg � (p� 1)1=2 � (p2 � p)1=2

fgExp(�p�1ep�1), õg 1
2� (p2 � p)1=2

(p � 6)
2� (p� 1)1=2

(p � 6)

fgExp(�p�1ep), õg
(p is even)

p
2� (p� 1)1=2

(p � 8)

p
2

2 � (p2 � p)1=2

(p � 8)

D III SO(2n)=U(n)
(n � 4 is even) cn=2 Z2

1
2� (n2 � n)1=2

(n � 6)

p
2

2 � (n2 � n)1=2

(4 j n)p
2� (n� 1)1=2

(n � 8)

p
2

2 � (n� 1)
(4 ∤ n)

E I (e6, sp(4)) e6 Z3 2
p

2� 4�
E IV (e6, f4) a2 Z3 2

p
2� 4

p
6

3 �
E V (e7, su(8)) e7 Z2

3
p

6
2 � 3

p
14

2 �
E VII (e7, e6 � R) c3 Z2

3
p

6
2 � 3

p
3�
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Table 8.2. The injectivity radius and diameter of non-simply con-
nected, compact and irreducible Riemannian symmetric spaces of
Type II when� = 1, i.e., Ric = 1=2.

M̃ 1� 0 i (M) d(M)

SU(n)
(n � 2) an�1

Zn � (n� 1)1=2
p

3
3 � (n2 � 1)1=2

Zn=2
(n � 6)

p
2� (n� 2)1=2 unknown

2� (n = 4)
p

3
2 �n (4 j n)

Z2 3� (n = 6) 1
2� (3n2 � 4n)1=2

(4 ∤ n)p
2�n1=2 (n � 8)

otherwise
p

2�n1=2 unknown

Spin(2n + 1)
(n � 2) bn Z2 � (2n� 1)1=2 � (2n2 � n)1=2

Sp(n)
(n � 3) cn Z2

p
6� (n = 3) � (n2 + n)1=2

(n is even)p
2� (n + 1)1=2

(n � 4)

p
2

2 � (2n2 + n� 1)1=2

(n is odd)

Spin(2n)
(n � 4) dn

ZM̃ (K̃ )
p

2� (n� 1)1=2

� (n2 � n)1=2

(n is even)p
2

2 � (2n2 � 3n + 1)1=2

(n is odd)fgExp(�p�1e1), õg p
2� (n� 1)1=2

p
2� (n2 � n)1=2

fgExp(�p�1en�1), õg p
2

2 � (n2 � n)1=2

(n � 6)
2
p

2� (n� 1)1=2

(n � 6)

fgExp(�p�1en), õg
(n is even)

2� (n� 1)1=2

(n � 8)
� (n2 � n)1=2

(n � 8)

E6 e6 Z3 4� 4
p

2�
E7 e7 Z2 3

p
3� 3

p
7�
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REMARK 8.2. In Table 8.1,M = M̃=0, whereM̃ is the universal covering space
of M, 0 is a subgroup ofZM̃ (K̃ ) = fp 2 M̃ : � (k)p = p for every k 2 K̃ g; 6 denotes
the restricted root system;i (M) and d(M) are respectively the injective diameter and
the diameter ofM. In Table 8.2, M is a non-simply connected, compact and simple
Lie group with bi-invariant metric andM̃ is the universal covering group ofM with
pullback metric; in this case,ZM̃ (K̃ ) coincides with the center of̃M ; let v be the Lie
algebra associated toM, t be a maximal abelian subalgebra ofv, then1� denotes the
root system ofv
 C with respect tot
 C (cf. Section 7).

REMARK 8.3. In Table 8.1, we identifyb2 and c2.

REMARK 8.4. WhenM̃ = Grp, p(R), 1 =6 = dp; the Satake diagram of (B, �) is

(cf. [1]) and the Dynkin diagram of6 is

where
i = �̄i (1� i � p); furthermore, sincehR = hp0, we have�(�i ) = ��i and 
i =�i . The definition ofe1,: : : ,ep�1,ep is similar to (3.1). Let� be a linear automorphism
of hR such that�(�i ) = �i (1 � i � p� 2), �(�p�1) = �p and �(�p) = �p�1, then �
keeps ( , ) invariant and can be extended to an automorphism ofso(2p), which is also
denoted by�; since� commutes with� , it induces an isometryF of Grp, p(R), which
satisfies

(8.2)
F(gExp(�p�1ei )) = gExp(�p�1ei ) (1� i � p� 2);

F(gExp(�p�1ep�1)) = gExp(�p�1ep), F(gExp(�p�1ep)) = gExp(�p�1ep�1).

So when p is even, Grp, p(R)=fgExp(�p�1ep�1), õg and Grp, p(R)=fgExp(�p�1ep), õg
are isometric to each other. Especially, whenp = 4, an arbitrary linear automorphism� of hR satisfying�(B) = B and �(�2) = �2 keeps ( , ) invariant, which yields that
Gr4,4(R)=fgExp(�p�1e1), õg, Gr4,4(R)=fgExp(�p�1e3), õg, Gr4,4(R)=fgExp(�p�1e4), õg
are isometric to each other. On the other hand, ifp is even andp � 6, then M1 =
Grp, p(R)=fgExp(�p�1e1), õg isn’t isometric to M2 = Grp, p(R)=fgExp(�p�1ep�1), õg,
although the fundamental group of them are both isomorphic to Z2; it is easily seen
from Table 8.1 (sincei (M1) 6= i (M2), d(M1) 6= d(M2)).

Similarly, Spin(8)=fgExp(�p�1e1), õg (i.e., SO(8)), Spin(8)=fgExp(�p�1e3), õg,
Spin(8)=fgExp(�p�1e4), õg are isometric to each other; ifn is even andn � 6,
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Spin(2n)=fgExp(�p�1en�1), õg and Spin(2n)=fgExp(�p�1en), õg are isometric to each
other, but both of them aren’t isometric toSpin(2n)=fgExp(�p�1e1), õg (i.e., SO(2n)).

REMARK 8.5. In Table 8.1 and Table 8.2, we assume� = 1, i.e., theK -invariant
metric on M = U=K is induced by�( , ) on u, and Ric = 1=2. For general cases
such that� 6= 1, we should multiply the corresponding results in Table 8.1 or Table 8.2
by �1=2.

For example, letM = RPq = Sq=Z2 with canonical metricg such thatK = 1, then
Ric = q � 1 and Remark 8.1 yields� = 1=(2(q � 1)); according to Table 8.1,

i (M) = d(M) =

p
2

2
�(q � 1)1=2�1=2 =

�
2

.(8.3)

The result is well-known.
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