Wada, T.
Osaka J. Math.
36 (1999), 905-918

SCATTERING THEORY FOR TIME-DEPENDENT
HARTREE-FOCK TYPE EQUATION

TAKESHI WADA
(Received November 4, 1997)

1. Introduction

In this paper we consider the scattering problem for the following system of non-
linear Schrodinger equations with nonlocal interaction

M sy = —%Auj+f1-(ﬁ), (t,z) € R x R",
2) u;(0,z) = ¢;(x), j=1,---,N.

Here A denotes the Laplacian in z,

N N
£i(@) = SV * u|*)u; — SV * (uyie)ux,
k=1 k=1
and * denotes the convolution in R™. In this paper we treat the case n > 2 and
V(z) = |z|7" with 0 < v < n.

The system (1)-(2) appears in the quantum mechanics as an approximation to a
fermionic N-body system and is called the time-dependent Hartree-Fock type equation.

Throughout the paper we use the following notation:

N = {1,2,3,---}, V = (98/8z1,---,0/0z,), U(t) = exp(itA/2),M(t) =
exp(i|z|?/2t), J = U(t)zU(—t) = M(t)(itV)M(—t). For 1 < p < oo, p' = p/(p—1),
d(p) = n/2 —n/p. || - ||, denotes the norm of LP(R™) (if p = 2, we write || - ||2 =
I -ID. For 1 < ¢,7 < oo and for the interval I C R, || - ||q,r,7 denotes the norm

r/q /
of L™(I; L4(R"™)), namely, ||u|lgr,r = l/ (/ [u(t, 1;)|qu> dtl . For positive
1 \Jrr

integers [ and m, 4™ denotes the Hilbert space defined as

sim = {p € PR [Wllsrn = (£ IV + 5 1e%6)2)"* < oo}

jal<t [Bl<m

When we use N’th direct sums of various function spaces, we denote them by the
same symbols and denote these elements by writing arrow over the letter, like f.
Now we state our main theorem.
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Theorem 1.1. (i) Suppose that 1 < v < min(4,n), and l,m € N. Then for any
&) € Th™, there exists a unique ¢ € 5™ such that

3) lim (| — U(=t)i(t)||zim =0,

t—+o00

where i(t) is the solution of (1)-(2) with U(—t)i(t) € C(R; ™). For any 5(‘) €
L™ the same result as above holds valid with +oco replaced by —oo in (3).

(ii) Suppose that 4/3 < v < min(4,n), and I,m € N. And if v < \/2, suppose,
in addition, that m > 2. Then for any 5 € Xb™, there exist d-;(i) € X4™ such that the
solution of (1)-(2) with U(—t)ii(t) € C(R;Zb™) satisfies

“ lim ||g®) — U(=t)i(t)||5im = 0.

t—+oo

By Theorem 1.1 (i), if 1 < v < min(4,n), we can define the operator W in »im
as

W+ : QZ;H—) — q;,

which is called the wave operator. The operator W_ is defined similarly. Under the
condition of 4/3 < v < min(4,n) (m > 2 if v < /2), Theorem 1.1 (ii) implies the
completeness of W, namely, RangeWy = £b™,

There are many papers for the following equation

5) z% = —%Au+f(u), (t,z) e R xR",
(6) uw0,z) = ¢(x),

where
Flu) = [V Jul?Ju = / 1 -y~ Ju(t, y)|Pdy ult,)
Rn

(see, for example, [5, 7, 8, 9, 12]). The equation (5)-(6) is called the Hartree type
equation. For the scattering problem for (5)-(6), the following results are known (see

[9D.

[A] Suppose that 1 < v < min(4,n), and l,m € N. Then, for any ¢*) € xb™,
there exists a unique ¢ € 4™ such that

) lim (g™ — U(=t)u(t)||gim =0,

t—+o00
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where u(t) is the solution of (5)-(6) with U(—t)u(t) € C(R;X4™). For any ¢() €
Y™ the same result as above holds valid with +oco replaced by —co in (7).

[B] Suppose that 4/3 < v < min(4,n), and l,m € N. Then, for any ¢ € ¥b™,
there exist unique ) € 4™ such that the solution u(t) of (5)-(6) with U(—t)u(t) €
C(R;Xb™) satisfies

®) lim (& — U(=t)u(t)||z.m = 0.

t—+too

Our main Theorem is the analogous results to [A], [B].
Since U(t) is unitary in H', (4) implies that the asymptotic profiles of (t) as
t — oo are U(t)¢*); and by the estimates

[Tl < 2nlt) =@ |§® 7, 2 < p < oo,
it is expected that
© I1@®)ll, = O(1t1~°@)

as t — Foo. Indeed, in Corollary 4.1, we shall prove (9) for p = oo under the suitable
condition for q—g

Conversely, if (9) holds for some p sufficiently large, We can prove Theorem
1.1(i1). Actually, in Propositions 3.1 and 3.2, we prove (9) for some p > 2. This
decay estimate is the key point of our proof of the main theorem.

The proof of Theorems [B] is much more simple than our proof of Theorem 1.1
(ii). But we cannot apply the method in [9] for (5)-(6) to prove Theorem 1.1 (ii). So
we shall use the method in our work [15] to prove the main theorem.

2. Preliminaries

First, we collect various inequalities which will be used in later sections.

Lemma 2.1. (The Gagliardo-Nirenberg inequality) Let 1 < ¢q,r < oo and j,m
be any integers satisfying 0 < j < m. If u is any function in W™4(R") N L"(R"),
then

(10) > IVeull 50( > Hvﬂunq> fluflr~

lel=j 1Bl=m
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where
1
1—a)=
)+ (1-a)

3j m
__=a( J—
n n

SR

for all a in the interval j/m < a < 1, where the constant C is independent of u, with
the following exception: if m—j—(n/q) is a nonnegative integer, then (10) is asserted
for j/m<a<1l

For the proof of Lemma 2.1, see [3, 14].

Lemma 2.2, Let a > 0. Then
(11) I(=A)2fgll < CI(=2)*"2 £l llglloo + I Fllooll(=2)*/2g])).

This lemma is essentially due to [4, 6]. The lemma is obtained as in the proof
of Lemma 3.4 in [4] and Lemma 3.2 in [6], by using the theory of Besov space (for

Besov space, see [1]).

Lemma 2.3. (The Hardy-Littlewood-Sobolev inequality) Let 0 < v < n,1 <
p,g<ooandl+1/p=~v/n+1/q Then

(12) | z[~7 * ¢l < Cll8llq-
For the proof, see [10, 13].

A pair (g,7) of real numbers is called admissible, if it satisfies the condition 0 <
0(g) =2/r < 1. Then

Lemma 2.4. If a pair (q,r) is admissible, then for any 1 € L*(R™), we have

(13) IU®)Y]lg,r,r < Cll¥|l-

t

Lemma 2.5. We put (Gu)(t) = / U(t — 7)u(r)dr. Let I C R be an interval
to

containing to, and let pairs (q;,7;),j = 1,2, be admissible. Then G maps Lri (L; L9)

into L™ (I; L9) and satisfies

(14) ”Gullth,er < C”u”q{,r;,la

where C is independent of 1.



TIME-DEPENDENT HARTREE-FOCK TYPE EQUATION 909

For the proof of Lemmas 2.4 and 2.5, see [11, 16].

Next, we summarize the results for the Cauchy problem to (1)-(2) . We convert
(1)-(2) into the integral equations

t
15) Uj(t) = U(t)(ﬁ, - Z/ U(t - T)fj(’l_—[(T))dT, j=1,---,N,
0
then
Proposition 2.1. (i) Suppose that n > 2, 0 < v < min(4,n), and l,m € N.

Then for any ¢ € H', there exists a unique solution i(t) € C(R; HY) of (15). The
solution U(t) satisfies following equalities.

(16) (u](t)’uk(t)) = (¢J7 ¢k)7 J,k = la ot 7N1
especially,
(17) lu; @I = llgsll, 7=1,---,N;
and
(18) E(i(t)) = E($),
where
- N -
BY) = ¥ IV9;11% + P(¥),
- N - -
PO = 5 [ [ o=y (5@ MW - b @@ )P 0)dody

Jik=1

(i) Furthermore, if ¢ € $4™, then U(—t)i@(t) € C(R;L"™), and the solution
U(t) satisfies

N N t
19) 3 lleU(=t)u;())I* + £ P(a()) = 3 llzws |1 + (2 - ’7)/0 TP(u(r))dr.
j=1 j=1

-,

REMARK. (i) By the Cauchy-Schwarz inequality, P(¢)) > 0.
(ii) The equalities (17), (18) and (19) are called the L2-norm, the energy, and the
pseudo-conformal conservation laws, respectively.

The proof of Propositions 2.1 is similar to that of the corresponding result for
(5)-(6), so we shall omit it ( see, for example, [8, 9, 12]).
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3. Decay estimates for some norm of the solution

In this section we shall estimate the LP-norm of the solution #@(t) of (1)-(2) to
prove the main theorem. We use the following transform

]

v;(t) FM()U(-t)u;(t)

(i)™ exp(—it|z|?/2)u; (¢, te),

where F is the Fourier transform in R™. This transform was introduced by N. Hayashi
and T. Ozawa [7]. Then the equations (1) are transformed into the equations

0 1

(20) i3V = Top

1 )
Avj+t—7fj(6)a j=1,---,N,

and if ¢ € X1™, then #(t) € C((0,00); ™). The relations (17) and (19) are equiva-
lent to

d .

en Loyl =0, j =1, N

and

22) 29 S wu, @012 + 7L P(oe) = 0
dt =" dt ’

respectively. Using the relation (22) , we show

Lemma 3.1. Suppose that n > 2, 0 < v < min(4,n), and é € VL. Then, for
t>1,

N Ct*™ ify< V2,
@) > 19w P < e

j=1 C ify > \/5
Here, the constants C depend on ||@||s;1.1.

Proof. If v < 2,

d ~y—2 N 2 = — v—3 N 2
pn (t EIHV%'(t)H +P(v(t))> =(y-2)t ;llvvj(t)ll <0,
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and if vy > 2,

“ (% Vo5 @)1 + t2-*P(a(t>)> = (2= M)t P((H) < 0.

j=1
Hence

N Ct*™7 ify<2
(24) Vu;(t)]]? < ’

bl LCCTEEE PN
So we shall prove (23) when /2 < v < 2. We multiply (20) by A%;, and integrate the
imaginary part over R". Then

5o = [ f@)Ande.

N
Since Im/ V * |vg|?|Vv;|?dz and Im 3 / V « (v;0k)Vuy - V;dz are equal to
Rn J,k=1 n
zero, we have, by Holder’s inequality and Lemma 2.3,

N | =
Q..'g‘

N
3 Vsl

N
= t7Im 3 [/ v;V(V * |vg|?) - Vo;dz +/ v V(V * (v;t)) - Vidz
j,k-_—l n R

IN

N
Ct[E; X Vo (D117,
j=1

where p = 2n/(n — ). By Lemma 2.1 and (24), we have

lo;@®)ll, < CllvglI*=772||Vo,||7/?
< Otr=")/4
Therefore,
d N 2, N
(25) i s IVo; ()1 < Ot /2 3 |IVo; @) 1%

i=1
Since 42/2 > 1 if v > v/2, (25) and Gronwall’s inequality yield (23).

Lemma 3.1 immediately implies
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Proposition 3.1.  Suppose that v/2 < vy < min(4,n), and ¢ € Y1, Then for the
number p satisfying 0 < §(p) < 1ifn >3 and 0 < §(p) < 1 if n = 2, the solution of
(1)-(2) has the estimate
(26) lli(t)llp < C(1+[t)~°®.

Proof. Since ||@(t)||, = t~)||&(¢)||p, Lemma 2.1 and Lemma 3.1 yield (26).

Now we show the L? decay estimate of the solution in case 1 < v < /2.

Lemma 3.2. Suppose that 1 < v < /2 and ¢ € £12. Then we have for t > 1,

N Ct(¥*=8v+10)/(2—7) ifn>3
; 2 < =7
27) El llAv; ()] < { CH 81410/ 2=k iy — g

Here ¢ is a positive number which can be chosen arbitrarily small, and the constant C
depends on ||@||s1.2, and € ( the case n =2 ).

Proof. We apply A to the both side of (20) and obtain

0 1 1
A’Uj = ——A21}j + t—’yAf](’l_)‘), j=1---,N.

(28) V5t 2

Multiplying (28) by Avj;, integrating the imaginary part over R", we have

1d , 1 o
§c—i¥”Avj(t)” = Z‘_/Im/Rn Af;(0)Avjdz.
N
Since Im/ V * |vg|?|Avj|?dz and Im Y / V x (v;jUx) Avg AU;dz are equal to
R" jk=1JRn
zero, ’
1d N
2 —— Av;(t)|?
@ g 2180l

N
= t7"Im ¥ [ AV * |ug|*)vj AD;dz + 2 V(V * |vg]?) - Vo; Avjdz
Jrk=1 R" R

+ A(V * (’Uj’ljk))’va’t_ljd.'B + 2 V(V * (’th_)k)) . VUkA’l_)deE] .
R" R"
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(i) Case n > 3. Holder’s inequality, Lemma 2.1 and Lemma 2.3 imply that the
first term in the brackets of the right of (29) is dominated by

c / 2]~ % ((Voi] o) [v;] |Av;|de
Rn
ClIVukll llvkllzn/m—2v)1V5ll2n/ (n—2) [|Av;]|

N N
C(;IIijII)“‘”(glIIAvaIQ)W.

IA

IA

The other terms are estimated similarly. Therefore, it follows from (23) that for ¢t > 1,

| =

N N 14— N /2
(30) tZ”AUj(t)”z < Ct™7 (Z”V"’j”) (ZIIAvj(t)IIQ)
j=1 j=1 j=1

I

N v/2
2
< CtE-8tR2 (z ||Avj(t)n2) :
Jj=1

Integrating this differential inequality, we have

N 1—v/2 N 1—v/2
G (Z ||Avj(t)||2) < 0By <Z “A'Uj(l)”2> ;
Jj=1 j=1
which implies (27). Since ||Av;(1)|| = || |z|2U(-1)u(1)|| < C||#||5:1.2, the constant C

in (23) depends on ||¢||s1.2.
(i) Case n = 2. Since
2" Tan/20(25)

Vi = ~A)=m/2 0 < v < n,
o Y

we have for n = 2, —AVx = C(—A)?/2. Hence, by using Holder’s inequality, Lemma
2.1 and Lemma 2.2, we can estimate the first term in the brackets of the right of (29)
by

(32) Cll(=2)""2 (v || [lvjlloo |1 A; ]
Oll(=A)"?vk|| 113113 | Av;]

N 2—y N ~v/2
Clall (ZIIijH) (glnAvan) .

i=1

IA

IA

Since Lemma 2.1 implies

CIIAvk||2/("+2) llvk ||g/(0+2)
Cllvk “2/(0+2) Vg ”(9—2)/(0+2) llAvk||2/(g+2),

llvkloo

[VANVAN
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where 2 < 0 < oo, the right of (32) is dominated by

N 4—v—2a N
Cllol* (Z IIijll) (Z HAUJ'HQ)
j=1 j=1

with @ = 2/(6 + 2). The second term in the brackets of the right of (29) is estimated
by

(v+a)/2

“V * (|Vvk”vk|)”n/('y—1)vaj |l2n/(n—'7+1)”Aan
N 37/ o , v/2
Clitllos | X V5l > 1Ay
Jj=1 Jj=1

N 4—v—2a N (v+a)/2
Cllvl* (Z ||ij||> (Z llAvj||2>
j=1 j=1

The other terms are estimated similarly. Therefore, we have

IN

IA

4N N (v+a)/2
_ 2
(3 23 Ay @I < ot/ (z nAw)u?)
j=1 j=1
Since the number a can be chosen arbitrarily small, this differential equation implies

7).

Lemma 3.3. Suppose that n > 2, 1 < v < V2 and ¢ € £V2. Then we have for
t>1,

(34) I3, < C.

Here, p satisfies 0 < 0(p) < (y — 1)(2 —)/(6 — 4v), and the constant C depends on
[@llz.2.

Proof. For simplicity, we prove the lemma in case n > 3. We put ||T]|p. =
N

[/ (3 |wi|?)?/? dx]'/P, which is equivalent to the norm ||T]|, = Y%, [luill,. We
R" =1

multiply the equation (20) by (31, |vi|?)(P~2)/25;, integrate their imaginary part over
R"™, and add them. Then we have

L e, =Ly )
35) ——lg@®)E, = —5Im > Av( v ) v;dz,
pdt ) 2t2 =i Jre J l; J
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N (p—2)/2
since Im/ V x |vk|2< > |v1|2> |v;|2dz and
R~ =1

N N (p—2)/2
Im > / V % (vjz‘)k)vkz')j( > |vl|2) dx are equal to zero. By the integration
jk=1JRn =1
by parts and Holder’s inequality,

1d 1 N N\
22uamne = - .. 7
pdt“v(t)””’* 2t2Im]§1 - Vv, -V <1=21|vl| ) v; | dz
N N (p—2)/2
< Ct? S |ij|2 > |vl|2 dz
j=1/R" =1
< O S [V Rl 0
> > Villpllv pox -

Jj=1

We note that when 1 < vy < v/2, we have 0 < (y — 1)(2 — 7)/(6 — 4y) < 1, and so
2 <p<2n/(n—2). Then, Lemma 2.1, Lemma 3.1 and Lemma 3.2 yield

Vsl Ol Vo; || °® ]| Ay |°®

<
< Ct.

Here

6 — 4~
=2- )
n T+ (p),

and the constant C' depends on ||@||s;1.2. Therefore,
d ., _ . -
(36) ST, < o> s .

Since n < 1 for p satisfying 0 < §(p) < (v — 1)(2 — v)/(6 — 4v), the estimate (34)
follows by integrating the differential inequality (36).

By this lemma, we have

Proposition 3.2. Suppose that n > 2, 1 < v < V2 and ¢ € V2. Then the
solution of (1)-(2) has the following estimate

37 @), < C(1+ [¢])~°®),

where p satisfies 0 < 6(p) < (v —1)(2 —7)/(6 — 4v).
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4. Proof of the main theorem

In this section, we shall prove Theorem 1.1. Since we can prove part (i) of the
Theorem similar to the Theorem [A] for Hartree type equation, we omit the proof.
Throughout this section, we put ¢ = 4n/(2n — ) and r = 8/~. Then the pair (g,r) is
admissible. To prove part (ii), we introduce the following Banach space:

Xb™(I) = {u € C(I; H"); |lull xtm (1) < 00},
where

lullximay = = (IV¥ull2gor + 1Vullgrr) + 3 (1%ull2,00,1 + 177ullg,r,1)-
lal<t |BI<m

Let I = [T, 00), where T will be defined later. Using Holder’s inequality, Lemma
2.1 and Lemma 2.3, we have

N
(38) |z|: IVefi@llg < Clldll; = 3 1Vl
al=l k=1 |a|=l
and
N
39 > 5@y <CllaElE Y 3 11 ukllq-
|Bl=m k=1|8|=m

So we have, by Lemma 2.1 and Lemma 2.5,

@0 3 IVullae0r < 32 IIVEU(=Tu (D +C 3= IV fi(@)llg .1

laf <t laf <t lal<l
Under the assumption of the theorem, Proposition 3.1 or Proposition 3.2 implies ||@(t)||q
< Ct=7/4. Therefore, by using (38) and Holder’s inequality, the second term in the
right of (40) is dominated by

1/r'

@ o5 < [ taoRIvuei)” «)

| [ /T ” (7‘—’1/2||V°‘uk(7')||q)rl dT] .

oo (4-7/4 N
/ 7_-z»,/(azk—‘f)dT) > 3 IV*ukllgn-

k=1 |a|<l

IA
Q

Mz

™

IN
Q
~—
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If v > 4/3, the integral in the right of (41) converges. Hence,

42) > IVousllz 0,0 < U (=T)u;(T)llstem + CTE*D 4@ xtm 1y
ler| <l

We can estimate

> IVeullgns, S I19Pull2,00,0,a0d 3 17P%; g,
|| <1 |BI1<m |BI<m

similarly. Therefore,

(43) @l xt.m(zy < CNU(=T)@(T)|Istm + CTA3D/4) || xet,m 1)

If we choose T sufficiently large so that CT(4=37)/4 < 1/2, (43) implies
[l x1.m(ry < CIU(=T)a(T)| g1

Therefore, ||i|| x:.m(gr) is finite. Once this has been proved, by the similar argument,
for t > s > 0, we have

t (4-7)/4
@U(-030) - U=z < C ([ 726 ar) " il

C (t(4—37)/4 _ 5(4—37)/4) ,

IA

The right of (44) tends to zero as s,t tend to infinity. Thus' the theorem has been
proved.

Corollary 4.1. Suppose that 4/3 < v < min(4,n), and l,m > 1+ [n/2]. Then
for any ¢ € 5™, the solution i(t) of (1)-(2) satisfies

45) @)l < C(1+]t)) 772,

Proof. By the relation JAi(t) = M(t)z? M(—t)i(t) and Lemma 2.1.



918

(1]
(2]

3]
(4]

[51
[6]
7
(8]
[91
[10]
(11]
[12]
[13]
(14]
(15]

(16]

T. WADA

References

J. Bergh and J. Lofstrom: Interpolation spaces, An introduction, Springer Verlag, 1976.

J. M. Chadam and R.T. Glassey: Global existence of solutions to the Cauchy problem for time-dependent
Hartree equations, J. Math. Phys. 16 (1975), 1122-1130.

A. Friedman: Partial differential equations. Holt-Rinehart and Winston, 1969.

J. Ginibre, T. Ozawa and G. Velo: On the existence of the wave operators for a class of nonlinear
Schrodinger equation, Ann. Inst. H. Poincaré Phys. Théor. 60 (1994), 211-239.

J. Ginibre and G. Velo: On a class of nonlinear Schrédinger equations with nonlocal interaction, Math.
Z.170 (1980), 109-136.

J. Ginibre and G. Velo: The global Cauchy problem for the non linear Klein-Gordon equation, Math. Z.
189 (1985), 487-505.

N. Hayashi and T. Ozawa: Scattering theory in the weighted L%(R™) spaces for some Schrodinger
equations, Ann. Inst. H. Poincaré Phys. Théor. 48 (1988), 17-37.

N. Hayashi and T. Ozawa: Smoothing effect for some Schrodinger equations, J. Funct. Anal. 85 (1989),
307-348.

N. Hayashi and Y. Tsutsumi: Scattering theory for Hartree type equations, Ann. Inst. H. Poincaré Phys.
Théor. 46 (1987), 187-213.

L. Hormander: The analysis of linear partial differential operators I, Springer Verlag, 1983.

T. Kato: On nonlinear Schrodinger equations, Ann. Inst. H. Poincaré Phys. Théor. 46 (1987), 113-129.
H. Nawa and T. Ozawa: Nonlinear scattering with nonlocal interaction, Comm. Math. Phys. 146 (1992),
259-275.

E. M. Stein: Singular integrals and differentiability properties of functions, Princeton Univ. Press, 1970.
H. Tanabe: Functional analytic methods for partial differential equations, Marcel Dekker, 1997.

T. Wada: Asymptotic behavior of the solutions of Hartree type equation, Adv. Math. Sci. Appl. 6 (1996),
67-71.

K. Yajima: Exsistence of solutions for Schrodinger evolution equations, Comm. Math. Phys. 110 (1987),
415-426.

Department of Mathematics
Graduate School of Science
Osaka University

Toyonaka, Osaka560, Japan





