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ON THE CLASS Y OPERATORS

Atsushi UCHIYAMA and Takashi YOSHIN o

Abstract. In [9], one of the authors proved that, for a M-hyponormal
operator A* and for a dominant operator B, CA = BC implies CA* = B*C. In
the case where A* and B are normal, this result are well known as the Putnam-
Fuglede theorem. In this paper, we will generalize this result to the cases where
A* or both A* and B belong to some class Y which includes the class of M-
hyponormal opefa.tors. And also we prove that every compact operators in the

class ) are normal.

We denote the set of all bounded linear operators on a Hilbert space H by
B(H). The following results are well known.

Fuglede’s theorem. ([2]) If T' € B(H) is normal and if T'S = ST for some
S € B(H), then T*S = ST*.

Putnam’s corollary. ([3]) If A* and B are normal operators on Hilbert

spaces H and K respectively and if C is a bounded linear operator from M to K
such that CA = BC, then CA* = B*C.

Lemma 1. ([1]) For A, B € B(H), the following assertions are equivalent.
(i) AH C BH.

(iil) AA* < A2BB* for some \ > 0.

(iii) There exists a C € B(H) such that A = BC.

In particular, there exists a C' € B(H) uniquely such that

(a) |IC|I® =inf{u; AA* < uBB*}
(b) Na=Nc¢ and (¢c) CHC[B™H]™.

1991 Mathematics Subject Classification : 47B20.
—179 —



According to [7] and [8], a bounded linear operator T on a Hilbert space H

is dominant if

(T — z2I)H C (T — 2I)*H for all z € o(T),

where o(T) denotes the spectrum of T'. This condition is equivalent, by Lemma
1, to the existence of a positive constant M, for each z € C such that

(T — 2I)(T — zI)* < M,*(T — 2I)*(T - zI).

If there is a constant M such that M, < M for all z € C, then T is called
M-hyponormal, and if M =1, T is hyponormal.

Easily we see the following inclusion relations :
{Hyponormal} C { M-hyponormal} C {Dominant}.
The following results are well known, but, for convenience’ sake we state here
them as lemmas without proof.

Lemma 2. ([9]) The restriction T|s¢ of the dominant (respectively, M-
hyponormal) operator T to its invariant subspace M is dominant (respectively,
M-hyponormal).

Lemma 3. ([5]) Let (T' — zI)(T — zI)* > D > O for all z € C, then,
for each z € DM, there exists a bounded function f(z) : C — X such that
(T - 2I)f(z) ==.

Lemma 4. ([4]) Let T on H be a normal operator with the spectral decom-
position T' = [ AdE) and let E(§) be the associated projection measure defined
on the Borel set § of the plane C, then

QG(T —wlHC E(O)HC N(T-wl)H for any Borel set 4.
w wgs

As a special case, we have

E(0)H = QG(T —wl)H for any closed set § C C.
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Lemma 5. ([7]) Let T € B(H) be dominant. Let § C C be closed. If there
exists a bounded function f(z):C\ § — H such that (T — 2I)f(z) = z for some
non-zero T € H, then f(z) is analytic on C 6.

Lemma 6. ([7]) Let T be dominant and let M be an invariant subspace
of T for which T'|p¢ is normal. Then M reduces T

In [9], one of the authors generalized the Putnam’s corollary as follows.

Proposition. If A* € B(H) is M-hyponormal and B € B(K) is dominant
and if C is a bounded linear transformation from H to K such that CA = BC,

then CA* = B*C.
Moreover, [range(C)]~ and [kernel(C)]t are reducing subspaces of B and A

respectively and the restrictions Bl[range(C)}~ and Allkemel(c)]; are normal.
In Proposition, let A = B = C, then AA* = A*A and we have the following.

Corollary 1. If A is co-M-hyponormal (i.e., A* is M-hyponormal) and
dominant, then A is normal.

Definition. For a bounded linear operator T on a Hilbert space H, we say
that T belongs to the class ), for some a > 1 if there is a positive number K,
such that

|TT* — T*T|* < Ko*(T — 2I)(T — 2I)* for all z € C.

Let Y= U Y,.
a>1
Lemma 7. For each a, § such as 1 < a < 3, we have Y, C Vg.
Proof.

|TT* - T*T|? = |TT* - T*T|*|TT* — T*T|°P~*|TT* - T*T|3
< |\TT* —T*T||P~*|TT* — T*T|*
< 2T} }P~*K2(T — 2I)(T — zI)*
= Kg?(T — 2I)(T — zI)*, where Kg? = {2||T||>}P~2K,2.
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Since, for each z € C,
TT* —T*'T = (T — 2I)(T — zI)* — (T — zI)*(T — 2I),
we have TT* — T*T < (T — 2I)(T — 2I)*. And if T* is hyponormal, then
|TT* = T*T| =TT* - T*T < (T — 2I)(T — =I)*
and T* € ). Therefore we have the foilowing.
Lemma 8. If T* is hyponormal, then T* € ).
Conversely if T* € );, then we have the following.
Lemma 9. If T* € ), then T™* is M-hyponormal.

Proof. Let TT* — T*T = V|TT* — T*T| be the polar decomposition of
TT* — T*T, then V is a Hermitian partial isometry and commutes with |TT™* —

T*T| because TT* — T*T is Hermitian. Hence, for any z € H such as ||z|| = 1,
we have

(TT* = T*T)z, z)| =(|TT* — T*T|3z, |TT* - T*T|3V*z)|
< TT* - T*T|3a| || |TT* - T* T}V *2|
=|| |TT* - T*T\3z||® = (|TT* - T*T|z, =)

and £(TT* — T*T) < |TT* — T*T|. And, if T* € ), then, for each z € C,

(T —2D*(T — 2I) = (T — 2I)(T — zI)* — (TT* - T*T)
<(T - 2I)T — 2z2I)* + |TT* —T*T)|
< (T — 2I)(T — 2I)* + K *(T — 2I)(T — =I)*
= M?*(T — 2I)(T = zI)*, where M? =1+ K,2.

In [6], Radjabalipour proved the following.

Lemma 10. If T* is M-hyponormal, then T* € ).
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Proof. If T* is M-hyponormal, then, by Lemma 1, there exists a family of
operators C, such that ||C,|| < M and (T — 2I)* = (T — zI)C,. Thus, for all
z €C,

TT* —T*T = (T — 2I)(T — 2I)* — (T — 2I)*(T — zI)
= (T = 2I)[(T — 2I)* — Co(T — 2I)]

and
|TT* = T*T|* = (T — 2D)[(T ~ 2I)* — C,(T — 2I)|[(T — 2I)* — C.(T — 2I)]*(T - 2I)*.
And, for |z| > ||T|| + 1, we have
TT* - T*T = (T — 2I)(T - =I)"Y(TT* - T*T)

and

|TT* — T*T|)? = (T — 2I)(T — 2I) Y (TT* — T*T)(T — 2I)™"*(T — 2I)*.
Choose K, is larger than 2||T||? and (1 + M)(2||T}| + 1), then T* € Y, because

IZISSIIII’II‘)IIH (T — 2I)* = C(T - 2I)|| < . (T = zD||(1 + [IC:|)
<@[T|[+1)(1+ M) < K,

and

sup (T = 2D)/(TT* = T*T)|| < sup ||(T ~z0)7"|| |TT* - T*T|
et J=I>ITI+1

<ITT* -T°T|| < 2|T|* < K.

Firstly, we can generalize Proposition as follows.

Theorem 1. If A* € B(H) is in the class Y and B € B(K) is dominant and
if C is a bounded linear transformation from M to K such that CA = BC, then
CA* = B*C.

Moreover, [range(C)]™ and [kernel(C)]* are reducing subspaces of B and A
respectively and the restrictions Bl(range(c)~ and Al[kernel(c)]_L are normal.
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Proof. By Lemma 7, there is an integer n > 1 such that A* € )an. Then
there exists K3~ > 0 such that

|AA* — A*A|?" < Kpn?(A — 2I)(A — zI)* forall z € C.

And then, by Lemma 3, for each = € |[AA* — A*A|>"” H, there exists a bounded
function f(z) : C — H such that (A — 2I)f(z) = z. But then

Cz=C(A-=zI)f(z) =(B - 2I)Cf(2) forall z€C.

If Cz # o, then, by Lemma 5, C f(z) is a bounded entire function and hence it is

constant by Liouville’s theorem. And hence Cz = o because
Cf(z) = ,li.r{.lo(B —z)7'Cz = o.
This contradiction implies that C|AA* — A*A|*"~'H = {0} and hence
C|AA* — A*A|*H = {o}. (1)

From the equation CA = BC we know that [range(C)]™~ and [kernel(C)]L are
invariant subspaces of B and A* respectively. By the decompositions

H = [kernel(C)]* @ [kernel(C)] and K = [range(C)]™ & [range(C)]*,
we have
_ (A O _(B1 S _(C1 O
A—(T Ag)’B_(O Bz) and C—(O O)'

Hence C; is injective, with dense range, C; A; = B1;C; and B; = B |[,ange(c)]~ is

dominant by Lemma 2. Since

Ty Ay O Ay T _ Ayt T* Ay, O
A4 AA_(T A2>(O Az*) (o Ag"‘)(T Az)
A1A* - ACA, -T*T AT* —T*A,
(AIT* — T*Az)* TT* + Ay A* — Ay* Ay

A1A - AvCA -T*T E,
E,* F )’

i
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we have

|AA* — A* A2 = ((AlAl* — A1*A, — T*T)? + E1Ey* Ez)

E,* Fy
and since, by (1), C|AA* — A* A|?[kernel(C)]* = {0}, we have
Ci[(A141* — A1*A, — T*T)? + EyEy*] = O
and (A1 A1* — A1*A; — T*T)? + E1E{* = O because C; is injectiveka.nd hence
A1A1 — AA - T*T = 0. (2)

This implies that A;* is hyponormal. And then, by Proposition, 4; and B,
are normal and T = O by (2). Therefore [kernel(C)]* reduces A. And also
[range(C)]™ reduces B by Lemma 6. Hence we have

(A O _(B1 O _(C1 O
A‘(O M)’B“(o m) and C‘(o o)
where A; and B; are normal and Cj is injective and with dense range. Since

CA = BC, C1A; = B1C; and C;A1* = B;*C; by Putnam’s corollary. Therefore
CA* = B*C.

Corollary 2. If A* is in the class ) and if A is dominant, then A is normal.
Proof. In Theorem 1,let A = B = C, then AA* = A*A.

There is an example of compact operator which is dominant, co-dominant
(i.e., its adjoint operator is dominant) and not normal. The following example is
due to [7].

Example. Let {f,}>,, be an orthonormal basis for a Hilbert space .
Define T'f,, = 2_'"|fn+1. Then T* f, 1 = 2~ £, and clearly T is non-normal.

Since T*T'f,, = 2“""T*fn+1 = 272nlf  T*T is a compact operator and
hence both T and T* are also compact operators.

By the definition of T, 0,(T) = @ and o(T) = {0} by the compactness of T,
where 0,(T’) denotes the point spectrum of T.
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For

o0 o0
T = Z anfn and y= Z Bnfn,
we have
o0 o0
Tz= Y on2 "fy; and Ty = > Bapr27l7lg,
n=-—0o0 ) n=-—00
and

Tz =Ty & an2” ™ = B,4227 1" forall n=0,+1,42,---.

And since
o0 [o o]
D lonf’ <400 & 3 |Baf* < +oo
n=—oo n=—o0o

because

ﬂn+2 — 2|n+1|_|n| — { 2, (n = 0, 1, 2, SN )

“an 1 (n=—1,-2,--)’

TH = T*H and both T and T* are dominant because o(T) = {0}.
And, by Corollary 1, both T" and T* are not class ).

And hence it is natural to consider the generalized Putnam’s corollary in
the cases where both A* and B are in the class ). For our purpose we need the

following lemmas.
Lemma 11. If T € ), then Tz = Az implies T*z = Az.

Proof. f T € Y, then T € Y, for some a > 1 and there exists a positive

number K, such that
|TT* — T*T|* < Ko*(T — 2I)*(T — 2I) for all z € C.

And Tz = Az implies |[TT* — T*T|%z = o and (TT* — T*T)z = o and hence
(T — AD)*z]| = (T — AD)z|| = 0.

Lemma 12. If T € Y and if M is an invariant subspace of T' for which T'| p
is normal, then M reduces T'.

Proof. Let

T=(g g) on H=MeaM-= .
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Since T' € ), by Lemma 7, there is an integer n > 1 such that T € Y;». Then
there exists K9~ > 0 such that

|TT* — T*T|*" < K2n?(T — 2I)*(T — zI) for all z € C.

Since
" « (N A N* O N* O N A
- (3 8) (5 2)-(5 £)(5 9
_ (NN*+ AA* — N*N AB* - N*A
- (AB* — N*A)* BB* - A*A - B*B
_ [ AA* E
T \E* R )
we have

e 1erye < (WA BB B

E,* F,

and, by repeating this, we have

|TT* - T*T)*"

— ((' - (((AA*)? + ElEl*)z-’i‘EEsz*)z )2 +E, 1E,_1* ?‘n) _

And since

(T — 2I)*(T — 2I) = ((NZfI)* (B _O%I)*) ((NBZI) (B le))

[ (N =2D)*(N - z2I) (N —=2I)*A )
- ( (N —-2D*A)* A*A+(B—-zI)*(B-2=zI) )’

we have

D={(--(((AA*)’ + E1E1*)’ + B2 E;*)? - )2 + Epn_1 Epy*
< Kan*(N — 2I)*(N — 2I) for all z € C.

And, by Lemma 1, DM C (N — 2I)*M for all z € C and, by Lemma 4,
DiM C N (N* = Z)MC E@)M = {o},
z€

where E(-) denotes the spectral measure of N and hence D = O. And then
AA* = O and A = O. Therefore M reduces T'.
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Lemma 13. If T € Y, for some a > 1 and if, for a closed set § C C, there
exist a bounded function f(z) : C\ § — H and a non-zero z € H such that
(T — 2I)f(2) = z, then g(2) = (I — E({0}))f(z) is analytic on C\ é where E()
denotes the spectral measure of |[TT* — T*T|%. Moreover, if 0 ¢ 0,(TT* —T*T),
then f(z) is analytic on C) 6.

Proof. We may assume that T is completely non-normal (i.e., T has no
normal part) because the assertions of Lemma 13 for normal operator are clear
by Lemma 5. And then, by Lemmas 11 and 12, we may assume that 0,(T) = 0
and hence f is weakly continuous. In fact, if weak lim f(A,) = u # f(z) for
An — z € C\ 6, then, for any h € H,

(T - 21)f(2), k) =(z, h) = ((T = A)f(An), h)
= (f(An), (T = AaD)"h)
— (f(An), (T'—zI)*h) (n > o0) because f is bounded
— (u, (T — zI)*h) (n — o0)
= ((T — zI)u, h)

and f(2) — u would be a non-zero eigenvector of T — 21.

Let A be a triangle in C\ é. Define u = [, f(A)d), where the integral exists
in the weak topology. Since, for any € > 0, E([e, o0))u € |TT* — T*T|%H and
since |TT* — T*T|%H C (T — 2I)*H for all z € C by Lemma 1, E([e, oo0))u =
(T — 2I)*v(2) for all z € IntA and some v(z) € H.

We now show that (f()), E([e, 00))u) is analytic in IntA. |

Fix z € IntA. Then

tim (FA 2T pe, soppy = tim (PR ZIC) ey

A—z
— jim (=20 f(/\A) - iT —DIE)
— lgnz( (T - AI).f()‘)/\'|".—("\2:—' z)f(A) — :B, 'U(Z))
_ Tt (A —2)f(A) —=
- i:ni( \ — 2 ’ v(z))

= lim (f(}), v(2)) = (f(2), v(2)).
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The function (f(X), u) is analytic in IntA and continuous on the boundary. Thus

IE(le, co)ull® = (u, E(le, o0)yu) = /a (S, B(le, 00))uddr =0

by Cauchy’s integral theorem and hence E([e, 0o))u = o. Since € > 0 is arbitrary,
u = E({0})u € E({0})H.
Let g(2) = (I — E({0}))f(2) and let h(z) = E({0})f(z). Then g and h are

bounded and wearly continuous on C'\ § and

w= /a ) _ /a g+ /a B3

and hence
/ g(N)dA = u — / h(N)dA € (I — E({0}))H n E({0})H = {0}.
oA oA

Therefore [;, g(A\)dA = o for any triangle in C\ 6§ and g is analytic on C\ § by
Morera’s theorem.
If0 ¢ op(TT* —T*T), then E({0}) = O and f(z) = g(2) is analytic on C\ é.

Lemma 14. If T € ), for some a > 1 and if there exist a bounded function
f(z) : C = H and an z € H such that (T — 2I)f(z) = z, then = = o.

Proof. In this proof, we use the same notations as in the proof of Lemma 13.
By Lemma 13, g(z) is a bounded entire function and, by Liouville’s theorem, it
is a constant. And g(2) = AILII;O(I— E({0}))f(X) = oand f(z) = h(z) € E({0})H
for all z € C.

Since, for any positive integer n, (T' — z2I)T" f(z) = T™(T — zI)f(z) = T"z,
by the same reasons as above, T™ f(z) € E({0})H for all z € C. And then

o= (TT* —T*T)T"f(2)
= {(T - 2I)T* = T*(T — 2D)}T"f(2) = (T — 2IDT*T"f(z) — T*T"z

and (T — zI)T*T™ f(z) = T*T™z and hence we have also T*T™ f(z) € E({0})H
for all z € C. And then '

o= (TT* - T*TT*T"f(z)
={(T - 20)T* = T*(T — 2D)}T*T" f(2) = (T — 2)T**T" f(2) — T**T"x
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and (T — zI)T**T"f(2) = T**T"z and hence T*?T"f(z) € E({0})H for all
z € C. By repeating this argument, for any non-negative integers m, we have
(T — 2I)T*™T"f(2) = T*™T"x and T*™T" f(z) € E({0})H for all z € C.
Particularly, (T —2I)T*™ f(2) = T*™z and T*™ f(z) € E({0})H forall z € C
and (T — z2I)T"T*™ f(2) = T™(T — zI)T*™ f(z) = T"T*™z and hence
T"T*™f(z) € E({0})H for all z € C.
Therefore we have, for any non-negative integers m, n and for all z € C,

TPT*™ f(z) = T*"TT*T*™ f(z) = T T*TT*™ f(2)
=... =T 'T*"Tf(z)
= ... =TT f(2).
Let
N =v{T"T*"f(2) : m, n=0,1,2,---, z€ C}.

Then N reduces T and the restriction T'|x is normal. And let F(-) be the spectral
measure of T'|xr. Then

z = (T - 2I)f(z) = (T|n — 2I)f(2) € ,QC(TIN = zI)N = F(O)N = {0}
by Lemma 4 and z = o.

Now we can generalize Proposition as follows.

Theorem 2. If both A* € B(H) and B € B(K) are in the class J and if
C is a bounded linear transformation from H to K such that CA = BC, then
CA* = B*C. '

Moreover, [range(C)]™ and [kernel(C)]' are reducing subspaces of B and A

respectively and the restrictions Bljrange(c)]~ and A|[keme1(c)]¢ are normal.

Proof. By Lemma 7, there is an integer n > 1 such that A* € V3. Then
there exists Kan» > 0 such that

|AA* — A*A|Y" < Kan?(A — 2I)(A - zI)* forall z € C.

And then, by Lemma 3, for each z € |AA* — A"'Alzn_"H, there exists a bounded
function f(z) : C — H such that (A — 2I)f(z) = z. But then

Cz=C(A—-2I)f(z) = (B —2I)Cf(z) forall z€C.
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Since B € Y, B € Y, for some a > 1 by Lemma 7 and hence Cz = o by Lemma
14. This implies that C|AA* — A*A[*""'H = {0} and hence

C|AA* — A*A|*H = {o}. (1)

From the equation CA = BC we know that [range(C)]™~ and [kernel(C)]L are
invariant subspaces of B and A* respectively. By the decompositions

H = [kernel(C)]* @ [kernel(C)} and K = [range(C)]™ @ [range(C)]t,

we have
_ (A O _(B1 S _({C1 O
A-(T A2)’ B-(O Bz) and C—(O O)'

Hence () is injective, with dense range and C;A; = B;C;. Since

- s _[A1 O Ay T _ Ay T Ay, O
aa—wa= (g D)8 4)-(% &) (7 2)
A1 Ay — AyvVA, =TT AT —T*A,
(A]T* - T*Az)* TT* + Ay A* — Axy* A,

_ A]Al* - Al*Al -T*T E]
- El* Fl ’

we have

(A;[A]* — A1*A4A - T*T)2 + ElEl'; E,
E,* F

|AA* — A* A2 = (
and since, by (1), C|AA* — A* A|?[kernel(C)]+ = {0}, we have
Ci{(A1A1* — A1* A —=T*T)? + E1E21*] =0
and (A;A1* — A1*A; — T*T)? + E1E1* = O because C is injective and hence
A1A - ACA, -T*T = 0. (2)

This implies that A;* is hyponormal.
And since B € ), by Lemma 7, there is an integer m > 1 such that T' € Yom.
Then there exists Kam > 0 such that

|BB* — B*B|*" < Kym?(B — 2I)*(B — zI) for all z € C.
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Since

* * _ Bl S BI* O _ Bl* O B] S
BB "BB"(O Bg)(S* Bz*) (S* Bg*)(O Bg).
B1B1* + SS* — B1*B; SBy* — B1*S
(SBy* — By*S)* ByB,* — S*S — By* B,

B1B1*+ S8S*—-B1*B; G
G,* H, )’

we have

|BB#_B#BI2 — ((BIBI.*"*'SS*_ ll.l-Bl)z'i_C;']Gl’.l G2)

G2 H,

and, by repeating this, we have

|BB* — B*B|*"
_((--(((B1B1* + SS* — B,*B:1)* + G1G1*)? + G2G2*)? - )  + Gm-1Gm-1* Gm
= G H. )
And since
“p_ _ By —zI)* 0 (B — 21I) S
(B —2I)*(B - 2I) = ( S* . (By-zI)* 0 (By=—2zI)
. (B] - ZI)"(B] - ZI) (B] - ZI)*S
- ((By — 2I)*S)* S*S + (By — zI)*(By — 2I) )’
we have

D= (- (((BiB1* + §8* — B1*B1)? + G1G1*)* + G2G2*)? -+ )> + Gm_1Gm—1"
< K3m?%(By — 2I)*(By — 2I) for all z € C.

And for each = € D% [range(C)]~, by Lemma 3, there exists a bounded function
f(2) : C — [range(C)]~ such that (By* — 2I)f(z) = z. Since C14;, = B1Cy,
C1*B1* = A;*Cy* and Cy*z = C1*(B1* — 2I)f(z) = (A1* — 2I)C1* f(2) and
hence C1*z = o by Lemma 14 because A;* is hyponormal and A;* € Y by
Lemma 8. And then £ = o. This implies D = O and By B:* +S§S* — B1*B; = o
and hence B; is also hyponormal. Therefore, by Proposition, A; and B; are
normal and C;A;* = B;*C;. Since the normality of A; and B; implies that
T = O and S = O and hence we have

(A O _(B1 O _(Ci O
A‘(o Az)’ B‘(o Bz) and C‘(o o)'
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Therefore CA* = B*C.
Corollary 3. If both A* and A are in the class ), then A is normal.
Proof. In Theorem 2,let A = B = C, then AA* = A*A.
Concerning the normality of operators in the class ), we have the following.
Theorem 3. If T € B(H) is in the class Y and if o(T) = {0}, then T = O.

Proof. f T € Y, then T € ), for some o > 1 and there exists a positive
number K, such that

ITT* — T*T|* < Ko*(T — 2I)*(T — 2I) for all z € C.

And for each z € |TT* — T*T|%H, by Lemma, 3, there exists a bounded function
f(2) : C — H such that (T™* — 2I)f(z) = z and f(z2) = (T* — 2I)~ !z is analytic
on C\ {0} by the assumption. Hence z = 0 is a removable singular point of f (2)
by Riemann’s theorem and, by Liouville’s theorem, f(2) is a constant and hence
f(z) = lim (T* — 2I)7'z = 0 and z = o. Since = € |TT* — T*T|%H is arbitrary,
TT* = T*T and T = O because o(T) = {0}.

Corollary 4. If T € Y is compact, then T is normal.

Proof. Since T is compact, each non-zero A € o(T) is a point spectrum of
T.
Let Mx = {z € H : Tz = Az}. Then M, is a reducing subspace of

T and My L M,, for A # u by Lemma 11. And let M = GB( M. Then
A€o, (T)

T =T|m & T|pmr where T|pq is normal and o(T|sqs) = {0}. Since T|px € Y,
T|p+ = O by Theorem 3.
As a special case, we have the following.

Corollary 5. Every compact M-hyponormal operators are normal.

Proof. It is clear by Lemma 10 and by Corollary 4.
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