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A basic framework is derived for the development of a higher-
dimensional discrete function theory in a Clifford algebra con-
text. The concept of a discrete monogenic function is intro-
duced as a proper generalization of the discrete holomorphic,
or monodiffric, functions introduced by Isaacs in the 1950s. A
concrete model is provided for the definition of the correspond-
ing discrete Dirac operator.

1. INTRODUCTION: THE COMPLEX PLANE

Clifford analysis (see, e.g., [Brackx et al. 82, Delanghe et
al. 92, Gilbert and Murray 91]) is centered on the notion
of monogenic functions, i.e., null solutions of the rotation-
invariant vector-valued Dirac operator ∂x =

∑m
j=1 ej∂xj ,

where (e1, . . . , em) forms an orthonormal basis for the
quadratic space R0,m underlying the construction of the
real Clifford algebra R0,m. It is a popular viewpoint
to consider this function theory as a higher-dimensional
analogue of the theory of holomorphic functions in the
complex plane.

Recently, several authors have shown interest in find-
ing an appropriate framework for the development of
discrete counterparts of the basic notions and concepts
of Clifford analysis; see, for example, [Guerlebeck and
Hommel 02, Guerlebeck and Hommel 01, Faustino et al.
06, Faustino and Kaehler 07a, Faustino et al. 07]. Some
of these contributions, however, are explicitly oriented
toward the numerical treatment of problems from po-
tential theory and boundary value problems, rather than
toward discrete-function-theoretic results; see also [Guer-
lebeck and Sproessig 90, Guerlebeck and Sproessig 97].
In this paper, we temporarily abandon the path of pos-
sible applications in order to focus on the derivation of
the fundamental features of a concrete model for a Clif-
ford algebra framework in which discrete Dirac opera-
tors and the corresponding discrete function theories can
be developed. Having seen the above-mentioned connec-
tion between continuous Clifford analysis and complex
analysis in the plane, it is only natural to consider first
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the already existing discrete holomorphic function the-
ories in order to look for similarities. Special attention
is paid to the important property of the Dirac operator
(respectively the Cauchy–Riemann operator) factorizing
the Laplacian.

Discrete mathematics always involves graphs; here,
however, we will consider only the simplest of all graphs
in Euclidean space, namely the one corresponding to the
rectangular Z

m grid. Harmonic functions on Zm have
been studied for over eighty years, and the study of holo-
morphic functions on Z2 has a history of over sixty years.
The pioneer in the latter field, Rufus Isaacs, introduced
two difference equations, both of which are discrete coun-
terparts of the Cauchy–Riemann equation in one complex
variable.

Definition 1.1. A complex-valued function f defined on
A ⊂ Z[i] (the Gaussian integers) is called Isaacs holo-
morphic (or monodiffric of the first kind) in A if for all
z ∈ A such that z +1 and z + i also belong to A, we have

f(z + 1) − f(z)
1

=
f(z + i) − f(z)

i
.

Definition 1.2. A complex-valued function f defined on
A ⊂ Z[i] is called Ferrand holomorphic (or monodiffric
of the second kind) in A if for all z ∈ A such that z + 1,
z + i, and z + 1 + i also belong to A, we have

f(z + 1 + i) − f(z)
1 + i

=
f(z + i) − f(z + 1)

i − 1
.

Monodiffric functions of the first kind were studied
by Isaacs himself [Isaacs 52] and later in [Nakamura and
Rosenfeld 97]. Monodiffric functions of the second kind
were investigated in [Ferrand 44] and later in [Duffin 56],
[Kenyon 00], and [Benjamini and Lovász 02]. Further ref-
erences can be found in the recent paper [Kiselman 05].

The above definitions of discrete holomorphy may be
expressed by means of corresponding discrete Cauchy–
Riemann operators. Definition 1.1 may then be re-
phrased as follows.

Definition 1.3. A complex-valued function f defined on
A ⊂ Z[i] is Isaacs holomorphic in A if at all points z such
that z, z + 1, z + i ∈ A, we have

cr1[f ](z) := f(z + 1) + if(z + i)− (1 + i)f(z) = 0 (1–1)

or equivalently μ1∗f = 0, with μ1 = δ−1+iδ−i−(1+i)δ0.

Note that this concept of discrete holomorphy is not
invariant under rotation by π

2 or by π, but behaves well
under reflection with respect to the first bisector z �→ iz̄.

Splitting f into its real and imaginary parts, f = u +
iv, with u, v : Z[i] → R, we find that the above Cauchy–
Riemann equation (1–1) may be rewritten as the system

u(z + 1) − v(z + i) − u(z) + v(z) = 0,

v(z + 1) + u(z + i) − u(z) − v(z) = 0,

or even as

u(z + 1) − u(z) = v(z + i) − v(z),

v(z + 1) − v(z) = −(u(z + i) − u(z)),

which in terms of the forward differences

Δ+
1 g(z) = g(z + 1) − g(z), Δ+

2 g(z) = g(z + i) − g(z)

reads

Δ+
1 u = Δ+

2 v, Δ+
1 v = −Δ+

2 u.

The latter may be considered a direct analogue of the
“continuous” Cauchy–Riemann system {∂xu = ∂yv,
∂xv = −∂yu}.

One of the essential features in complex analysis in
the plane is the fact that the Cauchy–Riemann operator
“factorizes” the Laplace operator, in the sense that the
product of the Cauchy–Riemann operator with its com-
plex conjugate equals the Laplacian. A major point of
interest in this paper will be to arrive at a similar prop-
erty in the discrete setting. To this end we first give
a proper definition of the discrete Laplace operator as
can be found in the literature for an arbitrary connected
graph (in the weightless case).

Definition 1.4. Let g be a function defined on the ver-
tices of a connected graph and let v be an arbitrary such
vertex. Then the action of the discrete Laplace operator
on g at v is defined by

Δg(v) =
∑
w∼v

(g(w) − g(v)) =
∑
w∼v

g(w) − (#Nv) g(v),

where the notation w ∼ v means that there is an edge in
the graph under consideration that links the vertex w to
v, and where Nv stands for the neighborhood of v with
respect to the graph, i.e., the set of all points w ∼ v.

Here, in the case of Z[i], we have

cr1[f ](z) = f(z + 1) − if(z + i) − (1 − i)f(z),
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whence

cr1 cr1[f ](z)

=
(
f(z + 2) − f(z + 1)

) − (
f(z + 1) − f(z)

)
+

(
f(z + 2i) − f(z + i)

) − (
f(z + i) − f(z)

)
,

which does not take the form of a Laplacian on Z[i], as
might be expected, since the symmetry of the graph was
broken in the definition of cr1.

A more symmetric Cauchy–Riemann equation is given
by

cr2[f ](z) := f(z +1)−f(z−1)+ if(z+ i)− if(z− i) = 0,

(1–2)
which indeed uses the complete neighborhood of z in the
Z2 grid. Observe that cr2 does not correspond literally to
the notion of Ferrand holomorphy, since the latter uses
a neighborhood of z consisting of the points z + 1, z + i,
and z + 1 + i. However, Ferrand introduced a Cauchy–
Riemann operator involving the points z+1+ i, z−1+ i,
z − 1 − i, and z + 1 − i, which may easily be converted
into cr2 by rotation and rescaling. Here, the Cauchy–
Riemann equation (1–2) leads to the system

u(z + 1) − u(z − 1) − v(z + i) + v(z − i) = 0,

v(z + 1) + v(z − 1) + u(z + i) − u(z − i) = 0,

which can be rewritten as

(u(z + 1) − u(z)) + (u(z) − u(z − 1))

= (v(z + i) − v(z)) + (v(z) − v(z − i)) ,

(v(z + 1) − v(z)) + (v(z) − v(z − 1))

= − [(u(z + i) − u(z)) + (u(z) − u(z − i))] ,

or even, now using also the backward differences

Δ−
1 g(z) = g(z) − g(z − 1), Δ−

2 g(z) = g(z) − g(z − i),

as

Δ+
1 u + Δ−

1 u = Δ+
2 v + Δ−

2 v,

Δ+
1 v + Δ−

1 v = −(Δ+
2 u + Δ−

2 u).

Introducing the total differences

Δ1 =
1
2

(
Δ+

1 + Δ−
1

)
, Δ2 =

1
2

(
Δ+

2 + Δ−
2

)
,

one finally arrives at

Δ1u = Δ2v, Δ1v = −Δ2u,

which again takes an analogous form as the “continuous”
Cauchy–Riemann system. With respect to a possible fac-
torization of the Laplace operator one gets

cr2cr2[f ](z) = f(z + 2) + f(z − 2) + f(z + 2i)

+ f(z − 2i) − 4f(z).

In [Kiselman 05] this is considered an acceptable result,
i.e., a discrete Laplacian on a kind of enlarged neigh-
borhood of z, the phenomenon of enlarging neighbor-
hoods being typical and seemingly unavoidable when one
is composing discrete operators. However, we will show
below that it is possible to create a discrete setting in
which this phenomenon does not occur, i.e., one that re-
spects the original neighborhood of a given point.

2. A DISCRETE DIRAC OPERATOR: FIRST ATTEMPT

We wish to extend the ideas described above to a higher-
dimensional context. To this end, let R0,m be endowed
with a nondegenerate quadratic form of signature (0, m),
let (e1, . . . , em) be an orthonormal basis for R0,m, and let
R0,m be the real Clifford algebra constructed over R

0,m;
see, e.g., [Porteous 95]. The noncommutative multiplica-
tion in R0,m is governed by

ejek + ekej = −2δjk, j, k = 1, . . . , m. (2–1)

A basis for R0,m is obtained by considering for a set A =
{j1, . . . , jh} ⊂ {1, . . . , m} the element eA = ej1 · · · ejh

,
with 1 ≤ j1 < j2 < · · · < jh ≤ m. For the empty set ∅

one puts e∅ = 1, the identity element. Any Clifford num-
ber a in R0,m may thus be written as a =

∑
A eAaA, aA ∈

R, or even as a =
∑m

k=0[a]k, where [a]k =
∑

|A|=k eAaA

is the so-called k-vector part of a (k = 0, 1, . . . , m). In
fact, when allowing for complex constants, the same set
of generators (e1, . . . , em), still satisfying the anticom-
mutation rules (2–1), also produces the complex Clifford
algebra Cm, and hence all real Clifford algebras Rp,q of
any signature (p + q = m) as well.

The Euclidean space R0,m is embedded in R0,m by
identifying (x1, . . . , xm) with the Clifford vector x given
by x =

∑m
j=1 ejxj . The multiplication of any two vectors

x and y is given by xy = x · y + x ∧ y with

x · y = −
m∑

j=1

xjyj =
1
2
(xy + yx),

x ∧ y =
∑
i<j

eij(xiyj − xjyi) =
1
2
(xy − yx),

being the scalar-valued dot product (equal to the Eu-
clidean inner product up to a minus sign) and the
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bivector-valued wedge product, respectively. Note that
the square of a vector x is scalar-valued and equals the
norm squared up to a minus sign: x2 = −〈x,x〉 = −|x|2.

Conjugation in R0,m is defined as the anti-involution
for which ēj = −ej , j = 1, . . . , m. In particular, for a
vector x we have x̄ = −x.

The Fourier dual of the vector x is the vector-valued
first-order differential operator

∂x =
m∑

j=1

ej∂xj ,

called the Dirac operator. It is precisely this Dirac op-
erator that underlies the notion of monogenicity of a
function, a notion that may be considered as the higher-
dimensional counterpart of holomorphy in the complex
plane. A function f defined and differentiable in an open
region Ω of Rm and taking values in R0,m is called left
monogenic in Ω if ∂x[f ] = 0. Since the Dirac operator
factorizes the Laplacian, Δ = −∂2

x, monogenicity may
also be regarded as a refinement of harmonicity.

Nowadays, this setting is referred to as the orthogonal
case, since the fundamental group leaving the Dirac oper-
ator ∂x invariant is the special orthogonal group SO(m),
which is doubly covered by the Spin(m) group of the Clif-
ford algebra R0,m. For this reason, the Dirac operator is
called a rotation-invariant operator. In the present con-
text, we will also refer to this setting as the continuous
case, as opposed to the discrete setting treated here.

As announced above, we will consider the graph cor-
responding to the equidistant grid Zm; thus a Clifford
vector x as introduced above will now show only inte-
ger coordinates. For the pointwise discretization of the
partial derivatives ∂

∂xj
we then introduce the traditional

one-sided forward and backward differences, respectively
given by

Δ+
j [f ](x) = f(. . . , xj + 1, . . . ) − f(. . . , xj , . . . )

= f(x + ej) − f(x), j = 1, . . . , m,

and

Δ−
j [f ](x) = f(. . . , xj , . . . ) − f(. . . , xj − 1, . . . )

= f(x) − f(x − ej), j = 1, . . . , m,

as well as the two-sided total difference given by

Δj [f ](x) =
1
2

(
Δ+

j + Δ−
j

)
[f ](x)

=
1
2

(f(x + ej) − f(x− ej)) , j = 1, . . . , m.

Combining the latter with the orthonormal basis vectors
of the Clifford algebra, we arrive at a first possible defi-
nition of a discrete Dirac operator.

Definition 2.1. The discrete Dirac operator ∂ is the first-
order Clifford-vector-valued difference operator given by

∂ =
m∑

j=1

ejΔj . (2–2)

On the other hand, in order to introduce a discrete
Laplacian, we will revert to Definition 1.4, which now
explicitly reads

Δ[f ](x) =
m∑

j=1

[
Δ+

j [f ](x) − Δ−
j [f ](x)

]
(2–3)

=
m∑

j=1

[(f(x + ej) − f(x)) + (f(x − ej) − f(x))]

=
m∑

j=1

[f(x + ej) + f(x − ej)] − 2mf(x)

with respect to the Zm neighborhood of x. This oper-
ator is usually called the star Laplacian: it involves the
values of the considered function at the midpoints of the
faces of the cube with side length equal to 2, centered at
x. Clearly, with respect to that same grid, but changing
the graph, other discrete Laplacians may be defined, in-
volving, for example, the function values at the vertices
of the cube (the cross Laplacian), or at the midpoints of
the “edges.” Correspondingly, alternative Dirac opera-
tors may be considered as well. This will be the subject
of a forthcoming paper, where it will moreover be inves-
tigated whether any combination of such discrete Lapla-
cians admits a (unique) factorization in terms of discrete
Dirac operators. For now, we restrict ourselves to the
star Laplacian (2–3); note that it can also be written as

Δ[f ](x) =
m∑

j=1

Δ+
j Δ−

j [f ](x) =
m∑

j=1

Δ−
j Δ+

j [f ](x). (2–4)

As could be expected from its similarity with the
Cauchy–Riemann operator (1–2) above, the discrete
Dirac operator (2–2) does not provide us with a true fac-
torization of the star Laplacian. Instead, for the product
with its Clifford conjugate we obtain

∂∂̄ = −∂2 =
1
4

m∑
j=1

[(f(x + 2ej) + f(x− 2ej)) − 2f(x)] ,
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which, although taking the form of a star Laplacian (up
to a factor), clearly shows the phenomenon of the enlarg-
ing neighborhoods; we will denote the obtained result by
4∂2 = −Δ2, the subscript 2 referring to the rescaling of
the neighborhood.

Inspired by the alternative form (2–4) of the star
Laplacian, we will now take into account the forward
and the backward differences separately, by means of a
forward discrete Dirac operator ∂+, given by

∂+ =
m∑

j=1

ejΔ+
j ,

and a backward discrete Dirac operator ∂−, given by

∂− =
m∑

j=1

ejΔ−
j ;

see also [Faustino and Kaehler 07a]. This leads to a re-
finement of the original discrete Dirac operator in the
sense that 2∂ = ∂+ + ∂−. Some direct computations
yield

∂+∂− + ∂−∂+ = −2Δ, (2–5)

while

(
∂+

)2 = −
m∑

j=1

[f(x + 2ej) − 2f(x + ej) + f(x)] ,

(
∂−)2

= −
m∑

j=1

[f(x) − 2f(x − ej) + f(x − 2ej)] ,

or even (∂+)2 + (∂−)2 = −Δ2 + 2Δ, in accordance with
the earlier result that 4∂2 = −Δ2. Although a nice re-
sult, (2–5) cannot be seen as a true factorization of the
star Laplacian. As we aim at developing a discrete func-
tion theory in which the notion of discrete monogenicity
implies discrete harmonicity, we will abandon these at-
tempts and turn to a completely different approach in
the next section.

3. A DISCRETE DIRAC OPERATOR:
SECOND ATTEMPT

The philosophy behind this alternative approach is the
following. In passing from the continuous to the discrete
setting, partial derivatives have been replaced by partial
differences, i.e., differences according to the directions of
the Cartesian coordinate axes. Clearly, there is a choice
involved, since each axis carries two senses, leading to
the forward and the backward differences. In passing
to the Dirac operator, in the continuous case each partial

derivative is combined with its corresponding basis vector
ej, j = 1, . . . , m, while in the discrete case, this symmetry
is broken and can be maintained only by introducing so-
called forward and backward basis vectors, carrying the
chosen sense of the partial differences involved.

To this end, we need to embed the Clifford algebra
R0,m into a bigger one, whose underlying vector space
has double dimension. In the most general setting, this
will be C2m. So now let us postulate the existence of 2m

vectors e+
j and e−j , j = 1, . . . , m, satisfying the following

anticommutator relations:

e+
j e+

k + e+
k e+

j = −2g+
jk,

e−j e−k + e−k e−j = −2g−jk,

e+
j e−k + e−k e+

j = −2Mjk,

where the symmetric tensors (g+
jk), (g−jk) and the gen-

eral tensor (Mjk) determine the corresponding metric;
see also [Faustino et al. 07]. We will make three assump-
tions on this metric, which will significantly reduce the
degree of freedom in the choice of metric scalars.

Assumption 3.1. The forward and the backward basis vec-
tors in each particular Cartesian direction add up to the
traditional basis vector in that direction, i.e.,

e+
j + e−j = ej, j = 1, . . . , m.

Clearly, this assumption reflects the philosophy behind
our new approach sketched above. The Clifford multipli-
cation rules ejek + ekej = −2δjk then already induce the
following relations between the metric scalars:

g+
jk + g−jk + Mjk + Mkj = δjk, j, k = 1, . . . , m. (3–1)

Assumption 3.2. There are no preferential Cartesian di-
rections, or in other words, all Cartesian directions play
the same role in the metric. This assumption may be re-
ferred to as the principle of dimensional equivalence and
may be seen as a kind of rotational invariance.

On the basis of this second assumption, we may put

g+
11 = g+

22 = · · · = g+
mm = λ+, (3–2)

g−11 = g−22 = · · · = g−mm = λ−, (3–3)

where g±jj = −(e±j )2, j = 1, . . . , m, and

M11 = M22 = · · · = Mmm = μ, (3–4)

where 2Mjj = −(e+
j e−j + e−j e+

j ), j = 1, . . . , m. Further-
more, g±jk and Mjk, for j �= k, should also be independent
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of their subscripts, whence we put

g±jk = g±, j, k = 1, . . . , m, j �= k, (3–5)

and

Mjk = Mkj = M, j, k = 1, . . . , m, j �= k. (3–6)

In combination with (3–1), equations (3–2)–(3–4) yield

λ+ + λ− + 2μ = 1,

while (3–5)–(3–6) lead to

g+ + g− + 2M = 0.

Assumption 3.3. The positive and negative orientations
of any Cartesian direction play an equivalent role. This
assumption may be interpreted as a kind of reflection in-
variance.

As a consequence, one should have that

λ+ = λ− = λ and g+ = g− = g,

whence
λ + μ =

1
2

and g + M = 0.

Summarizing, when we take into account Assumptions
3.1–3.3, the forward and backward basis vectors e+

j and
e−j , j = 1, . . . , m, will obey the following multiplication
rules:

e+
j e+

k + e+
k e+

j = e−j e−k + e−k e−j = −2g, j �= k,

e+
j e−k + e−k e+

j = 2g, j �= k,

(e+
j )2 = (e−j )2 = −λ, j = 1, . . . , m,

e+
j e−j + e−j e+

j = 2λ − 1, j = 1, . . . , m.

We are now led to a new definition for our discrete
Dirac operator. Note that we formally retain the no-
tation of the previous section, which, however, receives
another meaning.

Definition 3.4. The discrete Dirac operator ∂ is the first-
order Clifford-vector-valued difference operator given by

∂ = ∂+ + ∂−, (3–7)

where the forward and backward discrete Dirac operators
∂+ and ∂− are respectively given by

∂+ =
m∑

j=1

e+
j Δ+

j and ∂− =
m∑

j=1

e−j Δ−
j .

We directly obtain, using the above multiplication
rules,

∂+∂+ = −λ
m∑

j=1

Δ+
j Δ+

j − 2g
∑
j<k

Δ+
j Δ+

k

∂−∂− = −λ

m∑
j=1

Δ−
j Δ−

j − 2g
∑
j<k

Δ−
j Δ−

k ,

∂+∂− + ∂−∂+ = (2λ − 1)
m∑

j=1

Δ+
j Δ−

j + 2g
∑
j �=k

Δ+
j Δ−

k ,

so that

∂2 = −λ

m∑
j=1

(Δ+
j Δ+

j + Δ−
j Δ−

j ) + (2λ − 1)
m∑

j=1

Δ+
j Δ−

j

+ g
∑
j �=k

(2Δ+
j Δ−

k − Δ−
j Δ−

k − Δ+
j Δ+

k ).

From this expression it directly follows that if we want
the support of ∂2 to remain in the cube with side length
2 centered at x, then we have to impose the isotropy of
the forward and backward basis vectors, i.e., we have to
put λ = (e+

j )2 = (e−j )2 = 0 as in [Faustino et al. 07],
whence in our case it follows in addition that μ = 1

2 , or
{e+

j , e−j } := e+
j e−j + e−j e+

j = −1, j = 1, . . . , m, where we
have introduced the notation {·, ·} for the anticommuta-
tor. We now have

e+
j e+

k + e+
k e+

j = e−j e−k + e−k e−j = −2g, j �= k,

e+
j e−k + e−k e+

j = 2g, j �= k,

(e+
j )2 = (e−j )2 = 0, j = 1, . . . , m,

e+
j e−j + e−j e+

j = −1, j = 1, . . . , m.

These relations completely determine the metric of the
underlying 2m-dimensional space in terms of one free
scalar parameter g. Let us investigate whether there are
any restrictions on the values of g. To this end, we con-
sider the metric tensor M , whose entries are given by the
dot products of the respective basis vectors, ordered as
follows:

mjk =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
e+

j · e+
k , j, k = 1, . . . , m,

e+
j · e−k , j = 1, . . . , m, k = m + 1, . . . , 2m,

e−j · e+
k , j = m + 1, . . . , 2m, k = 1, . . . , m,

e−j · e−k , j, k = m + 1, . . . , 2m,
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and which schematically takes the form

M =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 −g · · · −g − 1
2 g · · · g

−g 0
. . .

... g − 1
2

. . .
...

...
. . . 0 −g

...
. . . − 1

2 g
−g · · · −g 0 g · · · g − 1

2

− 1
2 g · · · g 0 −g · · · −g

g − 1
2

. . .
... −g 0

. . .
...

...
. . . − 1

2 g
...

. . . 0 −g
g · · · g − 1

2 −g · · · −g 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Its determinant reads

detM = (−1)m (1 + 4g)m−1(1 − 4(m − 1)g)
4m

,

from which we infer that in order for M to be a genuine
metric tensor, we should have

g �= −1
4

and g �= 1
4(m − 1)

,

since these specific values would induce a collapse of di-
mension. For a further discussion on these metric aspects
and their geometric interpretation, in particular in low
dimension, we refer to Section 5.

Under the above conditions, ∂2 takes the form

∂2 = −
m∑

j=1

Δ+
j Δ−

j

+ g
∑
j �=k

(Δ+
j Δ−

k + Δ+
k Δ−

j − Δ−
j Δ−

k − Δ+
j Δ+

k ),

where we have also rewritten the +/− term in the sec-
ond sum in a visually more symmetric way. The first
sum exactly yields the star Laplacian Δ; the second sum
explicitly reads∑
j �=k

[(
4f(x) − f(x + ej + ek)
− f(x + ej − ek) − f(x − ej + ek) − f(x − ej − ek)

)
+ 2

(
f(x + ej) + f(x− ej) + f(x + ek) + f(x− ek)

− 4f(x)
)]

,

which again splits into two terms. The second one,
namely

4
∑
j<k

(
f(x+ej)+f(x−ej)+f(x+ek)+f(x−ek)−4f(x)

)
,

is easily recognized as a multiple of the star Laplacian,
more precisely 4(m − 1)Δ. For the first one, namely

−2
∑
j<k

(
f(x + ej + ek) + f(x + ej − ek) + f(x− ej + ek)

+ f(x − ej − ek) − 4f(x)
)
,

we introduce the notation

Δ̃jk = f(x + ej + ek) + f(x + ej − ek) + f(x− ej + ek)

+ f(x − ej − ek) − 4f(x), j < k,

where each Δ̃jk may be interpreted as a cross Laplacian
on the corresponding (ej , ek) plane; see also [Faustino et
al. 07]. Summarizing, we have

∂2 = (4(m − 1)g − 1)Δ − 2g
∑
j<k

Δ̃jk, (3–8)

whose support is indeed contained in the closed cube
with side length 2. Note, however, that the grid points
involved in the second term at the right-hand side of
(3–8) are not in accordance with the originally chosen
Zm graph, which means that with respect to the rectan-
gular frame, they are not direct neighbors of x. Hence
we will consider in the next section the particular case in
which this term disappears. Anyhow, observe that if we
would like to interpret (3–8) as a result of a truly similar
nature to that of the continuous factorization ∂2

x = −Δ,
then we should restrict the metric scalar g to the range[
0, 1

4(m−1)

[
. Although we will allow for other values of g

as well, we want to point out the reappearance of the par-
ticular value 1

4(m−1) in this respect, a value that would
cause the star Laplacian Δ to drop from (3–8).

For now, we may finally introduce the concept of dis-
crete monogenicity.

Definition 3.5. A Clifford-algebra-valued function f de-
fined on the bounded set B ⊂ Zm is called discrete mono-
genic in the interior of B if for all x ∈ B such that also
Nx ⊂ B, we have

∂[f ](x) = 0.

Defined in this way, discrete monogenicity clearly con-
stitutes a proper generalization to higher dimension of
discrete holomorphy in the Isaacs or the Ferrand sense,
described above. Moreover, it may in some sense be seen
as a refinement of discrete harmonicity, since the right-
hand side of (3–8) is interpretable as some kind of gen-
eralized discrete Laplacian, or a mixed Laplacian as it is
called in [Faustino et al. 07]. Some results of the related
function theory, e.g., Cauchy’s theorem and a Cauchy–
Pompeiu formula, are treated in [Brackx et al. 09].

4. A SPECIAL CASE: A FACTORIZATION OF THE
STAR LAPLACIAN

We will now consider the special case of the above
approach in which g = 0, the defining relations for the
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forward and backward basis vectors thus reducing to

e+
j + e−j = ej , j = 1, . . . , m,

{e+
j , e+

k } = {e−j , e−k } = {e+
j , e−k } = 0

j, k = 1, . . . , m, j �= k,

(e+
j )2 = (e−j )2 = 0, j = 1, . . . , m,

{e+
j , e−j } = −1, j = 1, . . . , m.

Clearly, this particular choice for the metric scalar causes
the second summand in (3–8) to drop out, whence we
are left with a pure factorization of the (star) Laplace
operator, i.e.,

∂2 = −Δ, (4–1)

where, moreover, the support of the involved operators
not only remains in the cube with side length 2, centered
at x, but respects the Z

m graph as well, in the sense that
all involved grid points are direct neighbors of x. In fact,
there is a well-known model for these particular forward
and backward vectors, namely the so-called Witt basis;
see also [Faustino and Kaehler 07b].

In order to present this model properly, we consider
again the Clifford algebra C2m in which R0,m has been
embedded, and which we will provide with the structure
of a Hermitian space by introducing a complex structure
J on the underlying orthogonal space R0,2m, i.e., J ∈
SO(2m) with J2 = −1. For details on the construction
of a Hermitian Clifford algebra, we refer to [Brackx et
al. 07a, Brackx et al. 07b]; for our purpose the following
observations will suffice. Let, as before, (e1, . . . , em) be
the chosen orthonormal basis of R

0,m and complement it
with additional vectors (em+1, . . . , e2m) in order to obtain
an orthonormal basis of R0,2m, i.e.,

ejek + ekej = −2δjk, j, k = 1, . . . , 2m.

Then, without loss of generality, the complex structure
J may always be chosen in such a way that with respect
to this basis, it is represented by a block diagonal ma-
trix, i.e., it maps the m-dimensional subspaces respec-
tively spanned by (e1, . . . , em) and by (em+1, . . . , e2m)
onto each other. Commonly used is the complex struc-
ture represented by the matrix

J =
[

0 1m

−1m 0

]
,

or in other words, acting on the basis vectors as

J [ej ] = −em+j and J [em+j ] = ej, j = 1, . . . , m,

though other choices are possible as well. Then, the Witt
basis elements (fj , fcj)

m
j=1 for the complex Clifford algebra

C2m are obtained through the action of 1
2 (1± iJ) on the

orthogonal basis elements ej :

fj =
1
2
(ej + i J [ej]), j = 1, . . . , m,

fcj =
1
2
(ej − i J [ej]), j = 1, . . . , m.

Then fj + fcj = ej, j = 1, . . . , m, and it is moreover easily
checked that the Witt basis elements satisfy the Grass-
mann identities

fjfk + fkfj = fcjf
c
k + fckfcj = 0, j, k = 1, . . . , m,

which also implies their isotropy (f2j = (fcj)
2 = 0, j =

1, . . . , m), and the duality identities

fjf
c
k + fckfj = −δjk, j, k = 1, . . . , m.

This exactly coincides with the above conditions on the
vectors e+

j and e−j , so that we may put e+
j = fj and

e−j = fcj , j = 1, . . . , m, and we are left with the Witt
discrete Dirac operator ∂ = ∂+ + ∂−, with

∂+ =
m∑

j=1

fj Δ+
j and ∂− =

m∑
j=1

fcj Δ+
j ,

for which the factorization (3–8) holds. Although this
setting was already mentioned in [Novikov 99], to the
authors’ knowledge, no discrete function theory has yet
been developed for this operator; for some first results
we refer to [Brackx et al. 09].

5. A MODEL FOR THE FORWARD AND BACKWARD
BASIS VECTORS

In Section 3 we introduced a discrete Dirac operator with
respect to the Z

m graph, the square of which is a scalar
second-order difference operator, which may be inter-
preted as a kind of discrete Laplace operator (a mixed
Laplacian) with support contained in the cube with side
length 2, centered at the point x under consideration. A
crucial role is played by the forward and backward Clif-
ford basis vectors e+

j and e−j , j = 1, . . . , m, for which, up
to now, we have provided only a concrete model in the
special case above. Hence our attention is now directed
toward the construction of a feasible model for them in
the general case that the metric scalar g is not equal to
zero.

To this end, and inspired by the definition of the
Witt basis elements in the previous section, we introduce
curvature vectors Bj , j = 1, . . . , m, and we put, quite
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symmetrically,

e+
j =

1
2
(ej + Bj), j = 1, . . . , m,

e−j =
1
2
(ej − Bj), j = 1, . . . , m,

so that already e+
j +e−j = ej , j = 1, . . . , m. We now want

the forward and backward vectors defined in this way
to satisfy the relations derived in the foregoing sections.
Firstly, in order to ensure their isotropy, we should have

e2
j ± {ej, Bj} + B2

j = 0, j = 1, . . . , m,

or equivalently,

B2
j = +1, (5–1)

{ej , Bj} = 2(ej · Bj) = 0, j = 1, . . . , m.

Under these conditions the anticommutation relation
{e+

j , e−j } = −1, j = 1, . . . , m, is seen to be satisfied as
well. Next, we express the other anticommutation rules
as well: from {e+

j , e+
k } = {e−j , e−k } = −2g we learn that

±{ek, Bj} ± {ej , Bk} + {Bj , Bk} = −8g,

j, k = 1, . . . , m, j �= k, while {e+
j , e−k } = 2g implies

{ek, Bj} − {ej , Bk} − {Bj , Bk} = 8g,

j, k = 1, . . . , m, j �= k, or equivalently

{ek, Bj} = 2(ek · Bj) = 0, (5–2)

{Bk, Bj} = 2(Bk · Bj) = −8g j, k = 1, . . . , m, j �= k.

Note that the second condition in (5–1) and the first one
in (5–2) together express the orthogonality of the space
spanned by the curvature vectors and the original m-
dimensional space with basis (e1, . . . , em). As a conse-
quence, also taking into account that B2

j = +1, we may
write the curvature vectors explicitly as

Bj =
m∑

�=1

b
(�)
j (iem+�) =

m∑
�=1

b
(�)
j ε�, j = 1, . . . , m,

where

ε2� = (iem+�)2 = +1, � = 1, . . . , m,

and
m∑

�=1

(b(�)
j )2 = 1, j = 1, . . . , m.

Note that here the Clifford dot product of any two cur-
vature vectors equals their Euclidean inner product:

Bk · Bj = 〈Bk, Bj〉 =
m∑

�=1

b
(�)
k b

(�)
j , j, k = 1, . . . , m.

These inner products all being equal to the same scalar
−4g, we may thus interpret B1, . . . , Bm as a set of vectors
on the unit sphere Sm−1 of Rm, containing pairwise the
same fixed angle α, with cos(α) = −4g. Note that in
order for this to be possible, we need to restrict g to the
interval

]− 1
4 , 1

4

]
. Then we may see the set of curvature

vectors as a kind of “umbrella” that will open and close
according to varying g. In particular, for g = 0 we obtain
α = π

2 , in agreement with the Witt case of the previous
section.

The above relations (5–1)–(5–2) are summarized in the
metric tensor M̃ :

M̃ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−1 0 · · · · · · 0

0 −1 0
. . .

...
... 0 −1 0

... 0
...

. . . 0 −1 0
0 · · · · · · 0 −1

+1 −4g · · · · · · −4g

−4g +1 −4g
. . .

...

0 ... −4g +1 −4g
...

...
. . . −4g +1 −4g

−4g · · · · · · −4g +1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

with entries equal to the Clifford dot prod-
ucts of all vectors under consideration, namely
(e1, . . . , em, B1, . . . , Bm), in this specific order. Its deter-
minant reading

det M̃ = (−1)m(1 + 4g)m−1(1 − 4(m − 1)g),

we are again confronted with the inadmissible values − 1
4

and 1
4(m−1) for the metric scalar g, as already obtained in

Section 3. Indeed, in those cases we no longer dispose of a
basis for a 2m-dimensional space: instead, for g = 1

4(m−1)

we have that rank(M̃) = 2m − 1, while for g = − 1
4 we

even obtain rank(M̃) = m + 1. We will now further
investigate this collapse of dimension from a geometric
point of view.

To this end, first take g = − 1
4 . Here we have that

Bk · Bj = 〈Bk, Bj〉 = +1, j, k = 1, . . . , m,

whence their contained angle α becomes zero. So, the
“umbrella” described above completely closes, all cur-
vature vectors coincide, and the dimension of the space
spanned by them reduces to 1, which is in accordance
with the rank of the metric tensor M̃ , or in other words
the dimension of the overall space, equaling m + 1.
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In the second case, i.e., g = 1
4(m−1) , the rank of M̃

shows that the space spanned by the curvature vectors
should be (m−1)-dimensional, i.e., they should be on the
intersection of the unit sphere Sm−1 with a hyperplane in
m-dimensional space. For low dimension, say m = 3 and
m = 4, we will determine their contained angle in that
particular situation and show that it exactly corresponds
to the given value of g.

So let m = 3, let g be arbitrary again, and put, in
spherical coordinates,

Bk = [sin(ϕk) sin(θk), cos(ϕk) sin(θk), cos(θk)], (5–3)

k = 1, 2, 3, with ϕk ∈ [0, 2π[ and θk ∈ [0, π[ . A symmetry
argument leads us to assume that the angles θk with the
z-axis are all equal, i.e.,

θk = θ, k = 1, 2, 3,

the Euclidean inner product of two curvature vectors thus
taking the form

−4g = cos(α) = 〈Bk, Bl〉 = cos2(θ)+sin2(θ) cos(ϕk−ϕl),
(5–4)

k, l = 1, 2, 3. Observe that θ = 0 corresponds to the al-
ready described situation in which the three curvature
vectors coincide (and are equal to [0, 0, 1]), which can be
seen either from (5–3) or (5–4), the latter also showing
that in that case cos(α) = 1 and g = − 1

4 , thus confirming
the above result. On the other hand, the current situa-
tion of interest, with the three curvature vectors spanning
a plane, is now easily seen to correspond to θ = π

2 , the
plane then simply being z = 0. In general, from (5–4) it
also follows that cos(ϕk − ϕl) should be independent of
k and l, so that we may put

ϕk = (k − 1)
2π

3
, k = 1, 2, 3,

independent of g, in this way ensuring in all cases a sym-
metric position of the curvature vectors with respect to
the z-axis. The choices made cause (5–4) to reduce to

−4g = cos(α) = cos2(θ) − 1
2

sin2(θ), (5–5)

from which we learn that θ = π
2 corresponds to cos(α) =

− 1
2 and g = 1

8 , in this way indeed recovering the pre-
dicted value g = 1

4(m−1) , here with m = 3. The curvature
vectors then explicitly read

B1 = [0, 1, 0] , B2 =

[√
3

2
,−1

2
, 0

]
, B3 =

[
−
√

3
2

,−1
2
, 0

]
.

They are uniquely determined up to an arbitrary rotation
around the z-axis. Also observe that (5–5) now allows us
to calculate, for any given (yet admissible) g, the corre-
sponding position of the curvature vectors.

Next, let m = 4. In spherical coordinates, we now
have, for k = 1, 2, 3, 4,

Bk = [sin(ϕk) sin(θk) sin(χk), cos(ϕk) sin(θk) sin(χk),

cos(θk) sin(χk), cos(χk)].

By a similar symmetry argument as above, we are led to
assume equal angles χk, i.e., χk = χ, and equidistant an-
gles ϕk, i.e., ϕk = (k − 1)π

2 , k = 1, 2, 3, 4. The Euclidean
inner product of any two curvature vectors may thus be
written as

〈Bk, Bl〉 = cos2(χ) + sin2(χ) cos(θk) cos(θl) (5–6)

when {k, l} = {1, 2}, {2, 3}, {3, 4}, or {4, 1}, and as

〈Bk, Bl〉 = cos2(χ) + sin2(χ) cos(θk + θl) (5–7)

when {k, l} = {1, 3} or {2, 4}. Since all these expressions
should be equal, further calculations yield that

θ3 = θ1 = θ and θ4 = θ2 = π − θ

with

θ = arccos
(

1√
3

)
,

whence both (5–6) and (5–7) lead to

−4g = cos(α) = cos2(χ) − 1
3

sin2(χ). (5–8)

Note that all occurring angles, except for the remaining
angle χ, have been determined independently of g. It is
only through χ and (5–8) that a direct relation is ob-
tained between the metric scalar g, the contained angle
α of any two curvature vectors, and their explicit po-
sition on the unit sphere. As above, two special cases
are of interest. First of all, for χ = 0, and correspond-
ingly α = 0 and g = 1

4 , we are again confronted with the
situation in which all curvature vectors coincide. Next,
also for χ = π

2 , the curvature vectors become linearly de-
pendent: indeed, denoting the Cartesian coordinates by
[x, y, z, w], they will all belong to the hyperplane w = 0.
Here, cos(α) assumes the value − 1

3 , from which we ar-
rive at g = 1

12 , which is equal to 1
4(m−1) with m = 4, as

expected.
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