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Abstract. The flow in the negative direction of the gradient vector field associated
with the functional total squared (geodesic) curvature | k?ds is the so-called curve-
straightening flow. This paper will consider spaces of closed curves in closed
Euclidean submanifolds. It will define these spaces of curves as submanifolds of
certain Hilbert manifolds representing all curves. The main result will then be to
show the existence of a particular set of functionals defined on the entire Hilbert
manifold which have the following four properties: 1. The directional derivatives
of these functionals may be computed by solving an initial value problem for a
system of ordinary differential equations. 2. By introducing a suitable Hilbert
space basis for the Sobolev spaces used, the gradients may be effectively computed
(but of course not explicitly computed, except in very special cases). 3. The
gradients span the space normal to the tangent space of the space of closed curves.
4. Despite the fact that these gradients in general are not given explicitly it is
nevertheless possible to compute the projection onto the tangent space to the
space of closed curves. In particular we do this for the gradient of | k*ds. When all
details are worked out this gives us an algorithm (which we supply) for finding
critical points in the space of closed curves. It is not known if the trajectories
actually always converge to critical points. If the functional is modified to include a
multiple of the length so the functional becomes (k*+ Ads then the above
convergence is known for A>0. The motivating application for the curve-
straightening flow is the possibility of using it to find (non-trivial) closed (periodic)
geodesics. Note that if A =0 then a closed geodesic is a global minimum. For any 4,
geodesics are critical but there are also other critical points, the so-called elastic
curves. The paper concludes by deriving the second variation formula for ( k? + Ads
along closed geodesics. The quadratic functional associated with the second
derivative is shown to be positive definite even for non-zero 4 along some closed
geodesics in some particular manifolds of interest.
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0. Introduction

This paper will consider the problem of finding critical points of functionals
restricted to spaces of closed curves in closed Euclidean submanifolds. In
particular we are interested in functionals that are independent of parametriza-
tions of the curve. An example of such a “geometric” quantity is the length of a
curve y and the corresponding length functional [ds. Our main applications will

7
involve functionals of the form | f(k)ds, where f is some real valued function and k

is the (geodesic) curvature alongy y. One of the primary motivations for considering
such functionals is the problem of finding geodesics, in particular closed geodesics.
To avoid confusion we point out that we consider a geodesic closed only if it is
periodic, i.e. not only should the endpoints be equal but the tangent directions
should also be equal at the endpoints. We will also call a constant curve a point,
rather than a closed geodesic.

Before we continue we remark that it is by no means obvious how to deal with
the complications caused by the fact that we consider functionals independent of
the parametrizations of the curves. The independence of parametrization will
cause the Euler-Lagrange equations associated with the functional to be
dependent (see [1]). There are several different approaches to this difficulty. For a
discussion of the length functional see [2, pp. 243-252]. One possibility is to fix a
parametrization and restrict the functional to curves with this parametrization.
This fixed choice of parametrization is then considered as a pointwise constraint
and requires a corresponding Lagrange multiplier. In this paper we will use a
different approach than any of the above. The so-called (generalized) indicatrix will
be introduced. We will suggest a way of uniquely associating to each regular curve
parametrized proportional to arclength its indicatrix. The space of indicatrices is
given a Hilbert manifold structure and the functional of interest will be defined on
this new manifold. The indicatrices representing curves that satisfy some particular
choice of boundary conditions (e.g. periodic) turn out to be submanifolds of the
space of all indicatrices.

We will in this paper show how to split the tangent space of all indicatrices into
a space tangent to the space representing closed curves and its orthogonal
complement. We stress that for such a given Hilbert manifold this splitting
depends only on the particular boundary conditions under consideration (and, to
be sure, how the Euclidean submanifold and its orthonormal frame bundle are
embedded). Given a functional defined on the space of all indicatrices its gradient
may now be projected orthogonally onto the tangent space of the space of
indicatrices representing closed curves. The steepest descent is now to flow along
the trajectories in the negative direction of this projected gradient vector field.

A very important application of the above general method is when f(k)=k*+ 4,
here A= 0. Note that if 1 =0 then this functional is globally minimized at the closed
geodesics (k=0 at all points along a geodesic). The steepest descent flow as
described above for this functional is known as the curve-straightening flow. When
A=0itis not known if all trajectories will converge to critical points. On the other
hand for A>0 such convergence has been established (see [3]).

There are several fundamental differences between the methods used in [ 3] and
the approach used here. In [3] variations of the indicatrix are related to variations
of the curve via an integro-differential equation (see Proposition 1.2) involving
among other things the curvature along the curve. This approach proved
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successful as a means of showing the Palais-Smale condition. Our objective here is
quite different. We want to develop an effective method that makes it possible to
actually follow these trajectories inside this infinite dimensional manifold. Our
main result (Theorem 2.4) will be used to show that the problem of computing the
relevant gradients has been reduced to a problem of solving an initial value
problem of a system of ordinary differential equations together with some linear
algebraic equations. This is a definite improvement as compared to [3]. This is
accomplished by allowing the geometry of the manifold containing the curves to
enter through the second fundamental form rather than through the curvature.
This is why the manifold containing the curves as well as its orthonormal frame
bundle are embedded in Euclidean space. Another significant difference is our use
of a Hilbert basis in the Sobolev space factor of the space of indicatrices to facilitate
the computation of various gradients. The gradient computations in [3] and also
in [4] are done with the help of the so-called duBois-Reymonds lemma. Note that
apart from this, the present paper to a large extent generalizes the methods
developed in [4].

To motivate why the total squared curvature functional is used we remark that
the Palais-Smale conditions has been established for the energy functional [ds® as

well (see for instance [2]). There are significant differences however. For styarters,
the energy functional is not independent of the parametrization of the curve. The
spaces of curves on which it is defined include constant curves. As a consequence
the steepest descent flow when applied to a curve in a trivial homotopy class will
tend to shrink such a curve to a point. In particular on sphere-like surfaces with
trivial fundamental group this is a serious drawback.

There have also been attempts to use the length functional and define some kind
of “gradient” flow (see [5,6]). These attempts have produced certain partial
differential equations whose solutions yield the so-called curve-shortening flow.
These flows have their roots in the Birkhoff curve-shortening process (see [7]) and
all these flows suffer the same drawback as mentioned above.

Since the total squared curvature functional gets arbitrarily large on any
sequence of closed curves approaching a point it is clear that the curve-
straightening will not shrink curves down to points. Since geodesics are critical
points of the length functional we see that for any 1 >0 geodesics are critical points
of {k?+ Ads. There are also other critical points, the so-called elastic curves. In the

casye A=0 examples of such critical points are given in [8] where two-dimensional
spaces of constant curvature are considered. For >0 there are examples in [ 3] on
the standard round sphere S2.

To gain a better understanding of where an initial curve will flow under curve-
straightening it is also important to study the stability of the critical points. For the
standard round sphere we again refer to [3] and Theorem 3.1 which states that if
0= 4<% then all non-geodesic critical points are unstable. We will in this paper give
additional results concerning the stability of the geodesics. In particular we will
derive the second variation formula for normal variations along a geodesic in a
two-dimensional manifold. We also consider some special cases related to sphere-
like surfaces.

The paper is organized as follows:
. Introduction
. Indicatrices
. Projections onto the tangent space of closed curves
. The curve-straightening -algorithm
. The second variation along geodesics

LN =O
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1. Indicatrices

1.1. M and OM. We will restrict our attention to curves in closed Euclidean
submanifolds. Let F: R*— R' be smooth (C*). Assume that DF(p) is onto for all
pe F~1(0). We will consider functionals defined on curves in M =F~1(0). We let
n=k—land we assume that n> 2. A standard argument using the implicit function
theorem shows that M is an n-dimensional submanifold of R*. Note also that

T,M =ker DF(p) = {ve R*| DF(p)v=0}

will be identified as the tangent space to M at p. Let the superscript T indicate
transpose so that DF(p)": R'— R*. The superscript | denotes orthogonal comple-
ments. We have

T,M*=ImDF(p)" ={ve R*|v=DF(p)'w, we R"}

identified as the normal space to M at p.
Next we consider the orthonormal frame bundle OM associated with M. Put

(p,v)=(p,vy,...,0,) and let
GCRkXR"kﬁRlxR"lanxR"”

n(n—
2

G(pa v):‘(F(p)’ DF(p)Ub "'5DF(p)Um
Ui o0; =1, 0, 0, =1, 0y gy Uy Uy Uy U3y ey U q 2 D)

1
where m= ) be given by

Now let OM = G~ *(0) and check that DG(p, v) is onto so another application of the
nn+1)
2

implicit function theorem shows that OM is an -dimensional submanifold

of R* x R™, Without getting into details we remark that analogous constructions
give embeddings of the tangent bundles TM and TOM as well as the unit tangent
bundle SM as closed submanifolds of higher dimensional Euclidean spaces.

1.2. Curvesin M and Their Indicatrices. Let I =[0, 1] and consider a regular curve
y:1-M so that |y'(t)| =L for all teI (so L>0 is the length of y and ’ will always
mean derivative with respect to t). Associated with such y is its indicatrix, which
comes about in the following way. Choose an orthonormal frame at y(0) and
parallel translate this frame along y. It is now possible to write 7(t)
=L(y,(t),...,y(t)) with respect to this parallel frame. Note that y(t)
=(y1(), ..., y,(t)) is a map into S"~! the standard (n— 1)-dimensional sphere. In
order to get a unique indicatrix associated to y we suggest a particular choice of
initial frame. Let {b,,...,b,} denote the standard basis for R¥. Let b; denote the
projection of b; onto Ty oyM. Next we apply the Gram-Schmidt process to
(7(0),b,,...,b;}. Th1s will generate an orthonormal frame {e,, ..., e,} in the tangent
space of M at y(0). Note that with this choice of initial frame y(0)=e, (ie. the
eastpole as in [4] rather than the northpole as in [3]).

In conjunction with these constructions it is appropriate to make explicit, in
terms of DF(p), the projections used.

Proposmon L1. Given veR* if we let v,=DF(p )T(DF(p)DF(p)T)’ 'DF(pyv and
=v—v, then ve R* is decomposed as (v, v p) eT,M®T,M".
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Proof. By applying DF(p) to v, we see that DF(p)v,= DF(p)vit follows that v,e T,M.
Next we let ue T,M be arbitrary

v, uy ={(DF(p)DF(p)")"'DF(p)v, DF(p)u)=0

so v,e T,M*.

A word of warning is appropriate here. In writing this paper we made every
effort to keep the notation as consistent and standard as possible. However we did
decide to blur the distinction between row and column vectors and in particular
suppress transposes (except for matrices). Since the notation will get quite
cumbersome (in Sect. 3.2 in particular) we hope this decision relieved some of the
complicated expressions from at least one level of notational mushrooming. As a
basis for T, M* we use the row vectors of DF(p). This will of course in general not be
an orthonormal basis. Let DF(p) denote the i such row vector. The next two
results we include for completeness. The proofs are straightforward.

Proposition 1.2. The covariant dszerentzatwn along y (induced by R* on M) of

tangent vector fields v along y is given by
D 1
o0=0(0)— T a(ODF (1),
i=1
where at) is given by the solution of the I x 1 linear system
1
,;1 at) <DF(y(t)), DF j(»(2)))> = {v'(¢s), DF {y(t))>

for j=1,...,1L

Proposition 1.3. The parallel translation of v along y with respect to the connection
induced by R* on M is given by

1
V(= 3 a{ODF (),
where v(0)=v and at) is given by the solution of the | x| linear system
1
,-;1 a{)XDF(y(1)), DF {(y(t))> = —<v(t), HF {y(t)}y'(t)>

forj=1,..,1L

Here HF(y(t)) is the Hessian (the symmetric matrix of second partial
derivatives) of the j® component function F; of F. To each regular curve
parametrized proportional to its length we now associate the triple =(y, L, w),
where y is the indicatrix, L is the length of the curve, and

o=, {ey...,e,})eOM,

where p is the initial point of the curve and {e,, ..., e,} is the orthonormal basis of
T,M. It is of course not necessary to use the basis suggested above but it is
convenient to have an automatic way of picking such a frame. We strictly speaking
should refer to the whole triple § as the indicatrix. With the use of Proposition 1.3 it
is now clear how to determine the indicatrix. Conversely we have:
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Proposition 1.4. Given y=(y, L, w) we can recover y by solving
Y()=L '21 yiteft),
I=

eit)= 2 ou(DF (D)

y(0)=p and e,(0)=e, for h=1...n.

We again omit the proof but point out that «,(t) are solutions of the linear
system in Proposition 1.3 with v replaced by e,. Note that the solutions «;,; will
contain terms involving the ¢,’s. Note also that the y'(¢) on the right-hand side of

the linear system should be replaced by L Z yit)eft).

1.3. The Hilbert Manifold Structure. Now we supply the space of all indicatrices
with a Hilbert manifold structure. There is of course a lot of freedom in defining
this structure. The choices made are motivated by on the one hand the form of the
functional and on the other hand a desire for computational simplicity. As seen in

the introduction we will specialize to [k*+Ads the modified total squared

curvature functional. A variational vector ty'lcld Y along y will satisfy Y(0)=0 since
y(0)=(1,0,...,0) and it will also be tangent to S"~'. The curves we consider are
sufficiently smooth so that the functional is well defined. Let H' denote the
Sobolev space of curves from I into R"” whose first derivative is square integrable.
Let

S={yeH'|y:I-8""1, y(0)=(1,0,...,0)}.
On this level the modified total squared curvature functional is:
J*:SxR*xOM-R

given by JA(9)= (f (), y (t))dt) + AL because k*(t)= L2 Y1), y'(t)). The tan-

gent space to S will be identified with H! maps Y into R"” which satisf Y(1) is
tangent to "~ ' at y(t)and Y(0)=0. The only thing left to supply is the Riemannian
structure. For the tangent spaces of R* and OM we use the standard inner product
induced from Euclidean space. On S we use a particular Riemannian structure

D
suitable for our purposes. Let the standard connection on §" ! be ¥ then given Y

and Y in TS we define:
D_D.
Y—Y).
X¥>= j<dt dt >

We are in other words discarding the normal part of the derivatives. This will
simplify the gradient computations that follow.

1.4. Indicatrices Corresponding to Closed Curves. We now turn our attention to
curves satisfying some type of boundary conditions. It turns out that the set of
indicatrices corresponding to the curves satisfying the particular boundary
conditions under consideration is a Hilbert submanifold of Sx R x OM. To see
that this is indeed the case for closed curves we will look at the following map:

®:SxR*xOM—-SM xSM,
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where &(9)= ((p, e ), (y(I),%y’(l)) (ﬁ)) and SM is the unit tangent bundle of
M. If we let
A={(x,y)eSM x SM|x =y}

be the diagonal then the space of closed curves is given to be Q=& '(4). The
appropriate transversality conditions may now be checked, see for instance [3]
(and also [10] for general theory), which will show that Q is a submanifold of the
manifold of all indicatrices.

Remark. The gradient of J* will of course in general not be tangent to Q. The main
result of this paper is to show the existence of a set of functionals whose gradients
will span the space normal to the tangent space of Q. As for the overall objective, to
present an algorithm for the curve-straightening flow, a second important
contribution is to show how these spanning gradients can be effectively computed.
Moreover it is shown that despite the fact that these gradients are not explicitly
known the projection onto the tangent space to the space of indicatrices
representing closed curves can nevertheless be determined.

2. Projections onto the Tangent Space of Closed Curves

2.1. A Basis for T,S. By introducing a parallel frame along y e $"~ ' it is possible to
express tangent vector fields along y by its components with respect to this frame.
Let {b;, ..., b,} be the standard basis for R". We move this frame so that its origin is
at y(0)=(1,0, ...,0) and then parallel translate this frame along y. A vector field Y

along y may now be written as

Y=(Yp... %) and <LY¥>=3 (1),
r=2

[since Y,(0)=0 we may use the following Sobolev H* norm:

T 1> = <X 0), Yr’(t)>dt]-

In order to proceed we need an orthonormal basis for
H={Y,e H'|¥(0)=0}.
Here is one possibility (it is of course not the only possibility but it has some

p
advantages from a numerical standpoint). For p=1,2,... let P,(f)= ) c,(p)t? be
given by: a=1

cq(p)=%dq_1(p), q=1,...,p,
d_i(p)=0, dy0)=1, dy()=-1, d,(1)=2,
d.,(p+1)=4dq-1(p)—2dq(p)—dq(p—1)—p%[2dq—1(p)—dq(p)—d.,(p—1)],

q=0,....,p—1.
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Proposition 2.2. The collection {P,}>_, is a complete orthogonal set in H and
<Pp’ Pp> = —_1'

Proof. Let {0,}7=o be the Legendre polynomials on [—1,1] then Qo(t)=1,
0,()=t, and

0,+1()=2t0,(0) 0, ,(1)— [tQp(t) 0,-2(1)]

2
o) <Qp, Qp> 2= ot ol in the standard I? inner product on [ —1,1] (see [9]). We

now shift these polynomlals to I by Q(t)=0(2t —1) so now Q,(t)=1, Q,(t) =2t —1,
and

Qp1()=(=2)Q,(0) = Qp— (1) = 7 [2t=1)Q,(1) = @, —5(1)]

1
and <Q,,Q0,)1.= Gy in the standard I? inner product on I. By defining d (p)t*

from Q (1) = Z dq p)t? and collecting coefficients of equal powers of t generates the
q=0

t
recursive relations for the d (p)’s. Now let P (1) = j Q,—(s)ds. Itis clear that P, is in

H and (P, P,>=<Q,_1,Q,- )2 It follows that {P,}x- is orthogonal and the
norm relation follows. To show completeness we let Y, eH be such that (P, ¥,>
={Q,-1,Y/>12=0 for all p. By the completeness of the Legendre polynomials it
must be that Y¥/=0 in I* but then ¥,=0 in H.

Remark. Here are the first ten:
Ltt—t, 283-3t24¢t, St*—103 4612 —¢,
1485 —35t* + 303 —10t2 +¢,  42t°—126¢°+140t* — 703 + 1512 — ¢,
132t7 —462t° 4+ 630t> —420t* + 140> — 2112 + ¢,
429t —1716t7 +2772t%—2310t> +1050¢* —252¢% + 281> — ¢,
1430t° — 6435¢8 + 120127 — 12012t + 6930t° — 2310t* 4 420t — 361> + ¢t ,

4862110 —24310¢°+ 51480t — 60060t +42042t° — 18018¢>
+4620t* — 6603 +45t> —t.

2.2. A Basis for T,,OM. We now turn our attention to OM. Again we need to find a
basis for the tangent space. Recall that OM =G~ !(0), where G was defined in
Sect. 1.1. Our goal is to find a basis that may be expressed in terms of F and
derivatives of F. As a first step we compute the derivative of G. It will be convenient
to talk about block matrices building the (/4 nl+n+ m) x (k + nk) matrix repres-
enting DG. We will let F; denote the i component function of F, so there are [ such
functions. The hessian of F;, i.e. the symmetric matrix of second partial derivatives
of F; is denoted by HF;. Our block matrices will be as follows: DF(p)is [ x k, e; is
k x 1 HFe;is 1 xk and finally H;is [ x k and its i row is HF;e;. We now descrlbe
DG. It sphts into an upper (l+nl) x (k +nk) matrix and a lower (n+m) x (k + nk)
matrix. The upper matrix has n+ 1 blocks DF(p) along the diagonal. Underneath
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the leftmost DF(p) is H, and then H, so on and so forth until H,. All remaining
entries are zero. The lower matrix has all zeroes in the leftmost (n+m) x k block.
The remaining part splits into an upper n x nk block and a lower m x nk block. The
upper block has 2e along the diagonal starting with eT in the upper left-hand
corner and ending with e] in the lower right-hand corner and zeroes elsewhere.
Finally the lower matrix has e in the upper left-hand corner eT as its right-hand
neighbor. Underneath el is e] and underneath eT is a block of zeroes and then
follows (if possible) e]. This way of building e]’s diagonally continues until there is
no more room. The whole process (continuing going down) now starts all over
shifted k entries over to the right and now e will have e as its right neighbor and
so on and so forth. We illustrate the above with an example when n=3.

DF(p) 0 0 0
H, DFp © 0
H, 0 DFp) O

H, 0 0  DF(p)
DG(p)= 0 2eT 0 0
0 0 2T 0
0 0 0 2el
0 es el 0
0 el 0 el
0 0 el e;

The tangent spaces of OM are identified with linear subspaces of R* x R™,
Proposition 2.3. 4 basis for the tangent space of OM at w=(p,{ey, ...,e,}) is given
by:
{(elavl 150> vnl)a (62, Vy2, "'9vn2)5 '“s(em Ugns vves Unn)ﬁ
0,e,, —e,,0,...,0), (0,e5,0, —e,,0,...,0),...,(0,e,0, ...,0, —e,),
(0,0, ¢35, — 5,0, ..., 0), (0,0, 4,0, — 5,0, ...,0), ...,(0, ...,0,,, —e,_ 1)},

where the vectors v;;=a,;DF(p)"+...+a;;DF(p)" and x;=(ay;, . o y) is a

solution of the following linear equation Ax;;= — bij:
DF(p)DF(p)" DF,(p)DFy(p)" ... DF,(p)DF(p)"
_ [ DFA(p)DF,()" DF,(p)DF,(p)" ... DF,(p)DF(p)"
DF(p)DF,(p)" DF,p)DF,(p)" ... DF(p)DF(p)"
e/HF (e;
- el HF 5e;

u

e/ HF e;
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Proof. First note that since DF(p) is assumed onto it can be shown that A is
n(n+1)
2
(i.e. the dimension of OM) so the proof is complete if we can show linear
independence and tangency. To show linear independence we observe that the last
m vectors are orthogonal among each other and also orthogonal to each of the first
n vectors. Next note that the ¢;’s are linearly independent it follows that the first n
vectors are linearly independent and hence all n+ m vectors. To show tangency we
apply DG to each vector. We see that they are all annihilated so they are indeed in

the tangent space of OM.

invertible. Next counting the number vectors in the list we see that it equals

2.3. The Gradient of J*. Recall that given any smooth functional F: X—R on a
Hilbert manifold X, we define the gradient VF e TX by DF(p)v=<VF(p),v) for all
(p,v)e TX. Let VJXP)=(a, o, 0ts,). Here we write a=(a,, ..., a,) to indicate the
components with respect to the parallel frame along y. The gradient of J* satisfies
the following defining relation:

DIHP)o =<V IHP), vy = o, v, + oy v + %or - Vou
for all v=(v,,v;,v0s) in T(S x R™ x OM). The dot product used is the standard
Euclidean and the first inner product is given by the sum of the Sobolev inner
products in the factors a,, ..., a,. Now suppose y' =(Y,, ..., Y,) then the gradient
2 1
VJ4$) is given by oc,—L  re{2,...,n}, ocL=/1—F Y [Yt)dt and oy, =0.
r=21

When o, is expressed with respect to the orthogonal basis {P,} -, we write o for
the “Fourier” coefficients. They may be computed by

o =2p—1)[%(0Q,- 1(B)de.

2.4. The Main Result. We now take full advantage of the fact that our manifolds
are embedded in Euclidean space with its linear structure. Consider:

A:SxR*xOM—R*
given by A(P)=(y(1)—p)(9). The dependence of y(1) on J is given by Proposi-
tion 1.4. Next we consider:

A:SxR* xOM—R*

given by A()= <%y’(1)—e1>()‘1). Note that %y’(i)zil y{Def1) and the de-

pendence of the e;s on  is also given by Proposition 1.4. Now let {4 i}k, and
{4;}%_ | denote the k component functions of A4 and A. Using notation similar to
the above we write

VA,(JA’)=(ﬂa BrsBom) > vA )= ﬁ Bb :BOM)

so we drop the j’s for the time being We also write =(,, ..., f,), B=(B,, ..., B,) for
the components with respect to the parallel frame along y. Using the basis from
Proposition 2.3 we write Bou=Bors - B Pore=Boa - Bios™. Since the
basis is not orthonormal we also need the Euclidean dot products between the
different vectors in the basis. If (w,, ..., w, . ,,) denotes the basis, let ¢;;=w; - w; for i,

in {1,...,n+m} denote these products Note that most ¢;;’s are in fact zero and

¢;;=c;;. We will use the basis for these Sobolev spaces to write f,= Zl BEP,
=
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B.= Z BrP,. Let WPe TS withre {2, ...,n} be given by W?=(0, ..., P,, ...,0) with
P, m the (r—1)'* position out of the (n— 1) possible.

Theorem 2.4. (i) Given any X eT(SxR* x OM) the derivatives DA(P)X and

DA {PX can be found by solving an initial value problem for a system of ordinary
differential equations.

(ii) The gradients can be computed from the following derivatives (the j subscripts

are dropped on the right-hand sides of the equations):

DAL9)(WF,0,0)=p7, DAL9)(W?,0,0)=pz,
DAJ‘(y)(Oil’O):ﬁLa Dﬂj(p)(o’i’o):EL’

DA()OOw)= % Boucis  DAO.0w)='% Poucs.

(iii) The collection {V A, VA;}i_, span the normal space TQ" to the tangent space
TQ of the space of closed curves.
(iv) Projectionof any X € T(Sx R™ x OM) onto TQ is done as follows. By (iii) there

are some scalars A;and /T sothat X" =X — Z AV AL9) + Z vA {P) is tangent to Q.

Let X"*"=(X,, X, X 0 ) be the different factors of X", Use the embedding of OM
to write Xop=(Xp, X, ..., X, ). Determine the A, I by finding a solution of the
under-determined system

DAPX™=X,,
DA(p)X*"=X,, .

Proof. (i) Recall that A()=(y(1)—p)(P) and A($)= (i— Y(1)—e 1) () and Proposi-

tion 1.4 gives the initial value problem relating y and {ey,...,e,} to J. Note that
enters both into the equations as well as into the initial conditions. If we evaluate
the solutions of this initial value problem at t=1 then this creates a map

¥:SxR*xOM—-0OM
that may be differentiated to get a map
DY()): TSxR* x OM)-»TOM.

The point now is that if we can compute this derivative in arbitrary directions then
we can also compute the derivatives DA($) and DA(9). We postpone the details of
these computations to Sect. 3.2 (Step 11-12). But remark that it is possible to solve
the algebraic linear systems involved once and for all and this would then leave us
with an initial value problem.

(ii) By the above remarks and by using the bases in 2.1 and 2.2 we compute the
corresponding directional derivatives. The defining relations for the gradients then
gives the expressions in the theorem. The only remaining issue is to determine the
Bor'sforie{1,...,n+m}. We observe that the above gives n+m linear equations.
This system has a unique solution because the matrix with entries consisting of the
dot products of the w;’s is indeed invertible.

(iii) Suppose there is some X € TQ* such that VALD), X > = VA A9, X>=0 for
all j=1,...,k. We want to show that X=0. Flrst observe that DA{$)X
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= D/Tj(jz)X =0forj=1,...,k. It follows that DA($)X = DA($)X =0. The transver-
sality of @ (see the beginning of Sect. 1.4) implies (see [10]) that TQ* and TA* have
the same dimension. It also follows that

DO(TQY)+ TA=T(SM x SM)
so if ve TQ*' satisfies D®(P)ve T4 then it must be that v=0. Since
DA($)X =D(y(1)—p) ()X =Dy(1)X — Dp(9)X =0

and
. 1 1
DA(9)=D (Lv’(1)—el> (y‘)X=DEV’(1)(ﬁ)X—Del()7)X=0

we see that DP(P)X is of the form (x,x). This means that D@P($)X € T4 and
therefore X =0.

(iv) Recall that the space of indicatrices corresponding to closed curves is given by
Q=& !(A), where A is the diagonal in SM x SM. If a vector is tangent to € then its
image under D@ will be tangent to 4. Since such vectors are of the form (x, x) the
definition of ® when compared with the definitions of 4 and A yields the statement
(iv) in the theorem.

Remark. In [4] the gradients are computed explicitly in the case of planar curves.
For curves in arbitrary manifolds these gradients may not be computed explicitly
(in fact already in the standard sphere S* things are sufficiently complicated). The
main reason for this is how the geometry enters in to the functionals, in our case via
parallel translation along the curve. The point with Theorem 2.4 is that
nevertheless it is possible to get expressions for the gradients provided certain
derivatives are computed. In the next section we will show how the computation of
these derivatives is reduced to solving initial value problems for certain ordinary
differential equations.

3. The Curve-Straightening Algorithm

3.1. Initializing. We will list the main steps needed and we begin with:
1. Use Proposition 2.2 to generate the Legendre polynomials {Q,}°_, and also
the complete set {P,};- ;.

This basis will be instrumental in computing the various gradients because we
will in effect compute the “Fourier” coefficients with respect to the basis. This is a
major difference from what was done in [3] and [4] where the duBois-Reymonds
lemma was the principal tool in determining the gradients. Superscript p is used for
the components with respect to P,,.

We will assume that F: R*— R together with its partial derivatives are given
(there is no need for more than third partials in what follows). An initial curve
y:[a,b]—>M =F~1(0) is also assumed given. Since the flow will take place on the
space of indicatrices rather than on the space of curves the indicatrix correspond-
ing to y must be computed.

2. Compute the length L of y

b
L={ Iy (wdu.
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Next we need to parametrize proportional to arclength. Recall that the
indicatrices are defined on I=[0, 1] so we need a reparametrizing 1 —1 map ¢:1
—[a,b] so that |[y'(6(t))|=L for all tel.

3. Find ¢ by solving the initial value problem:

a(t)= d(0)=a.

_L
MGL) .
In order to find the indicatrix we proceed as in Sect. 1.2 to generate an
orthonormal basis {e, ...,e,} of the tangent space of M at y(a).
4. Use projections as in Proposition 1.1 and Gram-Schmidt to find {e,,...,e,}.
Next we need the corresponding parallel frames along y:
5. Use Proposition 1.3 to get the parallel frames {e (%), ..., e,(1)}, 1.¢. {e(?), ..., e,(1)}
is an orthonormal basis for the tangent space of M at y(a(t)).
Let §=(y, L, w) denote the initial indicatrix so that w=(y(a), {ey, ..., e,}). Let

y(t)=(y1(t)a (] yn(t)) .

6. The initial components are given by

(t)—”(t) et), i=1,..n.

3.2. Steps Needed to Compute the Gradients. The flow in the direction of steepest
descent of J* will require repeated computations of the various gradients and
therefore the subsequent steps starting with Step 7 will be part of an iteration.
Recall that we use another set of parallel orthonormal frames along y, and with
respect to this frame, tangent vectors to the space of indicatrices will have n—1
components. Note that at this stage we need to know y at arbitrary points so
{P,}>_ is used here.
7. Adapt Proposition 1.3 to the case "~ ! to compute the parallel frame { f5, ..., f,}
along y and we will use a subscript r to denote the components with respect to these
frames.

To compute the gradient of J* we need:
8. Express y' with respect to {f,, ..., f,} and we get y'(t)=(Y,(t), ..., Y,(t)) so

Y(t)=y'@)-f(t) for r=2,..,n
1
9. Let ¥Y?=(2p—1) | Y;(t)Q,- 1 (t)dt then these are the coefficients of ¥, with respect
0

to {Plr=y. '
With notation as in Sect. 2.3 we have:

2 1
10. The gradient VJ9) is given by o? =ZY,P, op=A— _4 Y,2(¢)dt, and

IIM=

oom =0.

We now get to the heart of the algorithm. The following steps will show how the
remaining gradients are computed.
11. Use Proposition 1.4 to compute y(¢) and {e,(?), ..., e,(t)}. This step is of course
redundant the first time around.

Note that Proposition 1.4 for each te gives a map from S x R* x OM into
R* x R™, but its values are always in OM as a submanifold of R¥ x R™. It follows
that a variation of the indicatrix y creates a variational vector field along a curve in
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OM. The components of this vector field may be given either with respect to the
basis of OM or with respect to the basis of R* x R™. In the latter case we denote the

0y Oe,
components by aw and — T % for h=1,...,n. Write v,=(v,,, ..., v, ) using the frames
along y and

V=0 Wi+ oo 0o yWoim = (U Vg5 -5 V)

Oyn
for the factors in R¥ x R™. Let 0— " =(v,, fat ...y, f)) by for h=1,...,n; here

{by,...,b,} is the standard basis in R". The variational vector fields are solutions of
the following initial value problem:

3 na+L 3 ( b o,(0)+ 1il0) ae")

%y z (% orow +suomr o0 2 ).

The initial conditions are given by g—z)(O)zvp and %(O)=veh forall h=1,...,n

. 0oty . . . . .
The functions a—‘:’ are determined by differentiating the solutions of the linear
system in Proposition 1.3 with respect to the variational parameter w, and then

evaluate at zero. The equation looks as follows:

T DF,(40), DF 000> + ..+ 5 CDE{0). DF 0))

(5 HFj(y(r»v'(t)>
- << HE\(4(0) 2. DF (y(r»> ; < DF\(0), HF,(y(t»a—y» _
- (< HE4(0) o, DF f3() > <DF,<y(t» HEfo(0) 2 >)

- <eh, DHF,@(r»{ , } FHE(0) 2 )>

Note that at this stage there is a need to know the third partial derivatives of j'™

component function F;. They show up in the map DHF (y(t)) which appears as
follows. The map HF; 1s a map from R* into L(R¥; R*) the space of linear maps on
R*.Tts derivative DHF;is hence a map from R¥into L(R*; L(R*; R¥)), using the same
notation. If follows that DHF {3(?) is a linear map from R* into L(R*;R¥) and

DHF j(y(1))y'(t) is a linear map from R* to R¥, and we write DHF (y(1)) {y (1), w} for

’

. 0
this map’s value at % Note also that 61} (¢t) in the last term in the previous

equation should be replaced by

43 h§1 yr(tex(t) + Z": <_ ex(t)+ yi(t) “*)
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12. By evaluating solutions of the above system at t=1 we compute all the
derivatives needed in Theorem 2.4 (ii).

13. Use the derivatives in Step 12 and Theorem 2.4 (ii) to determine the gradients
VA;and V4,

14. Project VJX($) onto the tangent space of indicatrices representing closed
curves by finding the tangential part from solving the linear algebraic system in
Theorem 2.4 (iv).

We are now in a position to flow. As an example the simplest possibility would
be to take a short step in the negative direction of the projected gradient. This
would give us an approximate new indicatrix  and we would then proceed with
Step 7 as before. To be precise let §, be the previous indicatrix and let the
approximate new indicatrix be denoted by J,. Suppose the projected gradient is
(vy, 01, ), then its components are given by v,=(v,,, ...,v, ), where each of these
components are computed from the Hilbert space basis components in the
standard way. An approximate flow in the negative direction is now given by:

}’h;_yo=_(vy2f2+...+vy,,ﬁ,)a
L,—L

hh LN
wh;wo =—OWi+ .. F Vs Whim)-

This approximate flow will give a new y, that is a function that is not quite in $" !
and also an w that is not quite in OM. A possible alternative would be to flow a
distance h along geodesics in $"~! and OM instead of along lines in the tangent
spaces. We leave problems such as these (they really belong to the field of
numerical analysis) as sources for future investigations.

4. The Second Variation Along Geodesics

4.1. Background. This last section will initiate a study of the stability of the closed
geodesics under the total squared curvature flow. We will give some partial results
but there are many open questions still to be answered. Recall that the flow is
known to satisfy the Palais-Smale condition only when the parameter A is greater
than zero. On the other hand if A=0 then all closed geodesics are global minima
but in this case it is not known if all the trajectories of the negative gradient flow
converges to critical points.

On §?, the standard two-sphere of constant Gaussian curvature G, it is known

8G
(see [3]) that if 0L A< - then all non-geodesic critical points are unstable (i.e.

they are not local minima). Moreover the second variation formula is positive
. . . L2n—1_ 4 o
semi-definite at the n-fold great circle if and only if —— = G We will discuss the
n

second variation formula evaluated at closed geodesics in two-dimensional
manifolds of arbitrary Gaussian curvature. This formula remarkably turns out to
be identical to the second variation formula in the constant Gaussian curvature
case when it is evaluated along a closed geodesic.
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4.2. The Second Variation Formula along Geodesics in Two-Dimensional Manifolds.
We will not go into the lengthy details of the derivation of the second variation
formula. The main reference is [8] Lemma 1.1 and Formula 1.4 and its proof. We
work on the level of curves rather than on the level of indicatrices. Consider a
variation
P=rw=1W, 1) (=& e) xI->M
of closed curves such that y,=7(0, t) is a closed geodesic and M is two-dimensional.
With
FA(y,)= | k*+Ads
Tw

. 07, .
and variational vector field W(w, t)= L(w, t) along y,,. The tangential part of the

variation will not show up in the second variation formula so we write W= ¢N,
where N is the unit normal to the curve. With ¢ denoting the derivative we have:

d
dw

here G is the Gaussian curvature along the curve. Note that surprisingly this is
exactly the same as Formula 1.4 in [8] when the geodesic curvature k equals zero.
To see why this is the case we list the differences in the proof,

W(k), = same as before +2¢G+ ¢G .

This difference propagates through the computation until the end where an
integration by parts cancels the two new terms because for closed curves:

[¢2Gds= —[2ppGds.

ZF*(VW )= 0—12¢2 (4G —2)§> +G(2G— 2)p?ds;

To see how the length L of the curve enters into the formula an alternative formula
is:

& F* 20 G— 29> +1*G2G—2)¢p*d

P Omo= [ (46— 1+ PGRG— .

4.3. Some Consequences of the Second Variation Formula. If we consider a surface
of revolution then a circular closed geodesic will have constant Gaussian curvature
along itself. In fact if (x(u), y(u)) is revolved about the x-axis then if we again let y, x
denote the derivatives it must be that y=0 at such a geodesic. It follows that

.

X2

along such a geodesic. Suppose first of all that 1=0, then after integration by parts
we may write:

G=—

 _, _ 2
I — F°(y,) f< +LG¢>

Moreover this is zero only if the curvature and the length are related by I[*G
=(2nn)? for some integer n. Since L= p2ny for some positive integer p it follows
that
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Hence the second variation is positive definite generically for positive Gaussian
curvature and always for negative Gaussian curvature at the circular geodesics on
a surface of revolution. It follows for instance that on a non-spherical ellipsoid of
revolution the second variation is positive definite along any p-fold circular

. . . . n .
geodesic provided the ratio of the two axes is not ; for any integer n. Hence for

sufficiently small positive A it will remain positive definite. By perturbing the
ellipsoid of revolution we may also find ellipsoids so that the second variation is
positive definite along the shortest as well as the longest simple closed geodesic.

In conclusion we remark that it is exactly the facts sampled above that make
curve-straightening a competitive alternative to other flows used to find closed
geodesics. For instance both the length and the energy functional tend to flow
curves away from the closed geodesics on ellipsoids.
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