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#### Abstract

A twisted version of four dimensional supersymmetric gauge theory is formulated. The model, which refines a nonrelativistic treatment by Atiyah, appears to underlie many recent developments in topology of low dimensional manifolds; the Donaldson polynomial invariants of four manifolds and the Floer groups of three manifolds appear naturally. The model may also be interesting from a physical viewpoint; it is in a sense a generally covariant quantum field theory, albeit one in which general covariance is unbroken, there are no gravitons, and the only excitations are topological.


## 1. Introduction

One of the dramatic developments in mathematics in recent years has been the program initiated by Donaldson of studying the topology of low dimensional manifolds via nonlinear classical field theory [1,2]. Donaldson's work uses heavily the self-dual Yang-Mills equations, which were first introduced by physicists [3], and depends on some important results originally obtained by mathematical physicists, e.g. Taubes' theorem on existence of instantons on certain smooth four manifolds [4] (as well as hard analysis of instanton moduli spaces [5]). Thus there have been many conjectures that Donaldson's work may be related to physical ideas in an intimate way. However, such a relation has not been apparent in Donaldson's detailed constructions.

This picture has changed considerably because of the work of Floer on three manifolds [6]. Floer's work involves tunneling amplitudes in $3+1$ dimensions, and has been interpreted by Atiyah [7] in terms of a modified version of supersymmetric quantum gauge theory. (Floer theory has also been reviewed in [8].) In this viewpoint, Floer theory can be seen as a generalization to infinite dimensional function space of the supersymmetric approach to Morse theory [9].

[^0]The Floer homology groups are then the ground states of a certain Hamiltonian $H$ which is closely related to physical quantum field theories. The Hamiltonian $H$, which will be described later, contains anticommuting fields of integer spin. Since $H$ also acts in a Hilbert space of positive metric, the spin-statistics theorem implies that the theory must not be Lorentz invariant. It is easy to see that this is so (the anticommuting fields do not form Lorentz multiplets, and there are no anticommuting gauge invariances).

Purely from the point of view of Floer theory, which is a theory of three manifolds, a non-relativistic description is adequate. But one of the most beautiful features of Floer theory is its connection with Donaldson's theory of four manifolds. The Donaldson polynomial invariants of four manifolds were originally defined for a four manifold $M$ without boundary. It has turned out that to generalize Donaldson's original definitions to the case in which $M$ has a nonempty boundary $B$, one must define relative Donaldson invariants of $M$ that take values in the Floer groups of $B$. This connection between the Floer and Donaldson theories has led Atiyah to conjecture that the "Morse theory" interpretation of Floer homology must be an approximation to a relativistic quantum field theory. That conjecture was the motivation for the present work. We will find a relativistic formulation which turns out to require a not entirely trivial generalization of the nonrelativistic treatment in [7]. This generalization is described in Sect. 2. In Sects. 3 and 4, we describe from this point of view the origin of the Donaldson polynomials and their connection with Floer theory. In Sect. 5, some explicit formulas are worked out. Finally, in Sect. 6, we will discuss the possible physical interpretation of this work.

There are many results on instantons in the physical and mathematical literature which are important background for the present work. Instantons were used to solve the " $U(1)$ problem" by "t Hooft [10] and were interpreted in terms of tunneling in [11, 12]. The formal theory of deformations of instantons, relevant in Sect. 3 and later, was developed in [13]. In addition, many remarkable properties of instantons in supersymmetric gauge theories have been uncovered in the physics literature. In particular, the ideas of $[14,15]$ may well be important for future developments in Floer and Donaldson theory, perhaps connected with the role of the reducible connections. Our treatment of Donaldson polynomials in Sect. 3 has a close formal similarity with the arguments given in [16] to determine certain correlation functions in strongly coupled supersymmetric gauge theories. Finally, it should be noted that many arguments in Sect. 3 and later will be quite recognizable to string theorists. This analogy is in fact tantalizing and is further pursued in Sect. 6. Introductions to the relevant string theory are [17-19].

## 2. Construction of the Lagrangian

Let us first recall the description of Floer theory in a non-relativistic quantum field theory [7]. One begins with gauge fields $A_{i}^{a}(x)$ on a three manifold $Y$. Here $i=1 \ldots 3$ labels the components of a tangent vector to $M, a$ runs over the generators of a gauge group $G$, and $x$ labels a point in $Y$. $Y$ is endowed with a metric tensor $g_{i j}$. We
wish to consider differential forms on the space $\mathscr{A}$ of all gauge connections on $Y$. ${ }^{1}$ A basis for the one forms would be the $\delta A_{i}^{a}(x) .{ }^{2}$ The $\delta A_{i}^{a}(x)$ can be regarded as operators on the differential forms on $\mathscr{A}$ [if $\omega$ is a differential form on $\mathscr{A}$, then $\delta A_{i}^{a}(x)$ acts on $\omega$ by $\left.\omega \rightarrow \delta A_{i}^{a}(x) \wedge \omega\right]$. Regarded thus as operators on differential forms, the $\delta A_{i}^{a}(x)$ anticommute, $\left\{\delta A_{i}^{a}(x), \delta A_{j}^{b}(y)\right\}=0$. They thus correspond to second quantized fermi fields. Following physical terminology, we will denote the $\delta A_{i}^{a}(x)$ as $\psi_{i}^{a}(x)$.

The exterior derivative on $\mathscr{A}$ is

$$
\begin{equation*}
d=\int d^{3} x \psi_{i}^{a}(x) \frac{\delta}{\delta A_{i}^{a}(x)} \tag{2.1}
\end{equation*}
$$

Its adjoint is

$$
\begin{equation*}
d^{*}=-\int d^{3} x \chi_{i}^{a}(x) \frac{\delta}{\delta A_{i}^{a}(x)} \tag{2.2}
\end{equation*}
$$

where the $\chi_{i}^{a}(x)$ [vector fields on $\mathscr{A}$ dual to the $\left.\psi_{i}^{a}(x)\right]$ obey $\left\{\chi_{i}^{a}(x), \chi_{j}^{b}(y)\right\}=0$, $\left\{\chi_{i}^{a}(x), \psi_{j}^{b}(y)\right\}=g_{i j} j^{a b} \delta^{3}(x-y)$. One then considers the Chern-Simons functional $W=\frac{1}{2} \int_{Y} \operatorname{Tr}\left(A \wedge d A+\frac{2}{3} A \wedge A \wedge A\right)$ as a Morse function on $Y$. Thus, as in finite dimensions [9], one introduces a real number $t$ and defines $d_{t}=e^{-t W} d e^{t W}$, $d_{t}^{*}=e^{t W} d^{*} e^{-t W}$ to be the "supersymmetry charges." They obey

$$
\begin{equation*}
d_{t}^{2}=0, \quad d_{t}^{* 2}=0, \quad d_{t} d_{t}^{*}+d_{t}^{*} d_{t}=2 H \tag{2.3}
\end{equation*}
$$

where $H$, defined by the last equation, is the Hamiltonian of the nonrelativistic theory. Explicitly,

$$
\begin{equation*}
H=\int d^{3} x\left[\frac{1}{2} \sum_{i, a}\left(-i \frac{\delta}{\delta A_{i}^{a}(x)}\right)^{2}+\frac{t^{2}}{2} \operatorname{Tr} B_{i} B^{i}+t \cdot \varepsilon_{i j k} \operatorname{Tr} \psi^{i} D^{j} \chi^{k}\right] \tag{2.4}
\end{equation*}
$$

with $B_{i}=\frac{1}{2} \varepsilon_{i j k} F^{j k}, F_{i j}=\partial_{i} A_{j}-\partial_{j} A_{i}+\left[A_{i}, A_{j}\right] .{ }^{3}$ In the first two terms of (2.4), we recognize the Hamiltonian of conventional (Lorentz-invariant) bosonic YangMills theory. The last term is a Lorentz non-invariant coupling to fermions. (The fermions have spin one, impossible if the coupling were Lorentz invariant.) As described in [7], the ground states of (2.4) are the (rational) Floer groups of $Y$. These groups are graded by an additive quantum number which we will call $U$, with $U=1$ for $\psi$ and $U=-1$ for $\chi$. (In finite dimensions, $U$ would correspond to

[^1]the grading of the de Rham complex by dimension.) Because of instantons, $U$ is only conserved modulo a constant; for $S U(2)$, the constant is 8 .

### 2.1. Relativistic Generalization

In trying to find a relativistic version of this picture, our first problem is to decide what the supersymmetry algebra will be. In (2.3), there appears the generator $H$ of time translations. There is a natural notion of time translations as long as we work on $Y \times R^{1}$ ( $Y$ is "space" and $R^{1}$ is "time"). However, the Donaldson theory applies to a general (compact, smooth) four manifold. On a general four manifold, there is no natural notion of "time translations," so one must work with a smaller supersymmetry algebra in which $H$ does not appear. This means that we cannot keep both $d_{t}$ and $d_{t}^{*}$ in the intrinsic, four dimensional, theory. We must keep just one supersymmetry generator, say $d_{t}$, which we will call $Q$; it will obey simply $Q^{2}=0$. [We will see how to retrieve the algebra (2.3) if one specializes to a four manifold $Y \times R^{1}$.] Obeying $Q^{2}=0, Q$ will be rather similar to a BRST charge, and we will suppose that it plays a BRST-like role of identifying physical states; physical states $\psi$ will be states obeying $Q \psi=0$, modulo those of the form $\psi=Q \lambda .{ }^{4}$ It will turn out that the physical states in that sense are just the Floer groups. In this way, the negative norm states that one might have expected in a Lorentz invariant theory with anticommuting fields of integer spin will disappear. ${ }^{5}$ Despite this BRST-like role of the supercharge $Q$, I have no idea how to obtain the "BRST" invariant Lagrangian considered below by gauge fixing of a gauge invariant Lagrangian. It will be argued in Sect. 6 that such a Lagrangian would have to be a generally covariant one of a new type.

Trying to extend (2.4) to a Lorentz invariant theory, the next problem is to put the fields $A_{i}^{a}, \psi_{i}^{a}, \chi_{i}^{a}$ into Lorentz multiplets. Clearly, the gauge field $A_{i}^{a}$ is in a four dimensional picture part of a (Lie algebra valued) one form $A_{\alpha}^{a}, \alpha=1 \ldots 4$. (Tangent indices to a four manifold $M$ will be denoted $\alpha, \beta, \gamma$.) As for $\psi$ and $\chi$, we will take these to be a one form $\psi_{\alpha}^{a}$ and a self-dual two form $\chi_{\alpha \beta}^{a}$ (thus $\chi_{\alpha \beta}^{a}=-\chi_{\beta \alpha}^{a}=\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} \chi^{\nu \delta a}$ ). Also, we will supplement these with a zero form $\eta^{a}$ of $U=-1$. The rationale behind these choices is that the $\left(\eta, \psi_{\alpha}, \chi_{\alpha \beta}\right)$ multiplet is known to play a role in four dimensional instanton moduli problems analogous to the role of $\left(\psi_{i}, \chi_{i}\right)$ in Floer theory. ${ }^{6}$

Let us try to make a supersymmetric theory from these fields. The only reasonable (scale invariant and $U$ conserving) Lagrangian that we can write is

$$
\begin{equation*}
\mathscr{L}=\int_{M} d x \operatorname{Tr}\left[\frac{1}{4} F_{\alpha \beta} F^{\alpha \beta}-i \eta D_{\alpha} \psi^{\alpha}+i\left(D_{\alpha} \psi_{\beta}\right) \chi^{\alpha \beta}\right] . \tag{2.5}
\end{equation*}
$$

As for the supersymmetry transformation laws, the only reasonable try is

$$
\begin{equation*}
\delta A_{\alpha}=i \varepsilon \psi_{\alpha}, \quad \delta \eta=0, \quad \delta \psi_{\alpha}=0, \quad \delta \chi_{\alpha \beta}=\varepsilon\left(F_{\alpha \beta}+\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} F^{\gamma \delta}\right) \tag{2.6}
\end{equation*}
$$

with $\varepsilon$ a constant anticommuting parameter.

[^2]One quickly sees that (2.5) is invariant under (2.6) if the gauge group is abelian, but in the non-abelian case there is an uncancelled term of the form $\varepsilon \operatorname{Tr} \eta\left[\psi_{\alpha}, \psi^{\alpha}\right]$. There is no way to avoid this except by adding more fields. Heuristically, we should expect to have to add more bosons, because we have added new fermions ( $\eta$ and $\psi_{0}$ ) to the supersymmetric non-relativistic theory. (The addition of $A_{0}$ to the nonrelativistic theory goes in the wrong direction, because it implies a constraint, rather than being a physical propagating field.) To guess what new fields are required, one may note that the propagating modes of $A_{\alpha}$ have helicities $(1,-1)$, while the propagating modes of $(\eta, \psi, \chi)$ have helicities $(1,-1,0,0)$. Since the supersymmetry parameter $\varepsilon$ is to carry no spin, supersymmetry will require that the propagating modes of commuting and anticommuting fields should have the same helicities. Thus, we need two helicity zero commuting modes, and to accommodate them we introduce two new spinless fields $\phi$ and $\lambda$ (in the adjoint representation of the gauge group).

A little experimentation leads to the Lagrangian

$$
\begin{align*}
\mathscr{L}_{0}= & \int_{M} d^{4} x \operatorname{Tr}\left[\frac{1}{4} F_{\alpha \beta} F^{\alpha \beta}+\frac{1}{2} \phi D_{\alpha} D^{\alpha} \lambda-i \eta D_{\alpha} \psi^{\alpha}+i D_{\alpha} \psi_{\beta} \cdot \chi^{\alpha \beta}\right. \\
& \left.-\frac{i}{8} \phi\left[\chi_{\alpha \beta}, \chi^{\alpha \beta}\right]-\frac{i}{2} \lambda\left[\psi_{\alpha}, \psi^{\alpha}\right]\right] . \tag{2.7}
\end{align*}
$$

This Lagrangian is invariant under the fermionic symmetry

$$
\begin{gather*}
\delta A_{\alpha}=i \varepsilon \psi_{\alpha}, \quad \delta \phi=0, \quad \delta \lambda=2 i \varepsilon \eta, \quad \delta \eta=\frac{1}{2} \varepsilon[\phi, \lambda], \\
\delta \psi_{\alpha}=-\varepsilon D_{\alpha} \phi, \quad \delta \chi_{\alpha \beta}=\varepsilon\left(F_{\alpha \beta}+\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} F^{\gamma \delta}\right) \tag{2.8}
\end{gather*}
$$

This action is also invariant under global scaling if the scaling dimensions of $(A, \phi, \lambda, \eta, \psi, \chi)$ are $(1,0,2,2,1,2)$, and preserves the additive $U$ symmetry if the $U$ assignments are $(0,2,-2,-2,-1,1,-1)$.

Let us now work out the algebra obeyed by the fermionic symmetry. Let $\delta_{\varepsilon}(\Phi)$ denote the variation of any field $\Phi$ under (2.8). Let $T_{\sigma}(\Phi)$ denote the variation of $\Phi$ in a gauge transformation generated by an infinitesimal parameter $\sigma$ (the gauge field $A_{\alpha}$ transforms as $T_{\sigma}\left(A_{\alpha}\right)=-D_{\alpha} \sigma$, and charged fields $\Phi$ transform as $\left.T_{\sigma}(\Phi)=[\sigma, \Phi]\right)$. Then one can verify that for all $\Phi$,

$$
\begin{equation*}
\left(\delta_{\varepsilon} \delta_{\varepsilon^{\prime}}-\delta_{\varepsilon^{\prime}} \delta_{\varepsilon}\right)(\Phi)=T_{\varrho}(\Phi), \tag{2.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\varrho^{a}=-2 i \varepsilon \varepsilon^{\prime} \cdot \phi^{a} . \tag{2.10}
\end{equation*}
$$

So the commutator of two supersymmetry transformations is a gauge transformation with infinitesimal parameter $\varrho^{a}$. In verifying (2.9) for $\Phi=A, \phi, \lambda, \eta, \psi$, one need not use the equations of motion, but for $\Phi=\chi$ the equations of motion must be used.

The Lagrangian (2.7) is not quite uniquely determined by its symmetries. The reason for this is as follows. Let us define a linear transformation $\{Q$,$\} of the space$ of all functionals of the field variables as follows. $\{Q$,$\} is defined by saying that for$ any functional $\mathcal{O}$, the variation $\delta \mathcal{O}$ of $\mathcal{O}$ under the fermionic symmetry (2.8) is

$$
\begin{equation*}
\delta \mathcal{O}=-i \varepsilon \cdot\{Q, \mathcal{O}\} . \tag{2.11}
\end{equation*}
$$

[Here $\{Q, V\}$ is simply a linear transformation on a suitable space of functionals of $A, \phi, \lambda, \eta, \psi, \chi$. The rationale for writing this transformation as $\{Q, \mathcal{O}\}$ and not merely as $Q(\mathcal{O})$ is simply that in the Hamiltonian framework, this transformation really corresponds to the graded commutator of $\mathcal{O}$ with the supercharge $Q$ defined later.] Insofar as it is true that $Q^{2}=0,\{Q, \mathcal{O}\}$ is $Q$ invariant and can be added to the Lagrangian without spoiling the fermionic symmetry. Actually, since the proof that $Q^{2}=0$ uses the $\chi$ equation of motion, we are only entitled to add $\{Q, \mathcal{O}\}$ to the Lagrangian if $\chi$ does not appear in $\mathcal{O}$. Also, since $Q^{2}$ is only zero up to a gauge transformation, we must pick $\mathcal{O}$ to be gauge invariant. In practice, there is one choice of $\mathcal{O}$ that respects all the symmetries, namely $\mathcal{O}=\frac{1}{4} \operatorname{Tr}([\phi, \lambda] \eta)$. This gives us the possibility to add to the Lagrangian a new term

$$
\begin{equation*}
\mathscr{L}_{1}=s \int d^{4} x\{Q, \mathcal{O}\}=s \int d^{4} x \operatorname{Tr}\left[\frac{i}{2} \phi[\eta, \eta]+\frac{1}{8}[\phi, \lambda]^{2}\right] \tag{2.12}
\end{equation*}
$$

with $s$ an arbitrary parameter. Some of our later considerations will be simplified if we add (2.12) with $s=-1$, and thus the Lagrangian we actually use for many purposes will be

$$
\begin{align*}
\mathscr{L}= & \int_{M} d^{4} x \sqrt{g} \operatorname{Tr}\left[\frac{1}{4} F_{\alpha \beta} F^{\alpha \beta}+\frac{1}{2} \phi D_{\alpha} D^{\alpha} \lambda-i \eta D_{\alpha} \psi^{\alpha}+i D_{\alpha} \psi_{\beta} \cdot \chi^{\alpha \beta}\right. \\
& \left.-\frac{i}{8} \phi\left[\chi_{\alpha \beta}, \chi^{\alpha \beta}\right]-\frac{i}{2} \lambda\left[\psi_{\alpha}, \psi^{\alpha}\right]-\frac{i}{2} \phi[\eta, \eta]-\frac{1}{8}[\phi, \lambda]^{2}\right] . \tag{2.13}
\end{align*}
$$

The following remarks (though not strictly necessary for understanding this paper) may be helpful for readers acquainted with conventional supersymmetric gauge theories. The above construction of a four dimensional supersymmetric Lagrangian, starting with the non-relativistic version, adding fields, and adjusting couplings, undoubtedly seems rather ad hoc. There is, however, a simple way to relate the output Lagrangian (2.13) to standard physical constructions. [The argument will explain the form of the Lagrangian (2.13), but does not quite explain why it is supersymmetric on an arbitrary four manifold.] Consider the usual $N=2$ supersymmetric gauge theory in flat Euclidean space $R^{4}$. The rotation group of $R^{4}$ is $S U(2)_{L} \times S U(2)_{R}$. The $N=2$ Lagrangian has a global internal symmetry which we will denote as $S U(2)_{I} \times U(1)_{U}$. Under $S U(2)_{L} \times S U(2)_{R} \times S U(2)_{I} \times U(1)_{U}$, the fields of $N=2$ supersymmetric Yang-Mills theory transform as follows. The gauge fields are

$$
\begin{equation*}
(1 / 2,1 / 2,0)^{0} \tag{2.14}
\end{equation*}
$$

the spinless bosons are

$$
\begin{equation*}
(0,0,0)^{2} \oplus(0,0,0)^{-2} \tag{2.15}
\end{equation*}
$$

and the fermions are

$$
\begin{equation*}
(1 / 2,0,1 / 2)^{1} \oplus(0,1 / 2,1 / 2)^{-1} \tag{2.16}
\end{equation*}
$$

[Here the three numbers in parenthesis denote $S U(2)_{L} \times S U(2)_{R} \times S U(2)_{I}$ representations, and the superscript is the $U(1)$ charge.] Suppose now that while
remaining in flat four dimensional Euclidean space, we consider an exotic action of the four dimensional rotation group, replacing $S U(2)_{L} \times S U(2)_{R}$ by $S U(2)_{L} \times S U(2)_{R}^{\prime}$, where $S U(2)_{R}^{\prime}$ is the diagonal sum of $S U(2)_{R}$ and $S U(2)_{I}$. It is easy to see that under $S U(2)_{L} \times S U(2)_{R}^{\prime} \times U(1)$, the bosons transform as

$$
\begin{equation*}
(1 / 2,1 / 2)^{0} \oplus(0,0)^{2} \oplus(0,0)^{-2} \tag{2.17}
\end{equation*}
$$

and the fermions as

$$
\begin{equation*}
(1 / 2,1 / 2)^{1} \oplus(0,1)^{-1} \oplus(0,0)^{-1} \tag{2.18}
\end{equation*}
$$

These are precisely the fields appearing in (2.13). The fermions $\psi_{\alpha}, \chi_{\alpha \beta}$, and $\eta$ transform as $\left(\frac{1}{2}, \frac{1}{2}\right)^{1},(0,1)^{-1}$, and $(0,0)^{-1}$, respectively, while the bosons $A_{\alpha}, \phi$, and $\lambda$ transform as $\left(\frac{1}{2}, \frac{1}{2}\right)^{0},(0,0)^{2}$, and $(0,0)^{-2}$. As long as the four manifold $M$ is flat Euclidean space, the Lagrangian (2.13) is simply the standard $N=2$ Lagrangian with an exotic action of the rotation group.

The global supersymmetries of the standard $N=2$ model transform under $S U(2)_{L} \times S U(2)_{R} \times S U(2)_{I} \times U(1)_{U}$ as $\left(\frac{1}{2}, 0, \frac{1}{2}\right)^{-1} \oplus\left(0, \frac{1}{2}, \frac{1}{2}\right)^{+1}$. So they transform under $S U(2)_{l} \otimes S U(2)_{R}$ as $\left(\frac{1}{2}, \frac{1}{2}\right)^{-1} \oplus(0,1)^{1} \oplus(0,0)^{1}$. The Lorentz singlet supercharge that we have considered is simply the $(0,0)^{1}$ component.

Thus, from this standpoint, it is obvious that (2.13) is supersymmetric if $M$ is $R^{4}$ with flat metric. It is crucial and less obvious that (2.13) is supersymmetric for $M$ an arbitrary orientable Riemannian four manifold. In verifying supersymmetry, one sometimes meets commutators of covariant derivatives, and the Riemann tensor might appear. However, in verifying supersymmetry of (2.13), there is only one point at which one meets the commutator of covariant derivatives. This is in computing $\delta\left(\operatorname{Tr}\left(D_{\alpha} \psi_{\beta} \cdot \chi^{\alpha \beta}\right)\right)=\frac{1}{2} \varepsilon \operatorname{Tr}\left(\left[D_{\alpha}, D_{\beta}\right] \phi \cdot \chi^{\alpha \beta}\right)$. Since the commutator of covariant derivatives is here acting on the spin zero field $\phi$, the Riemann tensor does not appear, and all is well. I do not know whether twisted versions of other $N \geqq 2$ supersymmetric field theories will similarly be supersymmetric on a general four manifold.

### 2.2. Some Useful Formulas

We conclude this section by working out certain formulas that will be useful in later sections of this paper. First, we would like the formula for the supersymmetry current which, according to Noether's theorem, generates the fermionic symmetry (2.8). The recipe for finding the supersymmetry current is standard. One considers a transformation of the form (2.8) with $\varepsilon$ an anticommuting parameter that is not necessarily constant. Since the variation of the Lagrangian would be zero if $\varepsilon$ is constant, it must be proportional to the derivative of $\varepsilon$, and so has the general form

$$
\begin{equation*}
\delta \mathscr{L}=\int_{M} \partial_{\alpha} \varepsilon \cdot J^{\alpha} \tag{2.19}
\end{equation*}
$$

for some $J^{\alpha}$. In the case at hand one computes

$$
\begin{equation*}
J^{\alpha}=\operatorname{Tr}\left[\left(F^{\alpha \beta}+\widetilde{F}^{\alpha \beta}\right) \psi_{\beta}-\eta D^{\alpha} \phi-D_{\beta} \phi \cdot \chi^{\alpha \beta}-\frac{1}{2} \psi^{\alpha}[\lambda, \phi]\right] \tag{2.20}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{F}^{\alpha \beta}=\frac{1}{2} \varepsilon^{\alpha \beta \gamma \delta} F_{\gamma \delta} . \tag{2.21}
\end{equation*}
$$

Now, the variation of the Lagrangian (2.13) under (2.8) has the form (2.19) regardless of the behavior of the fields $(A, \phi, \lambda, \eta, \psi, \chi)$. If, however, the EulerLagrange field equations are obeyed, then $\mathscr{L}$ is stationary under arbitrary (compactly supported) variations of the fields and in particular under (2.19). Thus, the Euler-Lagrange equations imply vanishing of (2.19) for arbitrary compactly supported $\varepsilon$; this must mean that the Euler-Lagrange equations imply that

$$
\begin{equation*}
D_{\alpha} J^{\alpha}=0 \tag{2.22}
\end{equation*}
$$

as one can verify directly. This enables us to construct a conserved charge. Given a homology three cycle $Y$ in $M$, the integral

$$
\begin{equation*}
Q_{Y}=\int_{Y} d \Sigma_{\mu} J^{\mu} \tag{2.23}
\end{equation*}
$$

(or equivalently $Q_{Y}=\int_{Y} * J$, with $* J$ the closed three form dual to the current $J^{\mu}$ ) depends only on the homology class of $Y$.

Now, we would like to compute the energy-momentum tensor of the theory. This is defined in terms of the variation of the Lagrangian under a change in the metric tensor $g_{\alpha \beta}$ of $M$. The definition of $T_{\alpha \beta}$ is that under an infinitesimal change of the metric $g^{\alpha \beta} \rightarrow g^{\alpha \beta}+\delta g^{\alpha \beta}$, the action changes by

$$
\begin{equation*}
\delta \mathscr{L}=\frac{1}{2} \int_{M} \sqrt{g} \delta g^{\alpha \beta} T_{\alpha \beta} . \tag{2.24}
\end{equation*}
$$

There is one subtlety that must be noted here. The antisymmetric tensor $\chi_{\alpha \beta}$ is subject to a self-duality constraint

$$
\begin{equation*}
\chi_{\alpha \beta}=\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} g^{\gamma \gamma^{\prime}} g^{\delta \delta \delta^{\prime}} \chi_{\gamma^{\prime} \delta \delta^{\prime}} \tag{2.25}
\end{equation*}
$$

which must be preserved when computing the variation of the Lagrangian with respect to $g^{\alpha \beta}$. To preserve this condition, an arbitrary change $\delta g^{\alpha \beta}$ in the metric must be accompanied by

$$
\begin{equation*}
\delta \chi_{\alpha \beta}=\frac{1}{2} \varepsilon_{\alpha \beta \gamma \delta} \delta g^{\gamma \gamma^{\prime}} g^{\delta \delta^{\prime}} \chi_{\gamma^{\prime} \delta^{\prime}}-\frac{1}{8}\left(\delta g^{\sigma \tau} g_{\sigma \tau}\right) \varepsilon_{\alpha \beta \gamma \delta} g^{\gamma \gamma \gamma^{\prime}} g^{\delta \delta^{\prime}} \chi_{\gamma^{\prime} \delta^{\prime}} \tag{2.26}
\end{equation*}
$$

It is then straightforward, although slightly tedious, to compute the energymomentum tensor. One finds

$$
\begin{align*}
T_{\alpha \beta}= & \operatorname{Tr}\left[\left(F_{\alpha \sigma} F_{\beta}{ }^{\sigma}-\frac{1}{4} g_{\alpha \beta} F_{\sigma \tau} F^{\sigma \tau}\right)+\frac{i}{2}\left[\left(D_{\alpha} \psi_{\sigma}-D_{\sigma} \psi_{\alpha}\right) \chi_{\beta}{ }^{\sigma}+\left(D_{\beta} \psi_{\sigma}-D_{\sigma} \psi_{\beta}\right) \chi_{\alpha}{ }^{\sigma}\right.\right. \\
& \left.-\frac{1}{2} g_{\alpha \beta}\left(D_{\lambda} \psi_{\sigma}-D_{\sigma} \psi_{\lambda}\right) \chi^{\lambda \sigma}\right]-\frac{1}{2}\left(D_{\alpha} \phi D_{\beta} \lambda+D_{\beta} \phi D_{\alpha} \lambda-g_{\alpha \beta} D_{\sigma} \phi D^{\sigma} \lambda\right) \\
& -i\left(D_{\alpha} \eta \psi_{\beta}+D_{\beta} \eta \psi_{\alpha}-g_{\alpha \beta} D_{\sigma} \eta \psi^{\sigma}\right)-2 i\left(\lambda \psi_{\alpha} \psi_{\beta}-\frac{1}{2} g_{\alpha \beta} \lambda \psi_{\sigma} \psi^{\sigma}\right) \\
& \left.+\frac{i}{2} g_{\alpha \beta} \phi[\eta, \eta]+\frac{1}{8} g_{\alpha \beta}[\phi, \lambda]^{2}\right] \tag{2.27}
\end{align*}
$$

The single most important property of $T_{\alpha \beta}$ is, of course, that it is conserved (in the covariant sense) if the equations of motion are obeyed:

$$
\begin{equation*}
D_{\alpha} T^{\alpha \beta}=0 \tag{2.28}
\end{equation*}
$$

Equation (2.28) follows by a formal argument similar to that which gives (2.22). Under a coordinate transformation $\delta x^{\alpha}=u^{\alpha}$, with $x^{\alpha}$ coordinates on $M$ and $u^{\alpha}$ an infinitesimal vector field, the metric changes by $\delta g^{\alpha \beta}=-\left(D^{\alpha} u^{\beta}+D^{\beta} u^{\alpha}\right)$. This coordinate transformation induces some change in $(A, \phi, \lambda, \eta, \psi, \chi)$. If the EulerLagrange equations are valid, the action will be invariant to lowest order. The change of the action is in fact $\delta \mathscr{L}=\frac{1}{2} \int \sqrt{g}\left(\delta g^{\alpha \beta}\right) T_{\alpha \beta}=-\frac{1}{2} \int \sqrt{g}\left(D^{\alpha} u^{\beta}+D^{\beta} u^{\alpha}\right) T_{\alpha \beta}$. This vanishes for arbitrary compactly supported $u^{\alpha}$ if and only if (2.28) is obeyed.

Now we wish to discuss scale and conformal invariances. For the trace of the energy-momentum tensor one finds

$$
\begin{equation*}
g^{\alpha \beta} T_{\alpha \beta}=\operatorname{Tr}\left[D_{\sigma} \phi \cdot D^{\sigma} \lambda-2 i D_{\sigma} \eta \cdot \psi^{\sigma}+2 i \lambda\left[\psi_{\sigma}, \psi^{\sigma}\right]+2 i \phi[\eta, \eta]+\frac{1}{2}[\phi, \lambda]^{2}\right] . \tag{2.29}
\end{equation*}
$$

This does not vanish, so the Lagrangian (2.13) is not conformally invariant - it is not invariant under $\delta g^{\alpha \beta}=w(x) g^{\alpha \beta}$ with $w(x)$ an arbitrary real function on $M$. However, the trace of the energy-momentum tensor can (using the equations of motion) be written as a total divergence,

$$
\begin{equation*}
g^{\alpha \beta} T_{\alpha \beta}=D_{\alpha} R^{\alpha}, \tag{2.30}
\end{equation*}
$$

with

$$
\begin{equation*}
R^{\alpha}=\operatorname{Tr}\left[\lambda D^{\alpha} \phi-2 i \eta \psi^{\alpha}\right] . \tag{2.31}
\end{equation*}
$$

The fact that the trace of the stress-tensor is a total divergence means that the Lagrangian is invariant under a global rescaling of the metric; that is, if $\delta g^{\alpha \beta}=w g^{\alpha \beta}$, with $w$ constant, then $\delta \mathscr{L}=\frac{1}{2} \int_{M} \sqrt{g} \delta g^{\alpha \beta} T_{\alpha \beta}=\frac{w}{2} \int_{M} \sqrt{g} g^{\alpha \beta} T_{\alpha \beta}=\frac{w}{2} \int_{M} \sqrt{g} D_{\alpha} R^{\alpha}=0$. A closely related statement is as follows. Take $M$ to be $R^{4}$ with the usual flat metric, and with Euclidean coordinates $x^{\alpha}$. Then the scaling transformation $\delta x^{\alpha}=w x^{\alpha}$ of Euclidean space ( $w$ an infinitesimal parameter) is generated by the conserved current

$$
\begin{equation*}
S^{\alpha}=T^{\alpha \beta} x_{\beta}-R^{\alpha} \tag{2.32}
\end{equation*}
$$

Conservation of $S^{\alpha}$ follows immediately from (2.30). $S^{\alpha}$ generates the scale invariance of (2.13) that is visible to the naked eye, with scaling dimensions $(1,0,2,2,1,2)$ for $(A, \phi, \lambda, \eta, \psi, \chi) .^{7}$

Now we come to a point which - as we will see in the next section - is of utmost importance in understanding Donaldson theory. An operator which can be written as $\{Q, \mathcal{O}\}$ for some $\mathcal{O}$ is known in string theory as a "BRST commutator." [The operator $\{Q$,$\} was introduced in (2.11).] The correlation functions of BRST$ commutators are subject to powerful restrictions [17], which we will review in Sect. 3. In understanding Donaldson theory, it will turn out that one of the most important facts is that the energy-momentum tensor is a BRST commutator. One finds

$$
\begin{equation*}
T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\} \tag{2.33}
\end{equation*}
$$

[^3]with
\[

$$
\begin{align*}
\lambda_{\alpha \beta}= & \frac{1}{2} \operatorname{Tr}\left(F_{\alpha \sigma} \chi_{\beta}{ }^{\sigma}+F_{\beta \sigma} \chi_{\alpha}{ }^{\sigma}-\frac{1}{2} g_{\alpha \beta} F_{\sigma \tau} \chi^{\sigma \tau}\right) \\
& +\frac{1}{2} \operatorname{Tr}\left(\psi_{\alpha} D_{\beta} \lambda+\psi_{\beta} D_{\alpha} \lambda-g_{\alpha \beta} \psi_{\sigma} D^{\sigma} \lambda\right)+\frac{1}{4} g_{\alpha \beta} \operatorname{Tr}(\eta[\phi, \lambda]) . \tag{2.34}
\end{align*}
$$
\]

Now, one might guess from (2.28) and (2.33) that $D_{\alpha} \lambda^{\alpha \beta}$ would vanish. Rather one finds

$$
\begin{equation*}
D_{\alpha}\left(\lambda^{\alpha \beta}+U^{\alpha \beta}\right)=0 \tag{2.35}
\end{equation*}
$$

with $U^{\alpha \beta}=-U^{\beta \alpha}$ an antisymmetric tensor defined by

$$
\begin{equation*}
U^{\alpha \beta}=-\frac{1}{2} \operatorname{Tr}\left[\left(F^{\alpha \beta}-\widetilde{F}^{\alpha \beta}\right) \eta\right]+\frac{1}{2} \varepsilon^{\alpha \beta \gamma \delta} \operatorname{Tr} \psi_{\gamma} D_{\delta} \lambda+\frac{1}{4} \operatorname{Tr}\left([\phi, \lambda] \chi^{\alpha \beta}\right) . \tag{2.36}
\end{equation*}
$$

Equations (2.28), (2.35), and (2.36) together imply that

$$
\begin{align*}
0 & =D_{\alpha} T^{\alpha \beta}=D_{\alpha}\left(\left\{Q, \lambda^{\alpha \beta}\right\}\right)=\left\{Q, D_{\alpha} \lambda^{\alpha \beta}\right\} \\
& =-\left\{Q, D_{\alpha} U^{\alpha \beta}\right\}=-D_{\alpha}\left(\left\{Q, U^{\alpha \beta}\right\}\right), \tag{2.37}
\end{align*}
$$

so $\left\{Q, U^{\alpha \beta}\right\}$ must be conserved, even though $U^{\alpha \beta}$ is not. It is easy to check this; in fact

$$
\begin{equation*}
\left\{Q, U^{\alpha \beta}\right\}=\frac{1}{2} \varepsilon^{\alpha \beta \gamma \delta} D_{\gamma} R_{\delta} \tag{2.38}
\end{equation*}
$$

with $R_{\delta}$ defined in (2.31). [I do not know why precisely the same object $R_{\delta}$ appears in both (2.30) and (2.38).] From (2.38) it follows that $D_{\alpha}\left(\left\{Q, U^{\alpha \beta}\right\}\right)=0$, as expected.

As preparation for the next section, we will require one more formula of a similar nature. Let

$$
\begin{equation*}
V=\frac{1}{4} \operatorname{Tr} F_{\alpha \beta} \chi^{\alpha \beta}+\frac{1}{2} \operatorname{Tr} \psi_{\alpha} D^{\alpha} \lambda-\frac{1}{4} \operatorname{Tr}(\eta[\phi, \lambda]) \tag{2.39}
\end{equation*}
$$

Then one computes (with the aid of the $\chi$ equation of motion) that

$$
\begin{equation*}
\{Q, V\}=\mathscr{L}^{\prime} \tag{2.40}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{L}^{\prime}=\mathscr{L}+\frac{1}{4} \int_{M} \sqrt{g} \operatorname{Tr} F_{\alpha \beta} \widetilde{F}^{\alpha \beta} \tag{2.41}
\end{equation*}
$$

Here $\mathscr{L}$ is the Lagrangian of Eq. (2.13), and the second term (which equals $\left.\frac{1}{8} \int_{M} \operatorname{Tr} F \wedge F\right)$ is a topological invariant, which measures the first Pontryagin class of the vector bundle on which $A_{\alpha}$ is a connection and $F_{\alpha \beta}$ a curvature tensor. Adding this topological invariant to the Lagrangian would not disturb any of our previous considerations, since the new term, being a topological invariant, is certainly invariant under all of the infinitesimal transformations that we considered earlier. Because of Eq. (2.40), $\mathscr{L}^{\prime}$ is in many ways a more convenient choice of Lagrangian than $\mathscr{L}$, as we will see in the next section.

Before tackling the quantum theory (and the Donaldson polynomials), a few more points should be noted. The bosonic part of the Lagrangian contains the Yang-Mills action and certain scalar couplings. Although the Yang-Mills action is positive definite, the $(\phi, \lambda)$ kinetic energy is indefinite, so the $\operatorname{Tr}[\phi, \lambda]^{2}$ term in (2.13) has the wrong sign. These facts might appear to make problematical the Feynman
path integral formalism which we will use in the next section. There are several points of view one might adopt.

One point of view is to go back to the form (2.7) of the Lagrangian, perhaps with the addition of the topological charge term. [Recall that (2.7) and (2.13) are equivalent, differing only by a BRST commutator. We have introduced (2.13) only because of its more obvious relation to $N=2$ supersymmetry and the higher symmetry it has when $M=Y \times R^{1}$; see Sect. 2.4.] In this version, the scalars only appear quadratically; they can be integrated out by Gaussian integration, and the indefiniteness of the kinetic energy does no harm.

Another possible viewpoint is that instead of regarding $\phi$ and $\lambda$ as independent real fields, one can view $\lambda$ as a complex field and set $\phi=-\lambda^{*}$. Then the $(\phi, \lambda)$ terms in (2.13) become positive definite. This is what one would get if one takes twisted $N=2$ supersymmetry literally. All of the formulas given above still go through in this viewpoint. ${ }^{8}$ The drawback of this approach is that if $\lambda$ is complex and $\phi=-\lambda^{*}$, the Lagrangian is not real, and it is not obvious that the Donaldson invariants will come out to be real numbers.

In Floer and Donaldson theory, reducible connections (that is, gauge fields which are invariant under a non-trivial subgroup of the gauge group) are well known to cause many difficulties. In the present framework, these problems show up in zero modes of the ( $\phi, \lambda$ ) system for reducible connections. [In other words, for reducible connections, the Laplacian $-D_{\alpha} D^{\alpha}$, which is the kinetic operator for the $(\phi, \lambda)$ system in the linearized approximation, has a non-trivial kernel.] The proper treatment of the $(\phi, \lambda)$ system, which is not yet clear, is bound to interact in a nontrivial way with the proper treatment of reducible connections in Floer and Donaldson theory.

## 3. Path Integral Representation of Donaldson Polynomials

In the last section, we formulated a version of supersymmetric Yang-Mills theory that possesses some fermionic symmetry on an arbitrary smooth orientable four manifold $M$. This makes it possible to use techniques of quantum field theory to describe invariants of four manifolds. As we will see, a natural description of the Donaldson invariants will emerge.

In this section, we will see what can be obtained by formal manipulations of Feynman path integrals. Of course, a rigorous framework for four dimensional quantum gauge theory has not yet been developed to a sufficient extent to justify all of our considerations. Perhaps the connection we will uncover between quantum field theory and Donaldson theory may serve to broaden the interest in constructive field theory, or even stimulate the development of new approaches to that subject. Though our considerations in this section and the next one will be purely formal, we will see in Sect. 2.5 that even without having a rigorous construction of the quantum field theory, one can extract from it concrete and

[^4]rigorous formulas that are relevant to Donaldson theory, together with a recipe for proving some of the main properties of those formulas.

Proceeding formally, we will find path integral representations for certain topological invariants. ${ }^{8 a}$ The integrals considered will be integrals over all the fields $(A, \phi, \lambda, \eta, \psi, \chi)$ considered in Sect. 2. The integration measure $\mathscr{D} A \cdot \mathscr{D} \phi \cdot \mathscr{D} \lambda \cdot \mathscr{D} \eta \cdot \mathscr{D} \psi \cdot \mathscr{D} \chi$ will be abbreviated as $(\mathscr{D} X) .{ }^{9}$ The integrals we consider will be of the form

$$
\begin{equation*}
Z(W)=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot W \tag{3.1}
\end{equation*}
$$

where $\mathscr{L}^{\prime}$ is the Lagrangian of Eq. (2.41) (with a topological term included), $e$ is a real number usually known as the "gauge coupling constant," and $W$ will usually be a polynomial in the integration variables. The integral in (3.1) is known as the (unnormalized) expectation value of $W$, and denoted $\langle W\rangle$.

Recall from Sect. 2 that the variation of any field $\mathcal{O}$ (by a "field" we simply mean a functional of the integration variables $A, \phi, \lambda, \eta, \psi, \chi)$ under the fermionic transformation (2.8) is denoted as $\{Q, \mathcal{O}\}$. The most important property of Feynman path integration in the supersymmetric theory under discussion here is that $\langle\{Q, \mathcal{O}\}\rangle=0$ for any $\mathcal{O}$. This holds for the following reason. Because the integration measure $(\mathscr{D} X)$ is invariant under supersymmetry, the integral

$$
\begin{equation*}
Z_{\varepsilon}(O)=\int(\mathscr{D} X) \exp (\varepsilon Q) \cdot\left\{\exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot \mathscr{O}\right\} \tag{3.2}
\end{equation*}
$$

is independent of the infinitesimal parameter $\varepsilon$. Expanding this out, and using the fact that the action is supersymmetric $\left(\left\{Q, \mathscr{L}^{\prime}\right\}=0\right)$, we see that

$$
\begin{equation*}
Z_{\varepsilon}(\mathcal{O})=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right)(\mathcal{O}+\varepsilon\{Q, \mathcal{O}\}) . \tag{3.3}
\end{equation*}
$$

The assertion that $Z_{\varepsilon}(\mathcal{O})$ is independent of $\varepsilon$ thus means that

$$
\begin{equation*}
0=\langle\{Q, \mathcal{O}\}\rangle=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot\{Q, \mathcal{O}\} . \tag{3.4}
\end{equation*}
$$

A corollary which perhaps should be stated explicitly is this. If $\{Q, A\}=0$, then $\langle A\{Q, B\}\rangle=0$ for any $B$, since $\{Q, A\}=0$ implies $A\{Q, B\}=\{Q, A B\}$ so that

$$
\begin{equation*}
\langle A\{Q, B\}\rangle=\langle\{Q, A B\}\rangle=0 . \tag{3.5}
\end{equation*}
$$

Now we are ready to define topological invariants. We pick a smooth four manifold $M$, a compact gauge group $G$, and a $G$ bundle $E$ on which the gauge field $A_{\alpha}^{a}$ is to be a connection. Our simplest topological invariant is simply the partition function:

$$
\begin{equation*}
Z=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \tag{3.6}
\end{equation*}
$$

Why is $Z$ a topological invariant? To define the Lagrangian $\mathscr{L}^{\prime}$, one needs to pick a Riemannian metric $g_{\alpha \beta}$ on $M$. To show that (3.6) is a topological invariant, it is necessary and sufficient to show that $Z$ is invariant under an infinitesimal change in the metric. We recall from Sect. 2 that the change of $\mathscr{L}^{\prime}$ under a change in $g$ is by definition the energy-momentum tensor:

$$
\begin{equation*}
\delta \mathscr{L}^{\prime}=\frac{1}{2} \int_{M} \sqrt{g} \delta g^{\alpha \beta} T_{\alpha \beta} . \tag{3.7}
\end{equation*}
$$

[^5]Also, recall that the energy-momentum tensor is a BRST commutator:

$$
\begin{equation*}
T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\} \tag{3.8}
\end{equation*}
$$

with $\lambda_{\alpha \beta}$ defined in Eq. (2.34). Therefore, the change in $Z$ under a change in metric is

$$
\begin{align*}
\delta Z & =\int(\mathscr{D} X)\left[\exp \left(-\mathscr{L}^{\prime} / e^{2}\right)\right] \cdot\left(-\frac{\delta \mathscr{L}^{\prime}}{e^{2}}\right) \\
& =-\frac{1}{e^{2}} \int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot\left\{Q, \int_{M} \sqrt{g} \delta g^{\alpha \beta} \lambda_{\alpha \beta}\right\} \\
& =-\frac{1}{e^{2}}\left\langle\left\{Q, \int_{M} \sqrt{g} \delta g^{\alpha \beta} \lambda_{\alpha \beta}\right\}\right\rangle=0 . \tag{3.9}
\end{align*}
$$

This shows that $Z$ is a topological invariant. ${ }^{10}$
Before trying to evaluate this invariant, let us observe that it is for similar reasons independent of the gauge coupling $e$. Indeed, the variation of $Z$ with respect to $e^{2}$ is

$$
\begin{align*}
\delta Z & =\delta \int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right)=\delta\left(-\frac{1}{e^{2}}\right) \int(\mathscr{D} X) \exp -\left(\mathscr{L}^{\prime} / e^{2}\right) \cdot \mathscr{L}^{\prime} \\
& =\delta\left(-\frac{1}{e^{2}}\right) \int \mathscr{D} X \exp -\left(\mathscr{L}^{\prime} / e^{2}\right) \cdot\{Q, V\}=\delta\left(-\frac{1}{e^{2}}\right) \cdot\langle\{Q, V\}\rangle=0, \tag{3.10}
\end{align*}
$$

where we are borrowing from Eq. (2.40) the fact that $\mathscr{L}^{\prime}=\{Q, V\}$. This shows that $Z$ is independent of $e^{2}$ as long as $e^{2} \neq 0 .{ }^{11}$

Therefore, we can evaluate $Z$ by going to the limit of very small $e^{2}$, whereupon the path integral is dominated by classical minima. To find these minima, note that the gauge field terms in $\mathscr{L}^{\prime}$ are

$$
\begin{align*}
\mathscr{L}_{A}^{\prime} & =\frac{1}{4} \int_{M} \sqrt{g} \operatorname{Tr}\left(F_{\alpha \beta} F^{\alpha \beta}+F_{\alpha \beta} \widetilde{F}^{\alpha \beta}\right) \\
& =\frac{1}{8} \int_{M} \sqrt{g} \operatorname{Tr}\left(F_{\alpha \beta}+\widetilde{F}_{\alpha \beta}\right)\left(F^{\alpha \beta}+\widetilde{F}^{\alpha \beta}\right) . \tag{3.11}
\end{align*}
$$

This is positive semidefinite, and vanishes if and only if

$$
\begin{equation*}
F_{\alpha \beta}=-\widetilde{F}_{\alpha \beta}, \tag{3.12}
\end{equation*}
$$

that is if and only if the gauge field is anti-self-dual. Therefore, the evaluation of $Z$ depends on expansion around solutions of (3.12), known as instantons. (It would

[^6]be tiresome to call them anti-instantons; solutions of the opposite equation $F_{\alpha \beta}=+\widetilde{F}_{\alpha \beta}$ will play no role in this section.)

Let us therefore make a few remarks about instantons. Depending on the choice of the manifold $M$ and the bundle $E$, instantons may or may not exist. If they do exist, then (for a generic choice of metric $g$ ) the instantons have a moduli space $\mathscr{M}$ (smooth except for some relatively mild singularities) whose "formal" dimension $d(\mathscr{M})$ is given by a certain topological formula [13, 2]. ${ }^{12}$ If the gauge group $G$ is $S U(2)$, this formula is

$$
\begin{equation*}
d(\mathscr{M})=8 p_{1}(E)-\frac{3}{2}(\chi(M)+\sigma(M)), \tag{3.13}
\end{equation*}
$$

where $p_{1}(E)$ is the first Pontryagin number of the bundle $E$, and $\chi(M)$ and $\sigma(M)$ are the Euler characteristic and signature of $M$.

If we do manage to find an instanton gauge field $A$, we can look for a nearby instanton $A+\delta A$. The condition for $A+\delta A$ to obey (3.12) is

$$
\begin{equation*}
0=D_{\alpha} \delta A_{\beta}-D_{\beta} \delta A_{\alpha}+\varepsilon_{\alpha \beta \gamma \delta} D^{\gamma} \delta A^{\delta} . \tag{3.14}
\end{equation*}
$$

In addition, we are interested in requiring $\delta A$ to be orthogonal to the variations in $A$ that can be obtained purely by a gauge transformation. This is conveniently achieved by imposing the gauge condition

$$
\begin{equation*}
0=D_{\alpha} \delta A^{\alpha} . \tag{3.15}
\end{equation*}
$$

Let $n$ be the number of solutions of (3.14), (3.15). These solutions describe infinitesimal instanton moduli, so at a generic point in moduli space, $n=d(\mathscr{M})$ (at least if conditions are such that the formal dimension equals the actual dimension).

Now let us look at fermion zero modes in the instanton field. The $\chi$ equation gives

$$
\begin{equation*}
D_{\alpha} \psi_{\beta}-D_{\beta} \psi_{\alpha}+\varepsilon_{\alpha \beta \gamma \delta} D^{\gamma} \psi^{\delta}=0 \tag{3.16}
\end{equation*}
$$

while the $\eta$ equation gives

$$
\begin{equation*}
D_{\alpha} \psi^{\alpha}=0 \tag{3.17}
\end{equation*}
$$

These are the equations we have just seen, so the number of $\psi$ zero modes is the number we have called $n$. (This relation between the fermion equations and the instanton moduli problem was the motivation for introducing precisely this collection of fermions in Sect. 2.)

For a generic $S U(2)$ instanton, there are no $(\eta, \chi)$ zero modes. This is so precisely when $n=d(\mathscr{M})$. The general statement, governed by an index theorem, is that the number of $\psi$ zero modes minus the number of $(\eta, \chi)$ zero modes is equal to $d(\mathscr{M})$.

Recall that the Lagrangian (2.13) has a global symmetry $U$ at the classical level. $\psi$ has $U=+1$, and $\eta, \chi$ have $U=-1$. As in [10], the number of $\psi$ zero modes minus the number of $\eta, \chi$ zero modes is the net violation of $U$ by the instanton at the quantum level; we will call this number $\Delta U$. Thus

$$
\begin{equation*}
\Delta U=d(\mathscr{M}) \tag{3.18}
\end{equation*}
$$

[^7](The meaning of this statement is that the integration measure $\mathscr{D} X$ is not invariant under $U$ but transforms with a definite weight $-\Delta U$.) Equation (3.18) holds for any gauge group $G$; of course, $d(\mathscr{M})$ must be computed using the appropriate generalization of (3.13). It must be borne in mind, though, that the appropriate $d(\mathscr{M})$ is the "formal" dimension of the instanton moduli space, which equals the actual dimension only if $G$ and $E$ are such that the generic instanton is not invariant under any subgroup of $G$; if $G$ is larger than $S U(2)$, this is only so under certain restrictions on $E$.

Let us now go back to our problem of computing $Z$. $Z$ vanishes unless $M, G$, and $E$ are such that $d(\mathscr{M})=0$. Otherwise, $\Delta U \neq 0$, and the partition function vanishes because of the fermion zero modes.

To further simplify the discussion, we will suppose that in addition to the formal dimension $d(\mathscr{M})$ of the instanton moduli space vanishing, the actual dimension also vanishes. In fact, we will assume that the moduli space consists of discrete, isolated instantons. (Standard quantum field theory methods could, however, be used to deal with a more general situation.) In expanding around an isolated instanton, it is enough in the weak coupling limit to keep only quadratic terms in the bose fields $\Phi=(A, \phi, \lambda)$ and fermi fields $\Psi=(\eta, \psi, \chi)$. (The weak coupling limit is adequate because we have seen that $Z$ is independent of coupling.) The quadratic terms are of the general form,

$$
\begin{equation*}
\mathscr{L}_{(2)}=\int_{M} \sqrt{g}\left(\Phi \Delta_{B} \Phi+i \Psi D_{F} \Psi\right), \tag{3.19}
\end{equation*}
$$

where $\Delta_{B}$ and $D_{F}$ are certain second and first order operators, respectively. ${ }^{13}$ The operator $D_{F}$ is a real, skew-symmetric operator. The Gaussian integral over $\Delta_{B}$ and $D_{F}$ gives

$$
\begin{equation*}
\frac{\operatorname{Pfaff}\left(D_{F}\right)}{\sqrt{\operatorname{det}\left(\Delta_{B}\right)}} \tag{3.20}
\end{equation*}
$$

Here Pfaff denotes the Pfaffian of the real, skew-symmetric operator $D_{F}$. (Recall that, up to sign, the Pfaffian is the same as the square root of the determinant.)

The important point now is that $D_{F}$ and $\Delta_{B}$ are related by supersymmetry. A look back to Eq. (2.8) shows that a classical field configuration in which $F_{\alpha \beta}+\widetilde{F}_{\alpha \beta}=0$ and $\phi, \lambda, \eta, \psi, \chi$ vanish is invariant under supersymmetry (the requirement $F_{\alpha \beta}+\widetilde{F}_{\alpha \beta}=0$ is needed to ensure $\delta \chi_{\alpha \beta}=0$ ). Therefore, supersymmetry relates the bosonic and fermionic excitations about such a field configuration. To be precise, for every eigenvalue of $D_{F}$

$$
\begin{equation*}
i D_{F} \Psi=\lambda \Psi \tag{3.21}
\end{equation*}
$$

with $\lambda \neq 0$, there is a corresponding eigenvalue of $\Delta_{B}$,

$$
\begin{equation*}
\Delta_{B} \Phi=\lambda^{2} \Phi \tag{3.22}
\end{equation*}
$$

(More exactly, as $D_{F}$ is a skew symmetric operator, its eigenvalues occur in complex conjugate pairs. Each such pair corresponds to an eigenvalue of $\Delta_{B}$.) At least for $M=S^{4}$, this relation between bosonic and fermionic eigenvalues is a

[^8]standard result in the theory of instantons [25]. For the particular supersymmetric theory we are considering, the argument goes through for general $M$ in the same way (since we have arranged so that supersymmetry holds for general $M$ ).

The ratio of determinants in (3.20) is thus formally

$$
\begin{equation*}
\frac{\text { Pfaff } D_{F}}{\sqrt{\operatorname{det} \Delta_{B}}}= \pm \prod_{i} \frac{\lambda_{i}}{\sqrt{\left|\lambda_{i}\right|^{2}}} \tag{3.23}
\end{equation*}
$$

with the product running over all non-zero eigenvalues of $\Delta_{B}$ (or equivalently, over all non-zero eigenvalue pairs of $D_{F}$ ). The reason for the uncertain sign on the righthand side of (3.23) is that although up to sign the Pfaffian is the square root of the determinant, the sign depends on a choice of orientation, which we must now discuss.

In fact, for any given gauge field $A$, there is no natural way to determine the sign of Pfaff $D_{F}$, since there is no natural way to pick an orientation (or equivalently, to fix the sign of the fermion measure). One may as well pick a particular gauge field $A=A_{0}$, and declare Pfaff $D_{F}\left(A=A_{0}\right)>0$. Once this is done, there is a natural way to determine the sign of Pfaff $D_{F}\left(A=A^{\prime}\right.$ ) for any other gauge field $A^{\prime}$ (with $A_{0}$ and $A^{\prime}$ being connections on the same bundle). One simply interpolates from $A_{0}$ to $A^{\prime}$, via (say) the one parameter family of gauge fields $A_{t}=t A_{0}+(1-t) A^{\prime}, 0 \leqq t \leqq 1$, and requires that the sign of Pfaff $D_{F}\left(A_{t}\right)$ changes sign whenever $D_{F}$ has a zero eigenvalue for $A=A_{t}$. This uniquely determines the sign of Pfaff $D_{F}(A)$, but one must still ask whether the assignment is consistent - whether the sign that one will obtain this way depends on the choice of an interpolation from $A_{0}$ to $A^{\prime}$. It is equivalent to ask whether Pfaff $D_{F}$ will change sign when followed continuously around a non-contractible loop in the space $\mathscr{A} / \mathscr{G}$ of gauge fields modulo gauge transformations. Physically, this is the question of whether the theory we are trying to discuss has a global anomaly, in the sense of [26]. If so, the theory under investigation is inconsistent, in the usual sense of quantum field theory, and one cannot expect to learn anything of interest by studying it.

A priori, the Pfaffian of $D_{F}$ must be regarded not as a function on $\mathscr{A} / \mathscr{G}$ but as a section of a certain real line bundle $\lambda$, which we may call the Pfaffian line bundle. The issue is whether the Pfaffian line bundle is trivial (orientable). Precisely this question has arisen in Donaldson's work. For Donaldson, it was important to know whether instanton moduli space $\mathscr{M}$ is orientable. If we denote the highest exterior power of the tangent bundle of $\mathscr{M}$ as $\varepsilon$, then for Donaldson the issue was whether the real line bundle $\varepsilon$ was orientable. The two questions are related because, thinking of $\mathscr{M}$ as a subspace of $\mathscr{A} / \mathscr{G}$, the restriction of $\lambda$ to $\mathscr{M}$ is canonically isomorphic to $\varepsilon$, at least if conditions are such that the formal and actual dimensions of $\mathscr{M}$ are equal. (This is so because the kernel of $D_{F}$ corresponds, under such conditions, to the tangent space of moduli space.) Donaldson actually proved orientability of $\mathscr{M}$ by using index theory and certain topological arguments to prove that $\lambda$ is always orientable, and thus his results show that there is never a global anomaly that would prevent a consistent determination of the sign of Pfaff $D_{F}$.

In our problem, we simply pick one instanton and declare that (3.23) is +1 for this instanton. Once this is done, there is a well defined way to evaluate (3.23) for
any other instanton; for the $i^{\text {th }}$ instanton it equals $(-1)^{n_{i}}$, where $n_{i}=0$ or 1 according to the outcome of the process sketched above. The contribution of the $i^{\text {th }}$ instanton to $Z$ being $(-1)^{n_{i}}$, we have finally

$$
\begin{equation*}
Z=\sum_{i}(-1)^{n_{i}} . \tag{3.24}
\end{equation*}
$$

This is a familiar formula, originally introduced by Donaldson (who motivated the definition of the $n_{i}$ in a slightly different but equivalent way). Donaldson showed on topological grounds that if $M, G$, and $E$ are such that $d(\mathscr{M})=0$, then the right-hand side of (3.24) is a topological invariant. We have argued for the same conclusion by using the equation $T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\}$ to prove that $Z$ is a topological invariant, and then evaluating $Z$ to arrive at (3.24).

Equation (3.24) is only the first of Donaldson's invariants. More generally, when $d(\mathscr{M})>0$, Donaldson defines certain more subtle analogues of (3.24), which have had rather dramatic implications for the study of smooth four manifolds. We would like to bring these within the framework of quantum field theory.

When $d(\mathscr{M})>0$, the non-vanishing path integrals will be of the form

$$
\begin{equation*}
Z(\mathcal{O})=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot \mathcal{O}, \tag{3.25}
\end{equation*}
$$

where $\mathcal{O}$ must carry a $U$ quantum number equal to $d(\mathscr{M})$, so as to absorb the fermion zero modes. Let us determine the conditions on $\mathcal{O}$ for (3.25) to be a topological invariant.

The variation of (3.25) under a change in the metric is

$$
\begin{align*}
\delta Z(\mathcal{O}) & =\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot\left(-\frac{\delta \mathscr{L}^{\prime}}{e^{2}} \cdot \mathcal{O}+\delta_{g} \mathcal{O}\right) \\
& =\int(\mathscr{D} X) e^{-I} \cdot\left(-\frac{1}{2 e^{2}}\left\{Q, \int \sqrt{g} \delta g^{\alpha \beta} \lambda_{\alpha \beta}\right\} \cdot \mathcal{O}+\delta_{g} \mathcal{O}\right), \tag{3.26}
\end{align*}
$$

where $\delta_{g} \mathcal{O}$ is the variation of $\mathcal{O}$ with respect to $g_{\alpha \beta}$ (if $g_{\alpha \beta}$ appears explicitly in the definition of $\mathcal{O}$ ), and $I=\mathscr{L}^{\prime} / e^{2}$.

The first term on the right-hand side of (3.26) vanishes if $\{Q, \mathcal{O}\}=0$, for then

$$
\begin{align*}
& \int(\mathscr{D} X) e^{-I}\left(-\frac{1}{e^{2}}\left\{Q, \int \sqrt{g} g^{\alpha \beta} \lambda_{\alpha \beta}\right\}\right) \cdot \mathcal{O} \\
& =-\frac{1}{e^{2}}\left\langle\left\{Q,\left(\int \sqrt{g} g^{\alpha \beta} \lambda_{\alpha \beta}\right) \cdot \mathcal{O}\right\}\right\rangle \\
& =0 . \tag{3.27}
\end{align*}
$$

[Notice that we are using (3.5).] The second term in (3.26) vanishes if $\mathcal{O}$ has no explicit dependence on $g_{\alpha \beta}$, or more generally if $\delta \mathcal{O}=\{Q, \varrho\}$ for some $\varrho$.

If $\mathcal{O}$ obeys these conditions, then $Z(\mathcal{O})$ is a topological invariant. However, $Z(\mathcal{O})$ will vanish if $\mathcal{O}=\{Q, \varrho\}$ for some $\varrho$, since then

$$
\begin{equation*}
Z(\mathcal{O})=\langle\{Q, \varrho\}\rangle=0 . \tag{3.28}
\end{equation*}
$$

Thus, topological invariants will come from operators $\mathcal{O}$ such that $\{Q, \mathcal{O}\}=0$, modulo those of the form $\mathcal{O}=\{Q, \varrho\}$, and with $\mathcal{O}$ obeying the extra condition
$\delta_{g} \mathcal{O}=\{Q, \varrho\}\left(\delta_{g} \mathcal{O}\right.$ being the change in $\mathcal{O}$ under a change in $\left.g_{\alpha \beta}\right)$. In our actual examples, we will always have $\delta_{g} \mathcal{O}=0$.

Looking back to the supersymmetry variations in (2.8), it is easy to find operators that obey these criteria. The spin zero field $\phi$ is BRST invariant, does not depend explicitly on the metric, and (being the only local field of scaling dimension zero) cannot be written as $\{Q, \varrho\}$. Of course, $\phi$ itself is not gauge invariant, but invariant polynomials in $\phi$ such as $\operatorname{Tr} \phi^{2}, \operatorname{Tr} \phi^{4}$, etc., are gauge invariant as well as obeying our other criteria. The number of independent invariant polynomials is equal to the rank of $G$; they correspond to the independent Casimir operators. For $G=S U(2)$, there is only one, which we may take to be

$$
\begin{equation*}
W_{0}(P)=\frac{1}{2} \operatorname{Tr} \phi^{2}(P) \tag{3.29}
\end{equation*}
$$

Here $P$ denotes a point in $M$; we are emphasizing by the notation that $W_{0}$ is a local operator that depends on the choice of a point $P$. Note that $W_{0}$ has $U=4$.

We can now define some new topological invariants. Let the manifold $M$ and the bundle $E$ be such that $d(\mathscr{M})=4 k$. Pick $k$ points $P_{1}, \ldots, P_{k}$ on $M$, and define

$$
\begin{equation*}
Z(k)=\int(\mathscr{D} X) e^{-I} \cdot \prod_{i=1}^{k} W_{0}\left(P_{i}\right)=\left\langle W_{0}\left(P_{1}\right) \ldots W_{0}\left(P_{k}\right)\right\rangle . \tag{3.30}
\end{equation*}
$$

Then $Z(k)$ is independent of the choice of metric on $M$ by virtue of the discussion above. It is also independent of the choice of points $P_{1}, \ldots, P_{k}$, since the choice of $k$ points has no intrinsic significance independent of a choice of metric.

While this argument shows that $Z(k)$ is a topological invariant, it is very illuminating to check more explicitly that $Z(k)$ is independent of the choice of points $P_{1}, \ldots, P_{k}$. To this aim we differentiate $W_{0}(P)$ with respect to the coordinates $x^{\alpha}$ of $P$, and find

$$
\begin{equation*}
\frac{\partial}{\partial x^{\alpha}} W_{0}=\frac{\partial}{\partial x^{\alpha}}\left(\frac{1}{2} \operatorname{Tr} \phi^{2}\right)=\operatorname{Tr} \phi D_{\alpha} \phi=i\left\{Q, \operatorname{Tr} \phi \psi_{\alpha}\right\} \tag{3.31}
\end{equation*}
$$

Thus, although $W_{0}$ is not a BRST commutator, its derivative is. It follows from (3.31) that

$$
\begin{equation*}
W_{0}(P)-W_{0}\left(P^{\prime}\right)=\int_{P^{\prime}}^{P} \frac{\partial W_{0}}{\partial x^{\alpha}} d x^{\alpha}=i\left\{Q, \int_{P^{\prime}}^{P} W_{1}\right\} \tag{3.32}
\end{equation*}
$$

where $W_{1}$ is the operator valued 1 form $W_{1}=\operatorname{Tr}\left(\phi \psi_{\alpha}\right) \cdot d x^{\alpha}$. We now see that

$$
\begin{equation*}
\left\langle\left(W_{0}(P)-W_{0}\left(P^{\prime}\right)\right) \cdot \prod_{j} W_{0}\left(P_{j}\right)\right\rangle=\left\langle\left\{Q, i \int_{P^{\prime}}^{P} W_{1} \cdot \prod_{j} W_{0}\left(P_{j}\right)\right\}\right\rangle=0 \tag{3.33}
\end{equation*}
$$

Here, of course, we have used the fact that $\left\{Q, W_{0}\right\}=0$, and we have again used (3.5).

The key equations so far have been

$$
\begin{equation*}
0=i\left\{Q, W_{0}\right\}, \quad d W_{0}=i\left\{Q, W_{1}\right\} \tag{3.34}
\end{equation*}
$$

with $W_{0}$ and $W_{1}$ being a zero form and one form on $M$, respectively. This process has an important generalization. One finds recursively

$$
\begin{array}{ll}
d W_{1}=i\left\{Q, W_{2}\right\}, & d W_{2}=i\left\{Q, W_{3}\right\} \\
d W_{3}=i\left\{Q, W_{4}\right\}, & d W_{4}=0 \tag{3.35}
\end{array}
$$

with

$$
\begin{align*}
& W_{2}=\operatorname{Tr}\left(\frac{1}{2} \psi \wedge \psi+i \phi \wedge F\right)  \tag{3.36}\\
& W_{3}=i \operatorname{Tr}(\psi \wedge F), \quad W_{4}=-\frac{1}{2} \operatorname{Tr}(F \wedge F)
\end{align*}
$$

In these formulas, $\phi, \psi$, and $F$ are regarded as zero, one, and two forms on $M . W_{k}$ for $0 \leqq k \leqq 4$ is a $k$ form. Notice that $W_{k}$ has $U=4-k$.

If $\gamma$ is a $k$ dimensional homology cycle on $M$, consider the integral

$$
\begin{equation*}
I(\gamma)=\int_{\gamma} W_{k} . \tag{3.37}
\end{equation*}
$$

This integral is BRST invariant, since

$$
\begin{equation*}
\{Q, I\}=\int_{\gamma}\left\{Q, W_{k}\right\}=-i \int_{\gamma} d W_{k-1}=0 . \tag{3.38}
\end{equation*}
$$

In addition, up to a BRST commutator, $I$ depends only on the homology class of $\gamma$. For if $\gamma$ is a boundary, say $\gamma=\partial \beta$, then

$$
\begin{equation*}
I(\gamma)=\int_{\gamma} W_{k}=\int_{\beta} d W_{k}=i \int_{\beta}\left\{Q, W_{k+1}\right\}=i\left\{Q, \int_{\beta} W_{k+1}\right\} . \tag{3.39}
\end{equation*}
$$

This formula is to be seen as the generalization of (3.32) from zero cycles (points $P$ and $P^{\prime}$ ) to $k$ cycles. It says that if $\gamma$ is trivial in homology, then $I(\gamma)$ is trivial in the BRST sense.

Now we are ready to propose quantum field theory formulas for the general Donaldson invariants. Let $M, G$, and $E$ be such that $d(\mathscr{M}) \geqq 0$. Pick homology cycles $\gamma_{1} \ldots \gamma_{r}$ of dimensions $k_{1} \ldots k_{r}$, such that

$$
\sum_{i=1}^{r}\left(4-k_{r}\right)=d(\mathscr{M}) .
$$

This formula ensures that $\prod_{i=1}^{r} W_{i}$ has $U=d(\mathscr{M})$. Then let

$$
\begin{equation*}
Z\left(\gamma_{1}, \ldots, \gamma_{r}\right)=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot \prod_{i=1}^{r} \int_{\gamma_{t}} W_{k_{i}}=\left\langle\prod_{i=1}^{r} \int_{\gamma_{2}} W_{k_{i}}\right\rangle . \tag{3.40}
\end{equation*}
$$

This integral is a topological invariant by virtue of our standard arguments [including a use of (3.5), (3.38), and (3.40) to show that (3.40) depends only on the homology classes of the $\gamma_{i}$ ]. Of course, if the group $G$ is other than $S U(2)$, we can write similar formulas beginning with $W_{0}^{\prime}=\operatorname{Tr} \phi^{4}$ or other invariant polynomials in $\phi$. This corresponds precisely to the fact that a vector bundle with a rank $r$ gauge group has $r$ essentially independent characteristic classes, each of which can be used in principle in constructing Donaldson invariants, though so far the interesting applications have come from the second Chern class. In Sect. 5 we will extract from the quantum field theory viewpoint some explicit formulas for the Donaldson invariants as integrals over the instanton moduli space.

## 4. Hamiltonian Treatment and Floer Theory

In the last section, we worked on an arbitrary four manifold $M$, with no preferred "time" direction. As a result, there was no natural Hamiltonian formalism, and we
have used Feynman path integral techniques, manipulating the BRST charge $Q$ in a way that is familiar in string theory. In this section we will specialize to the case $M=Y \times R^{1}$, with $Y$ a three manifold and $R^{1}$ corresponding to "time." In this situation, we will discuss the Hamiltonian formalism. We will in the process see how to recover the results anticipated in the nonrelativistic treatment of [7]. ${ }^{14}$

In the Hamiltonian formalism, one constructs a Hilbert space $H$, a Hamiltonian $H$, and a fermionic charge $Q$ obeying $Q^{2}=0,[Q, H]=0$. One of the main interests is to study the $Q$ cohomology groups, that is the kernel of $Q$ modulo its image (a $Q$ cohomology class is an equivalence class of states $\psi$ such that $Q \psi=0$, the equivalence relation being that $\psi \simeq \psi+Q \lambda$ for any $\lambda$ ). The cohomology groups are the quantum ground states and are precisely the Floer groups. These groups are graded by the global quantum number $U$ introduced in Sect. 2. We recall that $[U, Q]=+Q$ and that $U$ is conserved modulo a constant; for $S U(2)$ this constant is 8 , corresponding to the mod 8 grading of the Floer groups.

The assertion that the $Q$ cohomology groups are finite dimensional and consist only of the quantum ground states may at first surprise string theorists. In string theory, the cohomology of the more or less analogous operator $Q_{\text {BRST }}$ consists of the whole infinite spectrum of physical states. The difference is that in string theory $Q_{\text {BRST }}$ acts nonlinearly on the fields. [In fact, $Q_{\text {BRST }}$ is cubic in oscillators; if $c, b$ are the conformal ghosts and $X$ the matter field then $Q_{\text {BRST }} \sim c \partial c b+c(\partial X)^{2}$.] On the other hand, in the twisted supersymmetric theory that we are considering, ${ }^{15} Q$ acts linearly on the fields (i.e., it acts in a nondegenerate fashion even in a linearized approximation). At non-zero momentum every field has a superpartner, as is usual in supersymmetric theories, and they cancel out upon constructing the cohomology, leaving only the quantum ground states.

One way to prove that the cohomology groups correspond to the ground states involves an analogue of "Hodge theory." For $M=Y \times R^{1}$, we will find, in addition to the supercharge $Q$, a second operator $\bar{Q}$ obeying

$$
\begin{equation*}
\{Q, \bar{Q}\}=2 H \tag{4.1}
\end{equation*}
$$

$\bar{Q}$ will also obey $(\bar{Q})^{2}=0$. From (4.1), a standard argument, which we will discuss later, shows that the cohomology consists of the ground states.

The key to finding $\bar{Q}$ is the equation that played a central role in Sect. 3, namely

$$
\begin{equation*}
T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\} . \tag{4.2}
\end{equation*}
$$

For $M=Y \times R^{1}$, the Hamiltonian is defined as

$$
\begin{equation*}
H=\int d^{3} x T_{00} \tag{4.3}
\end{equation*}
$$

[^9]Evidently then, we can find an operator $\bar{Q}$ obeying $\{Q, \bar{Q}\}=2 H$ simply by choosing

$$
\begin{equation*}
\bar{Q}=2 \int d^{3} x \lambda^{00} . \tag{4.4}
\end{equation*}
$$

Let us now show that $[H, \bar{Q}]=0$. We recall from Sect. 2 that $D_{\alpha} \lambda^{\alpha \beta}=-D_{\alpha}(U)^{\alpha \beta}$ with $(U)^{\alpha \beta}=-(U)^{\beta \alpha}$. So

$$
\begin{equation*}
-i[H, \bar{Q}]=\frac{d \bar{Q}}{d t}=2 \int_{Y} d^{3} x \frac{\partial \lambda^{00}}{\partial t}=-2 \int_{Y} d^{3} x D_{i}\left(\lambda^{0 i}-U^{0 i}\right)=0 . \tag{4.5}
\end{equation*}
$$

Here we are using the fact that $U^{00}=0\left(\right.$ since $\left.U^{\alpha \beta}=-U^{\beta \alpha}\right)$ and that the integral of a total divergence over the compact manifold $Y$ is zero.

With $H=\frac{1}{2}\{Q, \bar{Q}\}$, the fact that $[H, \bar{Q}]=0$ means that $\left[Q, \bar{Q}^{2}\right]=0$. It is actually true in the case at hand that $\bar{Q}^{2}=0$. To see this in the most transparent way, let us write out the Lagrangian of Eq. (2.13) (without the topological term) in a $3+1$ dimensional language. Thus, with $M=Y \times R^{1}$, we have

$$
\begin{align*}
\mathscr{L}= & \int d t \int_{M} d^{3} x \sqrt{g} \operatorname{Tr}\left[\frac{1}{2} F_{0 i} F_{0 i}+\frac{1}{2} \widetilde{F}_{0 i} \tilde{F}_{0 i}-\frac{1}{2} D_{0} \phi D_{0} \lambda-\frac{1}{2} D_{i} \phi D_{i} \lambda+i \varepsilon^{i j k}\left(D_{j} \psi_{k}\right) \chi_{i}\right. \\
& +i\left(D_{0} \psi_{i}\right) \chi_{i}+i \psi_{0} D_{i} \chi^{i}-i \eta D_{0} \psi_{0}-i \eta D_{i} \psi^{i} \\
& \left.-\frac{i}{2} \phi\left[\chi_{i}, \chi_{i}\right]-\frac{i}{2} \lambda\left[\psi_{i}, \psi_{i}\right]-\frac{i}{2} \lambda\left[\psi_{0}, \psi_{0}\right]-\frac{i}{2} \phi[\eta, \eta]-\frac{1}{8}[\phi, \lambda]^{2}\right] . \tag{4.6}
\end{align*}
$$

Here $t$ (parametrizing $R^{1}$ ) is "time," " 0 " denotes the time direction, $i, j, k=1,2,3$ run over a basis of the tangent space to $Y, \chi^{i}=\chi^{0 i}$, and $\widetilde{F}_{0 i}=\frac{1}{2} \varepsilon_{i j k} F^{j k}$. We have taken $Y \times R^{1}$ with signature $(++++)$ in writing the above. It is easy to see that (4.6) has a symmetry under $t \rightarrow-t$ together with

$$
\begin{align*}
\phi \rightarrow \lambda, & \lambda \rightarrow \phi, \quad \psi_{i} \rightarrow \chi_{i} \\
\chi_{i} \rightarrow-\psi_{i}, & \eta \rightarrow-\psi_{0}, \quad \psi_{0} \rightarrow \eta \tag{4.7}
\end{align*}
$$

Let us denote this operation as $T$. It is easy to see that $T^{2}=(-1)^{F}$ (the latter being the operation that changes the sign of all anticommuting fields).

Since $T$ (mapping $t \rightarrow-t$ ) is a time reversal symmetry, it will be realized in quantum field theory as an anti-unitary operation. This means that the Floer groups, rather than just being complex vector spaces, have a real structure. (Of course, they actually have an integral structure, but this is not evident from the quantum field theory viewpoint that we are developing here.)

Now, the explicit formulas for $Q$ and $\bar{Q}$ may be determined from $Q=\int_{Y} J^{0}$, $\bar{Q}=2 \int_{Y} \lambda^{00}$ (with $J^{\mu}$ the conserved supercurrent found in Sect. 2). One finds

$$
\begin{align*}
& Q=\int_{Y} \operatorname{Tr}\left[\left(F_{0 i}+\tilde{F}_{0 i}\right) \psi_{i}-\eta D_{0} \phi-D_{i} \phi \chi_{i}-\psi_{0}[\lambda, \phi] / 2\right], \\
& \bar{Q}=\int_{Y} \operatorname{Tr}\left[\left(F_{0 i}-\tilde{F}_{0 i}\right) \chi_{i}+\psi_{0} D_{0} \lambda-\psi_{i} D_{i} \lambda+\eta[\phi, \lambda] / 2\right] . \tag{4.8}
\end{align*}
$$

We see that under $T$,

$$
\begin{equation*}
\bar{Q} \rightarrow Q, \quad Q \rightarrow-\bar{Q} \tag{4.9}
\end{equation*}
$$

Therefore, the fact that $Q^{2}=0$ implies that also $\bar{Q}^{2}=0$.

Before discussing the $Q$ cohomology, a few comments are in order. In the best of worlds, a quantum field theory has a Hamiltonian that is bounded below and a Hilbert space with a Lorentz invariant and positive metric. In the case at hand these properties do not hold. The indefiniteness of the $(\phi, \lambda)$ kinetic energy means that the Hamiltonian will not be bounded below. The Hilbert space inner product will be indefinite because of the indefiniteness of the $\eta D_{0} \psi_{0}$ and $D_{0} \psi_{i} \cdot \chi_{i}$ terms ${ }^{16}$. The former of these problems was already discussed at the end of Sect. 2, where it was pointed out that it can be avoided if one sets $\phi=-\lambda^{*}$, and for the present purposes we will accept this.

Let us temporarily postpone worrying about the positivity of the norm and review the standard Hodge theory argument relating the cohomology to the ground states of the Hamiltonian (which is positive semi-definite since we are setting $\phi=-\lambda^{*}$ ). Since $[Q, H]=0$, we can represent the cohomology classes by $H$ eigenstates. Given such a class $(Q \psi=0)$, if $H \psi=\lambda \psi$ with $\lambda \neq 0$, then since $H=\frac{1}{2}\{Q, \bar{Q}\}$ we get $\psi=Q\left(\frac{1}{2 \lambda} \bar{Q} \psi\right)$ so $\psi$ is trivial in cohomology. Hence the cohomology classes are zero eigenstates of $H$. Conversely, if $H \psi=0$, then $\left.\left.0=\frac{1}{2}\langle\psi| H|\psi\rangle=\frac{1}{2}|Q| \psi\right\rangle\left.\right|^{2}+\frac{1}{2}|\bar{Q}| \psi\right\rangle\left.\right|^{2}$, so $\quad Q|\psi\rangle=\bar{Q}|\psi\rangle=0$. In particular, $\psi$ represents a $Q$ cohomology class. And if $\psi \neq 0$, this class is not zero. For as $[H, Q]=0$, if $\psi$ can be written as $Q \alpha$ we can assume $H \alpha=0$, but as we have seen $H \alpha=0$ implies $Q \alpha=0$ and so $\psi=0$.

Clearly, the proof that cohomology classes give quantum ground states does not depend on positivity of the scalar product, but the proof that quantum ground states are annihilated by $Q$ and $\bar{Q}$ does. Since in the theory of interest, the natural Lorentz invariant scalar product is not positive definite, some discussion of the validity of the above argument is required. Let us first describe the computation of the space of quantum ground states for small coupling.

For small coupling, the quantum Hilbert space is straightforwardly constructed by expanding around the classical minima of the potential. Because of a term $\operatorname{Tr} F_{i j} F_{i j}$ in the energy, a classical minimum corresponds to $F_{i j}=0$, that is, to a flat connection. Once we pick a flat connection, we must choose $\phi$ and $\lambda$ so $D_{i} \phi=D_{i} \lambda$ $=[\phi, \lambda]=0$, to set the scalar contribution to the energy to zero.

If we pick a flat connection that is "irreducible" (there is no subgroup of the gauge group $G$ that leaves it invariant), the conditions in the last sentence require $\phi=\lambda=0$. If, in addition, the flat connection is "isolated" (no zero modes of $A_{i}^{a}$ ), life is very simple. There being no bosonic zero modes (and, by supersymmetry, no fermionic ones), the quantization will give rise to a unique quantum ground state for each isolated, irreducible flat connection. The value of $U$ for this state (and thus its "dimension" in Floer theory) must be determined by computing the fermion normal ordering constant. Perturbative corrections cannot give this mode a nonzero energy, since this would violate the invariance of the Euler characteristic [or $\left.\operatorname{Tr}(-1)^{F}\right]$. Instanton corrections lead precisely to Floer's considerations.

[^10]For connections that are not isolated and irreducible there are bosonic (and fermionic) zero modes, and it will be a more subtle problem to determine the quantum ground states. This is the counterpart in the present framework of the well known problems in Floer theory with reducible and non-isolated flat connections. Roughly speaking, for flat connections that are irreducible but not isolated, there are zero modes of $A_{i}$ but not of $\phi$ and $\lambda$. The flat connections will then form a moduli space of positive dimension, and just as in finite dimensional degenerate Morse theory, the evaluation of the Floer groups will involve the cohomology of the space of flat connections. But for reducible connections, there are $\phi$ and $\lambda$ zero modes, and one will meet new phenomena, perhaps of a subtle quantum field theoretic nature.

The important question is now whether the quantum ground states are really annihilated by $Q$, as would follow from the Hodge theory argument if the scalar product on the quantum Hilbert space were positive definite. In fact, it is quite straightforward to see in perturbation theory that this is so. An isolated flat connection is annihilated by $Q$ classically [since the right-hand side of (2.8) is zero if the connection is flat and all other fields are zero]. Expanding around an isolated flat connection, $Q$ is quadratic (plus higher orders) in oscillators, and certainly annihilates the ground state. The structure is just as predicted by Hodge theory, even though the Lorentz invariant inner product is not positive definite.

A natural way to explain this seems to be that one can define a modified inner product which is positive definite but not Lorentz invariant and which perhaps is the appropriate one to consider in the "Hodge theory" argument. ${ }^{17}$ If $(\mid)_{L}$ is the Lorentz invariant scalar product on the quantum field theory Hilbert space $\mathscr{H}$, one can define a new inner product $(\mid)_{+}$by saying that for $u, v \in \mathscr{H}$,

$$
\begin{equation*}
(u \mid v)_{+}=(u \mid T v)_{L}, \tag{4.10}
\end{equation*}
$$

where $T$ is the time reversal operation which was introduced in Eq. (4.7). The idea behind (4.10) is that while $\eta$, for example, is self-adjoint in the sense of $(\mid)_{L}$, its adjoint in the sense of $(\mid)_{+}$is $-\psi_{0}=T \eta$. Quantization of the Lagrangian (2.13) shows that the canonical conjugate of $\eta$ is $-\psi_{0}$, so that a positive metric on $\mathscr{H}$ must be one in which $-\psi_{0}$ is the adjoint of $\eta$. Notice that in the sense of $(\mid)_{+}, Q$ and $\bar{Q}$ are adjoints of one another, as the Hodge theory argument requires [in the sense of $(\mid)_{L}, Q$, and $\bar{Q}$ are each self-adjoint $]$. Thus, it may well be that $(\mid)_{+}$is the proper structure for use in the Hodge theory argument. It might even be appropriate to turn this argument around in the following sense. In showing that the nonlinear quantum field theory under study really does exist, the positive definite inner product may be the right one to use. One would then introduce the Lorentz invariant one via (4.10) at the end of the construction in order to achieve Lorentz invariance.

### 4.1. Relation of Donaldson and Floer Theory

The next issue that we should discuss is the connection of Floer and Donaldson theory. According to [7], to define Donaldson invariants of a four manifold M

[^11]with boundary $B$ one must specify a state in the Floer homology of $B$. (As explained in the introduction, this fact was really the motivation for the present paper.) In the context of quantum field theory, the relation of Donaldson invariants to Floer homology has the following interpretation (which was anticipated by Atiyah).

In quantum field theory on a closed four manifold $M$, the nicest path integrals are of the form

$$
\begin{equation*}
Z(\mathcal{O})=\int(\mathscr{D} X) e^{-I} \cdot \mathcal{O} \tag{4.11}
\end{equation*}
$$

with $I$ the action, and $\mathcal{O}$ a product of local fields (usually polynomials). " $X$ " is an abbreviation for the whole collection of integration variables. It is well known, though, that if $M$ has a non-empty boundary $B$, the path integral requires a "boundary condition" on $B$. Such a boundary condition may consist simply of specifying the values of the field on $B$. More generally, one picks an arbitrary state in the Hilbert space $\mathscr{H}$ of the quantum theory formulated on $B$ (or more exactly, the theory formulated on $B \times R^{1}$ as in our above discussion). If $\left.X\right|_{B}$ represents the restriction of the whole collection of integration variables to $B$, then $\mathscr{H}$ is a certain space of functionals of the $\left.X\right|_{B}$, and a state in $\mathscr{H}$ corresponds to a functional $\Psi\left(X_{B}\right)$. The path integral "with boundary conditions determined by $\Psi$ " is just

$$
\begin{equation*}
Z(\mathcal{O}, \Phi)=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot \mathcal{O} \cdot \Psi\left(X_{B}\right) . \tag{4.12}
\end{equation*}
$$

Now we can ask, For what $\mathcal{O}$ and $\Psi$ is (4.12) a topological invariant? The arguments of Sect. 3 show that we need $Q \mathcal{O}=0=Q \Psi$. Thus $\Psi$ represents a Floer cohomology class. Moreover, with $Q \mathcal{O}=0$, the arguments in Sect. 3 show that (4.12) is zero if $\Psi=Q \Lambda$ for some $\Lambda$; therefore, (4.12) depends only on the Floer cohomology class represented by $\Psi$. On the other hand, the interesting choices for $\mathcal{O}$ are precisely the ones that we considered in the case that $M$ had no boundary, namely

$$
\begin{equation*}
\mathcal{O}=\prod_{i} \int_{\gamma_{i}} W_{k_{i}} . \tag{4.13}
\end{equation*}
$$

Here $\gamma_{i}$ are certain cohomology classes on $M$, and the $W_{k_{i}}$ were constructed in Sect. 3. Thus, in (4.12) we obtain Donaldson polynomials with values in (the dual of) the Floer groups of $B$.

As an example (described to me by Atiyah and part of the inspiration behind the present paper), let $B$ consist of several connected components $B_{i}$. Choose the Floer classes on the $B_{i}$ so that one may take $\mathcal{O}=1$. The connected components of $B$ can be considered roughly as incoming and outgoing "three-branes" (higher dimensional generalizations of strings). In this situation, (4.12) can thus be considered roughly as a "three-brane scattering amplitude." Further thoughts along these lines are one route to certain speculations about the physical interpretation of Donaldson theory which can be found in Sect. 6.

There is a slight modification of (4.12) which is also significant (and related to a recent axiomatization of conformal field theory [27]). Let us group the connected components of $B$ into "incoming three-branes" $B_{i}$ and "outgoing three-branes" $\widetilde{B}_{j}$. Suppose we are given a functional $\Psi\left(\left.X\right|_{B_{i}}\right)$ of the boundary values of the fields on the $B_{i}$. Then the path integral can be used to compute a functional of the fields on the $\widetilde{B}_{j}$, by

$$
\begin{equation*}
\widetilde{\Psi}\left(X^{\prime}\right)=\int_{\left(X \mid \tilde{B}_{J}=X^{\prime}\right)}(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \Psi\left(\left.X\right|_{B_{\imath}}\right) \tag{4.14}
\end{equation*}
$$

[This formula requires some explanation. The integral in (4.14) is carried out over all fields $X$ whose restriction to the $\widetilde{B}_{j}$ is equal to some given field $X^{\prime}$. The dependence of the integral on $X^{\prime}$ gives a functional of $X^{\prime}$ which we are calling $\widetilde{\Psi}$.] Moreover, $Q \widetilde{\Psi}=0$ if $Q \Psi=0$; in fact, if $Q \Psi=0$, then everything on the right-hand side of (4.14) is $Q$-invariant. Thus, $\Psi \rightarrow \widetilde{\Psi}$ is a morphism of the tensor product of the Floer groups of the $B_{i}$ to that of the $\widetilde{B}_{j}$.

A specialization of this gives what is perhaps the nicest way, within the framework of the present paper, to show that the Floer groups are topological invariants (and depend, that is, on the three manifold $Y$ but not on a choice of metric). Let $M=Y \times R$, with $R$ denoting the real line, parametrized by a "time" variable $t$, with $-\infty<t<+\infty$. Pick on $M$ a metric of the form

$$
\begin{equation*}
d s^{2}=d t^{2}+g_{i j}\left(x^{k}, t\right) d x^{i} d x^{j} \tag{4.15}
\end{equation*}
$$

with $x^{k}$ being coordinates on $Y$.
If we are given a metric $g$ on $Y$, let $H F^{*}(Y ; g)$ denote the Floer groups of $Y$ computed with this particular metric. Suppose we are given two metrics $g^{(1)}$ and $g^{(2)}$, and we wish to compare the corresponding Floer groups $H F^{*}\left(Y ; g^{(1)}\right)$ and $H F^{*}\left(Y ; g^{(2)}\right)$. To do so, pick on $M=Y \times R$ a metric of the form (4.15), with the additional requirement that $g_{i j}\left(x^{k}, t\right)$ goes over to $g^{(1)}$ for $t \ll 0$ and to $g^{(2)}$ for $t \gg 0$. For every $\Psi$ in $H F^{*}\left(Y ; g^{(1)}\right),(4.14)$ computes a corresponding $\widetilde{\Psi}$ in $H F^{*}\left(Y ; g^{(2)}\right)$. Let us denote this linear transformation from $H F^{*}\left(Y ; g^{(1)}\right)$ to $H F^{*}\left(Y ; g^{(2)}\right)$ as $W\left(g^{(2)}, g^{(1)}\right)$. Our standard arguments (using the fact that $T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\}$ for some $\lambda$ ) show that $W$ is independent of the detailed choice of the $t$ dependence of the metric in (4.15).

The $W$ 's may readily be seen to obey some formal properties which imply that they are isomorphisms. If $g^{(1)}=g^{(2)}$, we have

$$
\begin{equation*}
W\left(g^{(2)}, g^{(1)}\right)=1 \tag{4.16}
\end{equation*}
$$

For if $g^{(2)}=g^{(1)}$, then $W$ can be computed by picking a time independent metric in (4.15). $W$ is then equal to $e^{-H t}$, with $t \rightarrow \infty$. But we know that $H$ annihilates the Floer groups, so $W=1$ in cohomology.

And given three metrics $g^{(1)}, g^{(2)}$, and $g^{(3)}$, the product $W\left(g^{(3)}, g^{(2)}\right) \cdot W\left(g^{(2)}, g^{(1)}\right)$ can be evaluated simply by modifying the $t$ dependence of the metric in (4.15). One simply chooses $g_{i j}\left(x^{k}, t\right)$ in (4.15) to equal $g^{(1)}$ for $t \rightarrow-\infty, g^{(2)}$ for $t \sim 0$, and $g^{(3)}$ for $t \rightarrow+\infty$. This gives a path integral recipe for computing the two step transition $W\left(g^{(3)}, g^{(2)}\right) \cdot W\left(g^{(2)}, g^{(1)}\right)$, but it also is clearly the definition of $W\left(g^{(3)}, g^{(1)}\right)$. We therefore have

$$
\begin{equation*}
W\left(g^{(3)}, g^{(1)}\right)=W\left(g^{(3)}, g^{(2)}\right) \cdot W\left(g^{(2)}, g^{(1)}\right) \tag{4.17}
\end{equation*}
$$

Equations (4.16) and (4.17) imply [on picking $g^{(3)}=g^{(1)}$ ] that $1=W\left(g^{(1)}, g^{(2)}\right) \cdot W\left(g^{(2)}, g^{(1)}\right)$, so that the $W$ 's are invertible and therefore are isomorphisms. Equation (4.17) means then that the Floer groups are independent of metric up to the canonical isomorphisms given by the $W$ 's.

## 5. Differential Forms on Instanton Moduli Space

In Sect. 3, we saw how to represent the Donaldson polynomial invariants of a four manifold $M$ as correlation functions in quantum field theory. At the end of Sect. 4,
we observed that this picture has a generalization when $M$ has a non-trivial boundary $B$. To make the quantum field theory viewpoint mathematically rigorous is of course a formidable undertaking. However, we will see in this section that one can extract from the quantum field theory viewpoint concrete formulas for differential forms on the moduli space of instantons whose integrals over instanton moduli space are the Donaldson invariants. Though inspired by quantum field theory, these are perfectly rigorous, classical formulas, whose key properties can be verified by classical manipulations. (One can extract from the quantum field theory a prescription for the requisite manipulations; I will indicate this but not carry it out in detail.) From the topological point of view, the formulas presented here are presumably just a way of reexpressing Donaldson's ideas. From an analytical point of view, however, they may be useful in overcoming some of the technical problems in Donaldson theory. In this discussion, we will ignore the singularities of instanton moduli space. Thus, our discussion will not be complete. In general, the singularities make additional contributions to the BRST invariant correlators, and quantum field theory should give a prescription for evaluating these.

We choose on $M$ a vector bundle $E$ such that $d(\mathscr{M})$, the formal dimension of the instanton moduli space $\mathscr{M}$, is positive. We write $n=d(\mathscr{M})$. For simplicity, we will consider only the case that at a generic point in instanton moduli space the instantons have no symmetries, and the formal dimension of instanton moduli space equals the actual dimension. These assumptions [which are readily obeyed for $G=S U(2)]$ mean that there are no $(\phi, \lambda)$ zero modes; the only zero modes of the gauge field $A_{\alpha}$ are the tangents to $\mathscr{M}$; and the only fermion zero modes are the $\psi_{\alpha}$ zero modes which (related by supersymmetry to zero modes of $A_{\alpha}$ ) also represent tangents to $\mathscr{M}$.

Now, because of the $\psi_{\alpha}$ zero modes, the partition function

$$
\begin{equation*}
Z=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \tag{5.1}
\end{equation*}
$$

is zero. Non-zero path integrals are of the form

$$
\begin{equation*}
Z(\mathcal{O})=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \cdot \mathcal{O}, \tag{5.2}
\end{equation*}
$$

where $\mathcal{O}$ has $U=d(\mathscr{M})$, so as to be able to absorb the fermion zero modes.
In the weak coupling approximation (adequate because we are evaluating topological invariants), $(\mathscr{D} X)$ reduces (after integrating out the non-zero modes) to

$$
\begin{equation*}
d \mu=d a_{1} \ldots d a_{n} d \psi_{1} \ldots d \psi_{n}, \tag{5.3}
\end{equation*}
$$

where $a_{i}, \psi_{j}, i, j=1 \ldots n$ are the boson and fermion zero modes. It is important to note that there is a canonical measure $d \mu$ because $d \psi_{i}$ transforms oppositely to $d a_{i}$ under any change of basis. In the weak coupling limit, $\exp \left(-\mathscr{L}^{\prime} / e^{2}\right)$ reduces to one, and the functional integral over the non-zero modes equals $\pm 1$, as we noted in Sect. 3; it can be discarded if $\mathscr{M}$ is connected.

We now must study the functional $\mathcal{O}$. In general, non-zero modes as well as zero modes may be present in $\mathcal{O}$. If non-zero modes are present, we must "integrate them out" to get an effective functional $\mathcal{O}^{\prime}$ only depending on the zero modes. It is of the general form

$$
\begin{equation*}
\mathcal{O}^{\prime}=\Phi_{i_{1} \ldots i_{n}}\left(a^{k}\right) \cdot \psi^{i_{1}} \ldots \psi^{i_{n}} \tag{5.4}
\end{equation*}
$$

$\Phi$ is an antisymmetric tensor with $n$ indices - otherwise known as an $n$-form - on the $n$-dimensional manifold $\mathscr{M}$. Replacing $\mathcal{O}$ by $\mathcal{O}^{\prime}$ and inserting (5.3) and (5.4) in (5.2), we get

$$
\begin{equation*}
Z(\mathcal{O})=\int d a_{i} \ldots d a_{n} d \psi_{1} \ldots d \psi_{n} \Phi_{i_{1} \ldots i_{n}} \psi^{i_{1}} \ldots \psi^{i_{n}}=\int_{M} \Phi \tag{5.5}
\end{equation*}
$$

Thus, computing a correlation function $Z(\mathcal{O})$ in the weak coupling limit amounts to integrating the non-zero modes out of $\mathcal{O}$ so as to get an $n$-form $\Phi$ on instanton moduli space.

Now suppose that $\mathcal{O}$ is a product,

$$
\begin{equation*}
\mathcal{O}=\mathcal{O}_{1} \cdot \mathcal{O}_{2} \cdot \ldots \cdot \mathcal{O}_{k} \tag{5.6}
\end{equation*}
$$

with $\mathcal{O}_{k}$ having $U=n_{k}$, and $\sum_{k} n_{k}=n$. By integrating out the non-zero modes from any of the $\mathcal{O}_{r}$, one gets an object

$$
\begin{equation*}
\mathcal{O}_{r}^{\prime}=\Phi_{i_{1} \ldots i_{n}}^{(r)} \psi^{i_{1}} \ldots \psi^{i_{n r}} \tag{5.7}
\end{equation*}
$$

Here $\Phi_{i_{1} \ldots i_{n_{r}}}^{(r)}$ can be interpreted as an $n_{r}$ form on $\mathscr{M}$. The process leading from $\mathcal{O}_{r}$ to $\mathcal{O}_{r}^{\prime}$ is just analogous to that leading from $\mathcal{O}$ to $\mathcal{O}^{\prime}$. Naively, we might hope that

$$
\begin{equation*}
\mathcal{O}^{\prime}=\mathcal{O}_{1}^{\prime} \cdot \mathcal{O}_{2}^{\prime} \cdot \ldots \cdot \mathcal{O}_{k}^{\prime} \tag{5.8}
\end{equation*}
$$

In general, there is no reason for (5.8) to be true, because in integrating the nonzero modes out of the product $\mathcal{O}_{1} \cdot \mathcal{O}_{2} \cdot \ldots \cdot \mathcal{O}_{k}$, one might need to make Wick contractions between $\mathcal{O}_{i}$ and $\mathcal{O}_{j}$ for $i \neq j$. However, it will often be the case that (5.8) is valid to lowest order in $e^{2}$, and this is all we need topologically. In the situation under study here, fortune smiles and (5.8) is valid.

Equation (5.8) is equivalent to the statement that the differential forms $\Phi$ and $\Phi^{(i)}$ described above are related by

$$
\begin{equation*}
\Phi=\Phi^{(1)} \wedge \Phi^{(2)} \wedge \ldots \wedge \Phi^{(k)} \tag{5.9}
\end{equation*}
$$

When (5.8) is valid for all products of interesting operators $\mathcal{O}_{\alpha}$, a particularly simple prescription can be given for computing integrals

$$
\begin{equation*}
Z\left(\mathcal{O}_{\alpha_{1}} \cdot \mathcal{O}_{\alpha_{2}} \ldots \mathcal{O}_{\alpha_{s}}\right)=\int(\mathscr{D} X) \exp \left(-\mathscr{L}^{\prime} / e^{2}\right) \mathcal{O}_{\alpha_{1}} \cdot \mathcal{O}_{\alpha_{2}} \ldots \mathcal{O}_{\alpha_{s}} . \tag{5.10}
\end{equation*}
$$

One extracts from each $\mathcal{O}_{\alpha}$ (by integrating out the non-zero modes) a differential form $\Phi^{(\alpha)}$ (of appropriate degree) on $\mathscr{M}$. Then

$$
\begin{equation*}
Z\left(\mathcal{O}_{\alpha_{1}} \ldots \mathcal{O}_{\alpha_{n}}\right)=\int_{\mathcal{M}} \Phi^{\left(\alpha_{1}\right)} \wedge \Phi^{\left(\alpha_{2}\right)} \wedge \ldots \wedge \Phi^{\left(\alpha_{n}\right)} \tag{5.11}
\end{equation*}
$$

In our study of Donaldson theory in Sect. 3, the interesting operators were

$$
\begin{equation*}
\mathcal{O}^{(\gamma)}=\int_{\gamma} W_{k_{\gamma}} . \tag{5.12}
\end{equation*}
$$

Here $\gamma$ is a homology cycle on $M$, of dimension $k_{\gamma}$, and the $W_{k_{\gamma}}$ for $k_{\gamma}=0, \ldots, 4$ are differential forms on $M$ of degree $k_{\gamma}$ defined as follows:

$$
\begin{align*}
& W_{0}=\frac{1}{2} \operatorname{Tr} \phi^{2}, \\
& W_{1}=\operatorname{Tr}(\phi \wedge \psi), \\
& W_{2}=\operatorname{Tr}\left(\frac{1}{2} \psi \wedge \psi+i \phi \wedge F\right),  \tag{5.13}\\
& W_{3}=i \operatorname{Tr}(\psi \wedge F), \\
& W_{4}=-\frac{1}{2} \operatorname{Tr}(F \wedge F)
\end{align*}
$$

$W_{k}$ has $U=4-k$, so with each $\mathcal{O}^{(\gamma)}$ we should associate a $4-k_{\gamma}$ form $\Phi^{(\gamma)}$ on $\mathscr{M}$. Equation (5.8) is valid for arbitrary products of the $\mathcal{O}^{(\gamma)}$, so the Donaldson invariants are simply

$$
\begin{equation*}
Z\left(\mathcal{O}^{\left(\gamma_{1}\right)} \ldots \mathcal{O}^{\left(\gamma_{s}\right)}\right)=\int_{\mathcal{M}} \Phi^{\left(\gamma_{1}\right)} \wedge \ldots \wedge \Phi^{\left(\gamma_{s}\right)} . \tag{5.14}
\end{equation*}
$$

To obtain "explicit formulas for Donaldson theory," we need only integrate the non-zero modes out of the $W$ 's.

This is easily done. Whenever $F$ appears in (5.13), we may, to lowest order in $e^{2}$, simply replace it by the classical instanton field. Whenever $\psi$ appears in (5.13), we simply replace it by zero mode wave functions. ${ }^{18}$ Therefore, all that needs to be done is to integrate out $\phi$ from the $W^{\prime}$ 's.

In doing this, the relevant terms in the action are

$$
\begin{equation*}
\frac{\mathscr{L}^{\prime}}{e^{2}}=\int_{M} d^{4} x \sqrt{g}\left[\frac{1}{2 e^{2}} \operatorname{Tr} \phi D_{\alpha} D^{\alpha} \lambda-\frac{i}{2 e^{2}} \lambda\left[\psi_{\alpha}, \psi^{\alpha}\right]+\ldots\right] . \tag{5.15}
\end{equation*}
$$

"Integrating out $\phi$ " means computing the integral

$$
\begin{align*}
\left\langle\phi^{a}(x)\right\rangle= & \int \mathscr{D} \phi \mathscr{D} \lambda \exp -\left(\mathscr{L}^{\prime} / e^{2}\right) \cdot \phi^{a}(x) \\
= & \int \mathscr{D} \phi \mathscr{D} \lambda \exp \left[-\frac{1}{2 e^{2}} \int \sqrt{g} \phi D_{\alpha} D^{\alpha} \lambda\right] \\
& \times \phi^{a}(x) \cdot \int_{M} \frac{i}{2 e^{2}} \operatorname{Tr} \lambda\left[\psi_{\alpha}, \psi^{\alpha}\right]+\ldots . \tag{5.16}
\end{align*}
$$

(We have expanded $\exp \left[-\left(i / 2 e^{2}\right) \int \operatorname{Tr} \lambda[\psi, \psi]\right]$ to extract the term linear in $\lambda$, which is the only one that survives after integrating over $\phi$ and $\lambda$. The $+\ldots$ on the right of (5.16) is irrelevant to lowest order in $e^{2}$.) The $\phi$ and $\lambda$ dependence reduces to the Gaussian integral

$$
\begin{equation*}
\int \mathscr{D} \phi \mathscr{D} \lambda \exp \left[-\frac{1}{2 e^{2}} \int \sqrt{g} \phi D_{\alpha} D^{\alpha} \lambda\right] \cdot \phi^{a}(x) \lambda^{b}(y) \tag{5.17}
\end{equation*}
$$

which we will denote as $\left\langle\phi^{a}(x) \lambda^{b}(y)\right\rangle .{ }^{19}$ According to the rules of Gaussian integration,

$$
\begin{equation*}
\left\langle\phi^{a}(x) \lambda^{b}(y)\right\rangle=-2 e^{2} G^{a b}(x, y) \tag{5.18}
\end{equation*}
$$

where $G^{a b}(x, y)$ is the Green's function of the Laplacian $\Delta=D_{\alpha} D^{\alpha}$. $G$ is defined as the unique solution of

$$
\begin{equation*}
\Delta G^{a b}(x, y)=\delta^{a b} \delta^{4}(x-y) \tag{5.19}
\end{equation*}
$$

[^12]Substituting (5.18) in (5.16), we learn that

$$
\begin{equation*}
\left\langle\phi^{a}(x)\right\rangle=-i \int_{M} d^{4} y \sqrt{g} G^{a b}(x, y)\left[\psi_{\alpha}(y), \psi^{\alpha}(y)\right]_{b} \tag{5.20}
\end{equation*}
$$

Note that the factors of $e^{2}$ have cancelled out, a crucial test. Equation (5.20), with $\psi_{\alpha}$ replaced by its zero modes, is the required formula expressing $\phi^{a}$ in terms of zero modes.

Replacing $\phi$ in (5.13) by $\langle\phi\rangle$ whenever it appears, we get our desired formulas for differential forms $\Phi^{(\gamma)}$ on $\mathscr{M}$ corresponding to homology cycles $\gamma$ on $M$. If $\gamma$ is a zero cycle, say a point $P$, then

$$
\begin{equation*}
\Phi^{(\gamma)}=\frac{1}{2} \operatorname{Tr}\langle\phi(P)\rangle^{2} . \tag{5.21}
\end{equation*}
$$

If $\gamma$ is a one cycle, then

$$
\begin{equation*}
\Phi^{(\gamma)}=\int_{\gamma} \operatorname{Tr}(\langle\phi\rangle \wedge \psi) . \tag{5.22}
\end{equation*}
$$

For a two cycle

$$
\begin{equation*}
\Phi^{(\gamma)}=\int_{\gamma} \operatorname{Tr}\left(\frac{1}{2} \psi \wedge \psi+i\langle\phi\rangle \wedge F\right) . \tag{5.23}
\end{equation*}
$$

For a three cycle,

$$
\begin{equation*}
\Phi^{(\gamma)}=i \int_{\gamma} \operatorname{Tr}(\psi \wedge F) . \tag{5.24}
\end{equation*}
$$

And if $\gamma$ is a four cycle, say a multiple $s$ of the fundamental class [ $M$ ] of $M, \Phi^{\nu}$ is just a constant function (that is, a closed zero form) on $\mathscr{M}$. The constant is equal to $-s / 2 \cdot \int_{M} \operatorname{Tr} F \wedge F$. In general a $k$ cycle on $M$ gives an operator of $U=4-k$, corresponding to Donaldson's map $H_{k}(M) \rightarrow H^{4-k}(\mathscr{M})$.

Some readers may have considered the reasoning in Sects. 3 and 4 to lack the precision of mathematics. However, we have arrived at perfectly concrete formulas for differential forms $\Phi^{(\gamma)}$ on instanton moduli space.

At this point, one may wonder what is involved in proving that the $\Phi^{(\gamma)}$ have the necessary properties so that the

$$
\begin{equation*}
Z\left(\gamma_{1}, \ldots, \gamma_{r}\right)=\int_{\mathcal{M}} \Phi^{\left(\gamma_{1}\right)} \wedge \Phi^{\left(\gamma_{2}\right)} \wedge \ldots \wedge \Phi^{\left(\gamma_{r}\right)} \tag{5.25}
\end{equation*}
$$

are topological invariants. There are really four steps.
(a) One must show that the $\Phi^{(\gamma)}$ are closed. This is not self-evident, but it can be checked by a completely classical computation; there is no need for input from quantum field theory.
(b) We must show that $\Phi^{(\gamma)}$ changes by an exact form if we change $\gamma$ in its homology class. It is enough to show that if $\gamma$ is a boundary, say $\gamma=\partial \beta$, then $\Phi^{(\gamma)}=d t^{(\beta)}$ for some differential form $t^{(\beta)}$ on $\mathscr{M}$.

Here we actually get some useful insight from quantum field theory. If $t^{(\beta)}$ such that $\Phi^{(\gamma)}=d t^{(\beta)}$ exists, there are many such $t^{(\beta)}$, and we would like a "best" choice, so as to be able to push Donaldson theory to its limits and deal with the singularities and non-compactness of $\mathscr{M}$ to the extent possible. Quantum field theory actually
gives a canonical but not entirely obvious formula for $t^{(\beta)}$. If $\gamma=\partial \beta$, then

$$
\begin{equation*}
\mathcal{O}^{(\gamma)}=\int_{\gamma} W_{k_{\gamma}}=\int_{\beta} d W_{k_{\gamma}}=i\left\{Q, \int_{\beta} W_{k_{\gamma}+1}\right\} . \tag{5.26}
\end{equation*}
$$

In the small $e^{2}$ limit, $\mathcal{O}^{(\gamma)}$ reduces to our differential form $\Phi^{(\gamma)}, Q$ reduces to the exterior derivative $d$ on $\mathscr{M}$, and $W_{k_{\gamma}+1}$ reduces (using the same formulas given above) to a differential form $t^{(\beta)}$ on $\mathscr{M}$. Equation (5.26) is the desired formula $\mathcal{O}^{(\gamma)}=d t^{(\beta)}$.
(c) One must show that under a change in the metric $g_{\alpha \beta}$ of $M$, the $Z\left(\gamma_{1}, \ldots, \gamma_{r}\right)$ are invariant. Here again quantum field theory gives canonical formulas that are not completely obvious. Before writing formulas, let us express the problem precisely. Consider a family of metrics on $M$ parametrized by a parameter space $S$. Let $X=M \times S$ be the total space of the family. Denote the fiber of $X$ above a point $s \in S$ as $M_{s}$. Each $M_{s}$ has a metric $g_{s}$. The differential forms $\Phi^{(\gamma)}$ are defined on each fiber; let us denote them as $\Phi^{(\gamma)}(s)$. To show that the $Z\left(\gamma_{1}, \ldots, \gamma_{r}\right)$ are independent of metric, we must exhibit closed differential forms $\hat{\Phi}^{(\gamma)}$ on $X$ whose restrictions to the $M_{s}$ coincide with the $\Phi^{(\gamma)}(s)$. This can immediately be done in a canonical way using our standard formulas. Under a displacement of $s \in S$, the metric of $M$ changes. Let $\delta g_{\alpha \beta}(P)$ denote the change of the components $g_{\alpha \beta}(P)$ of the metric of $M$ at a point $P \in M$ and in some basis of the tangent space to $M$ at $P$. The $\delta g_{\alpha \beta}(P)$ are closed one forms on $S$.

From our general formulas, under a change in the metric of $M$, the change in $\Phi^{(\gamma)}$ is

$$
\begin{equation*}
\delta \Phi^{(\gamma)}=\left\langle\int_{\gamma} W_{k_{\gamma}} \cdot \frac{1}{2 e^{2}} \int_{M} \sqrt{g} \delta g^{\alpha \beta} T_{\alpha \beta}\right\rangle, \tag{5.27}
\end{equation*}
$$

where $\rangle$ is an instruction to integrate out the non-zero modes. Using our favorite formula $T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\}$, we can rewrite (5.27) in the form

$$
\begin{equation*}
\delta \Phi^{(\gamma)}=\left\{Q,\left\langle\int_{\gamma} W_{k_{\gamma}} \cdot \frac{1}{2 e^{2}} \int_{M} \sqrt{g} \delta g^{\alpha \beta} \lambda_{\alpha \beta}\right\rangle\right\} . \tag{5.28}
\end{equation*}
$$

Somewhat naively, (5.28) asserts that $\delta \Phi^{(\gamma)}$, which is the change of $\Phi^{(\gamma)}$ under a change in metric, is a BRST commutator, corresponding to a closed differential form on moduli space which will not contribute in (5.25). This is the conclusion we want, and the argument is essentially correct, but the above description is not a very canonical way to express things, because as the metric changes the moduli space also varies (that is, there is no canonical connection on the fiber bundle $X$ ). A better description is as follows. On $X=M \times S$, an $n$ form can be decomposed as a sum of what we might call $(k, n-k)$ forms (a $k$ form on $M$ times an $n-k$ form on $S$ ). $\Phi^{(\gamma)}$ is in this sense an $(n, 0)$ form on $X$, for some $n$. On the other hand,

$$
\begin{equation*}
P=\left\langle\int_{\gamma} W_{k_{\gamma}} \cdot \frac{1}{2 e^{2}} \int_{M} \sqrt{g} \delta g^{\alpha \beta} \lambda_{\alpha \beta}\right\rangle \tag{5.29}
\end{equation*}
$$

can be understood as an $(n-1,1)$ form. [Recall that $\delta g$ is a one form on $S$ or in other words a $(0,1)$ form.] The exterior derivative in the fibers of $X=M \times S$ is what we have denoted $-i Q$, while $\delta$ is the exterior derivative from the base $S$. The
exterior derivative on the total space $X$ is $d=\delta-i Q$. Equation (5.28), together with $\left\{Q, \Phi^{(\gamma)}\right\}=0$ and $\delta P=0$ (which can be verified using the form of $\lambda$ given in Sect. 2), means that the differential form $\hat{\Phi}^{(\gamma)}=\Phi^{(\gamma)}-i P$ is annihilated by $d$, and this is the desired closed form on $X$ whose restriction to the fibers gives back $\Phi^{(\gamma)}$.
(d) Finally, of course, to make rigorous assertions about integrals

$$
\begin{equation*}
\int_{M} \Phi^{\left(\gamma_{1}\right)} \wedge \Phi^{\left(\gamma_{2}\right)} \wedge \ldots \wedge \Phi^{\left(\gamma_{r}\right)} \tag{5.30}
\end{equation*}
$$

one must know that the instanton moduli space exists, has singularities that are not too bad, and behaves not too badly under a change in metric. Such questions involve hard analysis [4,5]. On these questions the viewpoint of this section offers no new insight, except the hope that analysis of the above formulas near singularities of $\mathscr{M}$ may give a new insight about the necessary criterion in "not too bad." Such a hope is supported by experience of physicists with instantons.

In principle, in Sect. 3 we gave formulas for Donaldson invariants - as correlation functions in quantum field theory - which are valid regardless of whether instanton moduli space exists and what properties it has. From that more fundamental point of view, the considerations of this section are just a recipe to evaluate the correlation functions under favorable circumstances. But to make that fundamental point of view rigorous will indeed require considerable progress in constructive quantum field theory.

## 6. Physical Interpretation

In this concluding section, I would like to discuss the possible physical meaning of the present work. Here lie many of the most intriguing questions.

The fermionic symmetry that we have used is very reminiscent of BRST symmetry. Its use is quite similar to the use of BRST symmetry in string theory. So it is natural to think that in a suitable framework, this symmetry arises upon BRST gauge fixing of an underlying gauge invariant theory.

If so, that theory is of a very unusual kind. The single most important equation of this paper is the assertion that the stress tensor is a "BRST" commutator

$$
\begin{equation*}
T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\} \tag{6.1}
\end{equation*}
$$

This assertion does not hold in ordinary BRST gauge fixing of ordinary gauge theories. It does hold in BRST gauge fixing of string theory, because in that case the starting point is the Nambu action, which is generally covariant in a two dimensional sense. This general covariance leads directly to (6.1). The lesson here is that (6.1) is a signal of general covariance. The "topological quantum field theory" that has been studied in this paper is very similar to a BRST gauge fixed version of an underlying generally covariant quantum field theory. To be more blunt about it, what we have been discussing should be viewed as a renormalizable, unitary (in the BRST sense) generally covariant quantum field theory in four dimensions.

The reader may be surprised at attributing the property of general covariance to a theory without gravitons. The following comments may thus be illuminating. In general relativity, one begins with the gravitational field $g_{\alpha \beta}$ and a generally
covariant action. Then one expands around some classical field. One meets the fact that any metric (except $g_{\alpha \beta}=0$, usually considered unlawful) is not invariant under diffeomorphisms. One usually expands around $g_{\alpha \beta}=\eta_{\alpha \beta}$ (the Minkowski metric), and this breaks general covariance down to the Poincare symmetry. Morally speaking (not in any technical sense), the massless graviton should then be viewed as a Goldstone boson of spontaneously broken (local) general covariance. In a similar spirit, massless gauge bosons in gauge theories reflect the breaking of the local gauge invariance down to a global symmetry. If the local symmetry is unbroken, as in QCD, there are no massless gauge mesons.

Since the emergence of the concept of color confinement in QCD, it has been natural to wonder if in general relativity there could be an analogous phase in which general covariance is confined and unbroken. ${ }^{20}$ At first sight, this concept seems paradoxical. For unbroken general covariance, there must be no metric tensor (or at least, it must have zero expectation value). Without a metric, one does not know how signals should propagate, so it seems that there can be no physics.

It seems that we have here stumbled upon a resolution of these paradoxes. With unbroken general covariance, there can indeed be no signal propagation and no local physics. Therefore, in quantization on a three manifold $Y$, the physical Hilbert spaces (in the BRST sense) come out to be global topological objects, the Floer groups, and the only observables that can be computed are global topological invariants, the Donaldson invariants (discussed in Sect. 3), and the relative Donaldson invariants (discussed in Sect. 4). (Recall from the end of Sect. 4 that the latter even include "three-brane scattering.")

Once it is accepted that the theory discussed in this paper is generally covariant, it is clear that there may be other more or less similar theories. It is indeed possible to find a version with explicit gravitational fields [29]. Perhaps there exists a version with spontaneous breaking of general covariance and dynamical gravitons.

One of the real mysteries is how to exhibit a manifestly generally covariant theory whose BRST gauge fixing (at least in some approximation) gives the "topological quantum field theory" we have considered. This is reminiscent of the situation in string theory, where the origin of space-time general covariance is rather obscure. It is rather clear that the theory considered here will not arise in BRST gauge fixing of a conventional generally covariant field theory with a finite number of fields. It would not be too surprising if it arises instead as a low energy approximation to some version of string field theory, in a phase in which general covariance is unbroken. (This possibility is supported to some extent by the existence [30] of $1+1$ dimensional sigma models with a BRST-like fermionic symmetry, and with the property that the graviton vertex operator is a BRST commutator. These sigma models may correspond to a realization of unbroken general covariance in string theory.) The proper incorporation of general covariance in string theory may have some unusual features that are reflected in the proper implementation of general covariance even in the low energy world, and

[^13]these features may be relevant to observable physics, perhaps to the vanishing of the cosmological constant.
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[^1]:    ${ }^{1}$ The relation of differential forms in function space to quantum fields was described for sigma models in [20], which may serve as useful background
    ${ }^{2}$ That is, for each $x, i$, and $a$, we view $A_{i}^{a}(x)$ as a function or zero form on $\mathscr{A}$, and $\delta A_{i}^{a}(x)$ is a one form which is the exterior derivative of the zero form $A_{i}^{a}(x)$. The symbol $\delta$ simply denotes the exterior derivative on the function space $\mathscr{A}$
    ${ }^{3}$ Our gauge theory conventions are that the covariant derivative of a charged field $\phi$ is $D_{i} \phi=\partial_{i} \phi+\left[A_{i}, \phi\right]$. Under an infinitesimal gauge transformation with $\delta \phi=[\varepsilon, \phi]$, the transformation of $A_{i}$ is $\delta A_{i}=-D_{i} \varepsilon$. We regard the generator of the gauge group $G$ as real, skew-symmetric matrices in the adjoint representation, and any field $\phi$ with values in the adjoint representation, when not described explicitly by components $\phi^{a}$, is such a real skew-symmetric matrix. The symbol "Tr" denotes the positive definite Cartan-Killing form on the Lie algebra of $G$

[^2]:    ${ }^{4}$ BRST quantization of gauge theories was originated in [21,22]. The role of the BRST charge in identifying physical states emerged in [23]
    ${ }^{5}$ A similar phenomenon occurs in string theory in the no-ghost theorem. This aspect of the analogy between Donaldson theory and string theory was suggested by D. Friedan
    ${ }^{6}$ See $[13,2]$ for background; a brief sketch appears in Sect. 3 below

[^3]:    ${ }^{7}$ Note, in particular, that (2.13) is a counterexample to some frequent mis-statements of the relation between scale and conformal invariance. For an elucidation of these issues see [24]

[^4]:    ${ }^{8}$ It is not necessary to worry about whether the variation (2.8) is compatible with $\phi=-\lambda^{*}$. The supercurrent (2.20) is still conserved by virtue of the equations of motion if $\lambda$ is complex and $\phi=-\lambda^{*}$, and this is what counts

[^5]:    ${ }^{8 a}$ What we will loosely call topological invariants are really "smooth invariants", that is, they depend on the smooth structure but not on the metric of $M$
    ${ }^{9}$ As is usual in gauge theories, we really intend here an integration over orbits of the gauge groupthat is, over fields modulo gauge transformations

[^6]:    ${ }^{10}$ We ignored in (45) a possible dependence of the measure $(\mathscr{D} X)$ on the metric $g$. Taking account of this dependence is really the problem of showing that the crucial equation $T_{\alpha \beta}=\left\{Q, \lambda_{\alpha \beta}\right\}$ is true quantum mechanically. Making this completely rigorous is one of the tasks of constructive quantum field theory. In this paper we will restrict ourselves to essentially classical considerations ${ }^{11}$ An attempt to go to $e^{2}=0$, by writing the whole factor $\exp \left(-\mathscr{L}^{\prime} / e^{2}\right)$ as a BRST commutator, fails for two reasons. First, without the $\exp \left(-\mathscr{L}^{\prime} / e^{2}\right)$ convergence factor, the integration by parts in function space used to prove that $\langle\{Q, \mathcal{O}\}\rangle=0$ for any $\mathcal{O}$ would not be valid. Second, the verification that $\mathscr{L}^{\prime}=\{Q, V\}$ used the $\chi$ equation of motion, and this can be justified in correlation functions only with use of the $\exp \left(-\mathscr{L}^{\prime} / e^{2}\right)$ factor

[^7]:    ${ }^{12}$ The formal dimension equals the actual dimension under certain conditions noted later

[^8]:    ${ }^{13} \Delta_{B}$ is an elliptic operator acting in the directions in field space transverse to the gauge orbits

[^9]:    ${ }^{14}$ In discussing the Hamiltonian formalism, we will use the form (2.13) of the Lagrangian. It is true that adding $\int \operatorname{Tr} F \wedge F$ with a very precise coefficient [as in (2.41)], so as to cancel the classical instanton action, makes the path integral treatment of the last section more elegant. However, this term with the coefficient in (2.41) would be very embarrassing in a Hamiltonian treatment (it corresponds in physical terms to an imaginary $\theta$ angle, $\theta \sim 1 / e^{2}$ ). Floer theory definitely seems to correspond to quantization of (2.13), not (2.41)
    ${ }^{15}$ Recall from Sect. 2 that for $M=R^{4}, Q$ reduces to one of the eight supercharges in an $N=2$ supersymmetric gauge theory

[^10]:    ${ }^{16}$ The reason is as follows. Consider a general Lagrangian with real anticommuting fields $\alpha_{i}$ whose time derivatives enter the Lagrangian only via a term $\mathscr{L}_{F}=\int d t i M_{i j} \alpha_{i} D_{0} \alpha_{j}$, with $M_{i j}$ a constant symmetric matrix. Quantization will give the anticommutation relations $\left\{\alpha_{i}, \alpha_{j}\right\}=\left(M^{-1}\right)_{i j}$, and this permits the $\alpha_{i}$ to be Hermitian operators in a Hilbert space of positive metric only if the matrix $M_{t j}$ is positive definite

[^11]:    ${ }^{17}$ Such a situation has also arisen recently in work by D. Olive on a Hodge theoretic interpretation of the "no ghost" theorem of string theory

[^12]:    ${ }^{18}$ To be more precise, pick a basis $u_{(1) x}{ }^{a}(x) \ldots u_{(n) \alpha}{ }^{a}(x)$ of classical zero mode wave functions. Then let $\psi_{\alpha}{ }^{a}(x)=\sum_{i} \psi^{i} u_{(i) \alpha}{ }^{a}(x)$, where $\psi^{i}$ are the fermion zero mode coordinates that appear in (5.3). The same substitution $\psi_{\alpha}{ }^{a}(x)=\sum_{i} \psi^{i} u_{(i) x}{ }^{a}(x)$ is to be understood in subsequent formulas. The choice of the $u_{(i)}$ does not matter because (using the same basis of $A_{\alpha}$ zero modes) it cancels out of $d \mu=d a_{1} \ldots d a_{n} d \psi_{1} \ldots d \psi_{n}$
    ${ }^{19}$ We ignore the $(\phi, \lambda)$ determinant, which we know will cancel other determinants of fields not written in (5.17)

[^13]:    ${ }^{20}$ This question has been considered over the years by many physicists, though there do not seem to be many published references. The possibility of unbroken general covariance in the context of string field theory has been considered in [28]

