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Abstract. Starting from axioms as physical as possible [1, 2, 3] about "effects"
and "ensembles", we shall investigate further consequences.

Concerning part I and II [4, 5] the axioms can be so formulated as to be surveyed
more easily.

Besides, it is possible to prove some important theorems more simply.
New structures of the lattice of decision effects are pointed out, leading in two

subsequent papers at last to the final aim, the structure of Hubert-space.

I. Summary of Former Results

After the publication of part II of this exposition it has turned
out that the axioms for a foundation can be formulated still somewhat
more skilfully (at least in the case of a finite-dimensional ensemble-
space, see below). They can be so extended that, in fact, (finite-dimen-
sional) Hubert-spaces over the fields of the real or complex numbers
or of the quaternions remain as irreducible solutions of the system of
axioms. Therefore the axioms shall here be briefly made up once more.
A physically heuristic argument can be found in [1, 2, 3]. Physical ar-
guments more detailed will be given in the second edition of the book
,,Die Grundlagen der Quantenmechanik".

The starting point of our foundation are the sets K of the ensembles
V and L of the effects j? and a probability function μ on K x L satisfying:

Axiom 1.
α) 0 < μ(Y,F) ^ 1,
β) μ(Yι,F) = μ(Y2>F)forallFζLimplies 7X = Fa,
γ) μ(Y,Iι) = μ(Y,F2)forall V ζ K implies F1 = F2,
δ) there exists FQζL (denoted by 0) with μ(V, 0) = 0 for all VζK,
ε) for each V ζ K there exists F ζ L with μ (F, F) = 1 .

n

By the set of all functions on L X(F):= Σai'μ(Yi>£) witn

i = 1
Yi ζ. K> aί real numbers and n any finite integer, a real linear space B
is defined. We will only pursue the case where B is finite-dimensional.
By X ( F ) = μ(V,F), K can be ^identified with a subset of B. By \\X\\ :
= sup{|Z(.F)| \F ζ L} for all X ζ B, B becomes a normed linear space.
1 Commun. math. Phys., Vol. 9
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Definition 1. K denotes the closed convex hull of K in B.
By μ(X,F) : — X (F) the definition of μ can be extended to the entire

B x L. If F is fixed, then by μ(X, F) a linear functional is defined over
B so that L can be identified with a subset of dual space B' of B.

Definition 2. a) L denotes closure of .L in B'.

b) L denotes the closure of the set

{7 I 7ζ B', Y = λF, λ^ Q,FζL and λμ(V,F) g 1 for all V ζ K} ,

where L denotes the closed convex hull of L in B'.

Thus L is convex as well. By the definition

Y^Yz iff μ(V,7ι)^μ(V,7ύ for all VζK,

B' becomes a partially ordered vector space. We formulate the first
principal law about measurement in two parts:

Axiom 2 a1. For each pair F1 ξ L, F% ξ L there exists F3 ζ L so that

F^F3, F^ F,
and for each VζK with μ ( F, FJ = 0 and μ(V,F2) = Q,μ( F, FB) - 0 holds
too.
This axiom can be illustrated by two filters F1 and F% (see [l],p. 1314p.p.).
If we very frequently connect the filters F1, F2 in the form of a filter
packet F1F2F1F2F1F2 . . . . , we (approximatively) obtain the F% desired.

Without proof, we now summarize some conclusions of the axioms 1
and 2 a drawn in [4, 5]. An extremal set m is a non-empty closed, convex
subset of a non-empty convex set M for which x ζ m, x = λxl -f- (1 — λ)x2

with 0 < λ < 1 and x1 ζ M, x2ζ M implies x1 ξ m, x2 ζ m.
The sets

) = Q for all FζlςL}

are for alH C L extremal set of K. Moreover, define for all k C K

μ(V,F) = β for all F ζ k Q K}

μ(V,F) = Q for all F ζ k Q K}

Q ( k ) : = {F FζL, μ(V,F) = Q for all F ζ Jc ς K} .

The sets LQ(k) and LQ(k) are extremal sets of L and L, respectively. The
set LQ(k) is the closed convex hull of L0(k).

To axiom 2 a it is equivalent that the sets L0(k) are ascending directed
sets. Hence there follows that L0(k) has one and only one maximal ele-
ment E. We call these E's decision effects. G denotes the set of all E.

Q

1 This is the axiom 2 in [1], p. 1314. There we have inadvertently forgotten the
second part of the first principal law about measurement, stated here as the
axiom 2b.
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If Jc = 0, then L0(k) = L. We denote the maximal element of L by 1.
There holds μ(V, 1) = 1 for all V ζ K. We define the following sets

W = {K0(l) \ I Q L } , W^ (K0(l) | Z C £} , W = {K0(l) I ς L}

u = (L0(k) \kςκ}, ϋ = {L0(k) kςK}, ϋ = (L0(k) \kςκ}

By theorem 6, W = W. The sets W, W, W, U, U, U are complete set
lattices in which the lattice-theoretical intersection is equal to the set-
theoretical intersection, but the lattice-theoretical union can differ
from the set-theoretical one.

By K0 (I) with I ζ U, I ζ U and I ζ U, respectively, K0 can be considered

as a mapping of U, U and U, respectively, onto W, W and W, respectively.
K0 is then a dual isomorphism between the lattices U and W, U and W,

U and W, respectively. The mappings L0, L0, L0 are the reciprocal map-

pings of the mapping K0 of U onto W, of U onto W and of U onto W,
respectively. Whenever I is a singleton {F}, we will use the shorthand
notation K0(F) instead of KQ(ΐ). To each element L0(k) of U a decision
effect E is attached bijectively and order preserving, which is the
maximal element belonging to LQ(k). Consequently G is lattice-isomorphic
with U. Thus G is dual-isomorphic with W = W, hence isomorphic with
U. It is even valid that LQ(k) and LQ(k) have the same, only element E
being maximal. By KQ, G is dual-isomorphically mapped onto W = W.

II. Principal Law About the Sensitivity-Increase of Effects (Second Part)

Axiom 2a can be illustrated by filter packets F^F^F^F^F^F^. . .
(as above briefly explained). For F^ = F2 = F we obtain a filter packet
FFF. . . not identical with F. But axiom 2 a is trivially satisfied by
F3 — F± — F2 if F1 = F2. Therefore a possibility of increasing the sen-
sitivity of an effect is not yet comprehended by axiom 2 a. A physically
heuristic analysis more detailed (see [3]) shows that we have to express
that there should exist for every λF with λ ̂  0, F ζ L and λμ(V,F) ^ 1
another, more sensitive effect with the same KQ(F}. This possibility of

sensitivity-increase can most simply be formulated by means of L.
For every F ζ L we can infer from K0(F) ^ K0(E) with E ζ G that

F g E holds. So, we can formulate the second part of the first principal
law about measurement as follows:

Axiom 2b. For any F ζ L and any E ζ G with KQ(F) 2 KQ(E) there
holds F < E.

So, axiom 2b is a postulated extension to L of a theorem valid for L.

Theorem 1. // F ζ L, λ ^ 0 and λμ(V, F) ^ 1 for all VζK, then
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Proof. If F = ρF' with F' ζ L, then λF = λρF' ζL by definition

of £. If F is the limit of elements of the form ρF' with Fr ζ L, then we

may also choose such FvζL, with sup{μ(F, .F,,) | F ζ K} = 1 so that
λvFv->F. Since ̂  is compact (in case B finite-dimensional!), we have
sup{μ(F, λvFv) \ V ζ K} = λv -> sup{μ(F, F) \ V ζ K}. With η:
= sup {μ(V, F) I V ζ K} we have ηFv->F, too; thus ληFv-+λF and

hence, because of sup{μ(F, A^ί1,) | F ζ #} = λi? ^ 1, AF ζ L finally.
Let ^ denote the cone {7 | 7 £ £', 7 ^ 0} and let J denote the

cone {Z I JΓ ζ 5, μ(X, 7) ^ 0 for all 7 ξ &}. By the bipolar theorem,
e g [6], P 94, ^ is then the closed, convex hull of K V {0}, i.e. the closed
cone generated by K.

Theorem 2. Ά = {X X = A F, A ^ 0, F £ #}.
Proof. We have only to prove that λv Fv -> X also implies .X = A F

with suitable A ^ 0 and F ζ E:.
From λv VV->X there results λv-+ μ(X, 1). To exclude triviality,

remark that, because of μ(F,,, jF) ^ 1 for all F ζ L, ^(Z, 1) = 0 also
implies μ (X, F) - 0 for all F ζ L, hence Z - 0 ζ J.

If ^(Z, 1 ) Φ O , then Vv -> JC ^(Z, I)-1, i.e. the sequence (FJ
converges and, since 7£ is closed, Vv -> F ζ ./£; thus X = /^(X, 1) F ξ J.

Theorem 3. T^e coτιe
0>+ = {Y\YζB',μ(V,Y)^I for all V ζ K}
equals the set I — & : - {1 — 7 | 7 ξ }̂.

Proof. μ(V, 7) 5j 1 implies μ(F, 1 — 7) ^ 0 and vice versa.

Theorem 4. TΛe closed, convex cone generated by, L and L, respectively
is equal to

λVQλL = {Y\ Y= λF, λ^ 0,FζL}*.

Proof. It is immediately evident that L, L and L, respectively, gene-
rate the same closed, convex cone. It only remains to show that λv Fv->Y

with Fv ζ L, λv ^ 0 implies 7 = λF with suitable λ ̂  0 and F ζ L.
We may choose (Fv) so that sup{^(F, Fv) V ζ K} = 1. As in the proof
of theorem 1 there follows λv -> sup{μ(F, 7) F ζ ^Γ}.

7 = 0 is trivial. If 7 Φ 0, there results that the sequence (Fv) con-

verges, i.e.Fv-*F£L; thus Y = F sup{μ(F, 7) | F ζ K}.
An immediate conquence of theorem 4 is the

Theorem 5. ί - V λL f\0>+.
Λ ̂  Q

III. Principal Law About Deeomposability and Relationship of Effects

For each V ζ K there exists the extremal set generated by F, which
we denote by C(V). Thus C(V) is the intersection of all extremal sets of
K containing F. Every extremal set of K can be written as C(V) with

2 In this paper Λ, V denote the set-theoretical intersection and union, respec-
tively; whereas π, U denote the lattice-theoretical intersection and union, respec-
tively.
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V suitable. For we need only choose an internal point of the extremal
set, which exists because B is finite -dimensional. B finite -dimensional,
C(V) is the set {V V'ζK, V = λV + (1 — λ)V" with 0 < A < 1
and V" ξ K} i.e. the set of all possible mixture components of V. As
in [1] and [3] physically explained in detail, we postulate as the second
principal law about measurement :

Axiom 3. LQ(VJ = L0(V2) implies G(V^ = 0(7a) for all F1? F2 ζ K.

LQ(V) = jL0((7(F)) always holding, we infer from axiom 3 that
A) ("Pi) = L0(V2) i8 equivalent to equivalent to C(V ̂  — C(V2) for all
F l 5 F 2 ζ#.

Theorem 6. i) C(V) = KQLQ(V) for each VζK,
ϋ) W contains all extremal sets of K,

in) W = W = W and K0L0(V) = K0L0(V) = K0L0(V) for each
VζK.

Proof, i) Assuming K0L0 ( V) Φ C ( F), then we get L0K0 ( V) φ L0(C( F))
by axiom 3. Because of L0K0LQ(V) = LQ(V) = LQ(C(V)) this is a
contradiction.

ii) An immediate consequence of i).

ϋi) Since W 2 W 2 W and W consists of extremal sets of K , ϋ) implies

1V=W. From ί,Q(V) 2 L0(V) 2 L0(V) we infer K0L0(V) g K0LQ(V)

By definition of (7(7), K0L0(V) 2^(7), thus K0L0(V) = K0L0(V)
= KQLQ(V).

Theorem 7. For every k Q K, L0(k) contains one and only one maximal
element E, which is the maximal element of LQ(k).

Proof. Because of L0(k) 2 L0(k) there holds E ζ LQ(k)9 E being the
ΐ* Ά

maximal element of L0(k). Suppose F ζ L0(k)} hence K0(F) 2 K0LQ(k)
= KQLQ(k) = K0(E) by theorem 6. Then axiom 2b implies F ^ E.

Theorem 8. i) V λt = 0*.
λ-°

i.e. L = {Y\YζBf, 0 ̂  μ(V, Y) ̂  1 for all

ϋi) K = {X I X ζ B, 0 ^ μ(X, F) for all FζL and μ(X, 1) - 1}.

Proof. Since obviously V λL C ̂ , there holds for the corresponding

polar sets °̂ C / V AL")0. Thus the proof will be achieved by showing

( V λL\Q g^Q. For then there holds for the bipolar sets ί V λL\™ = ̂ °°

and, since V λL and ̂  are closed, convex sets, V λL — & is valid
λ ^ O λ ^ O

according to the bipolar theorem. To verify / V λL\Q C °̂, it suffices

to prove that for every X $£ there exists F ξ L with μ(X,F) < 0.
Select an internal point F of K, which exists because B is finite -dimen-
sional. Then (7(7) = -K" is valid. Suppose X $ J, hence the line through
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F and X meets the boundary of the cone Ά in a point X'. If X' = 0,
then μ(X, 1) < 0 because of μ(V, 1) = 1. If X' Φ 0, i.e. X' = λ V with
λ > 0 and V on the boundary of K, we have C(V) 4= C(V) = K because
V cannot have F as a mixture component. C(V') 4= K implies L0(V)

Φ LQ ( F) - {0}. Thus there exists ί7 ζ £ (hence ί7 ζ L) so that μ ( F, JF) > 0,
μ ( F', /) = 0 and hence μ (X, F) < 0.

IV. The Structure of the Lattice G of the Decision Effects

Because of the importance of the following theorems let us here repeat
some theorems of [5] with proofs partially simplified.

Theorem 9. Every F ζ L admits a unique decomposition of the form

F= Σ ^(EV-EV+1)} where Evζθ,Ey+l< Ev ,
v = l

En+1 = 0 , 0 < λv < 1 for all v > 1, 0 < λ1 < I

and λv 4= λμ for v ή= μ.
Proof. We define E1 by KQ(F) = K^EJ (thus E1 is the maximal

element of LQKQ(E1)l). As a consequence, F ij El. Define
<% = sup{^(F5 F ) \ V ζ K}, then or^F ^ E1 too.

Therefore we have F1 = E1 — oc~lF ζ L. By K^FJ = K0(EZ) we
define E2 . From F1 ^ ̂  there follows at once E2^ E1. There even
holds E2 Φ ^i* since E" is compact, ^(^ oc^lF) attains its supremum
on K, there holds for such a F0 μ(V0, αf1^) = 1, thus μ(VQ} EJ = 1
but μίFoj-Fj) == 0, hence J^Q^) 4= K0(El) which implies the assertion.
Moreover, α2 = sup{^(F, FJ \ V ζ K} < 1 is valid: for assume the
existence of V with 1 - μ ( V, FJ = ̂  ( F', ̂  — αf1^) = ̂  ( Fr, EJ
— αf1 ^(F7,^7). This implies μ(V, EJ - 1 and μ(V',F) = 0, hence
KQ(F) 4= KQ(E^) which is a contradiction. If α2 4= 0, then we can define

Ά
Fz = E% — α^"1 F1 ζ L and extend the sequences (Fv) and (^v) by re-
currence until ocn+ι vanishes, whence Fn = En+l = 0. Such finite integer
n exists for, because of the finite dimension of B' and the increasing
dimension oίK0(Ev), the sequence (Ev) must break off after finitely many
steps. So we obtain the finitely many equations:

<x2F2
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where 0 < αr < 1 for v > 1, 0 < αx ^ 1 and ̂ r+1 < .#„. From these
finitely many equations there follows

= Σ (-l)v+1 &#- witt ft = Π

Using the identity Ev= Σ (^Q—-^ρ+i) with En + 1 = 0, we can write
ρ = V

F = Σ λ,(E*-E^ι) with λ, = Σ (~l)ρ+1 ββ = Σ (-l)δ+1 Π«a Since
?= 1 ρ = 1 ρ = 1 <7=0

0 < αv < 1 for v > 1 and 0 < αx ^ 1, so 0 < λv < 1 for v > 1 and 0 < λl ̂  1
Uniqueness results from the fact that the E^s in the above decomposi-
tion are unique because they are maximal elements (and thus unique).
The λv's are also unique because the α,,'s are suprema, hence unique.
This completes the proof.

Theorem 10. The set of all extreme points of L is equal to G.

Proof. 1) Every E ζ G is an extreme point of L'.ίoτE^λF^ + (I — λ)F,

with Fl,F2ζL and 0 < λ < 1 implies KQ(E) g K^F^ r\ KQ(F2), hence
F1 ^ E and F2 ^ E.

Assume F1 < E, then there exists F ζ K with μ(V, FJ < μ(V, E);

2

— μ(V, E), which is a contradiction. So, F^ = F2 = E is valid.

2) If FζL but jF$ 6?, then according to theorem 9 jF== 2^ λv(Ev—Ev+l),

Λvhere at least one λv , say λρ , satisfies 0 < λρ < 1 . Choose ε > 0 so that
λρ — ε > 0 and Aρ + ε < 1.

Put F± = Σ λv(Ev-Ev+l) + (λQ ± ε) (EQ-EQ+l), then there holds
v φ ρ

0 ^ jP^ ^ ̂  (EV—EV+1) = El ^ 1, thus .F± ζ ί by theorem 8 ϋ).
v = l

Moreover, we can infer F = \ F+ 4- ^ ̂ -j thus F is not an extreme

point of L.

Theorem 11. L = L .

Proof. The convex set L contains G, which is the set of all extreme

points of L according to the preceding theorem. Therefore we conclude,

by the theorem of KBEIN-MΓLMAN, L = L.

Theorem 12. For all elements E1,E2ζG with E1 ^ E2 holdsE2—E^ G.
Proof. Because of E± ^ E2 we have 0 ̂  E2 — Eλ < E2 ^ 1, hence

E2 — El £ L = L. We shall prove that E2 — E1 is an extreme point of L :

assume that E2 — E1 = λF1 + (1 — λ)F2 with 0 < λ < 1 and F1 , F2 ζ L.
Hence there follows because of E2—Eί^ E2 K^FJ ί\ KQ(F2) 2
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thus F1 ^ E2 and F2 ^ E2. So we can write E± = ϋ?a — ( 2̂ — ̂ )
= λ(^2 — -^i) + (1 — λ] (E2— F2). E1 being an extreme point, we infer
E2 — F1 = E1,E2 — F2 = E19 i.e. F1 = F^ = E2 — Elί which implies that

E2 — E! is an extreme point of L, thus by theorem 10, E^ — E^ζ^ 0.
So, E2 — Eί is a decision effect.

Theorem 13. The mapping * : G -> β defined by E -+ E* = l — E
for all E ζ G is an orthocomplementation of the lattice G.

Proof. According to theorem 12 we have at once E* ζ G for all E ζ G.
It is immediately evident that the mapping E->E* is a dual automorphism

i.e. E \J E* = 1, hence E* n E = 1* = 0. As it well-known, two elements
E^E^^G are called orthogonal (symbolically E1_LE2) if E^^^Eξ.
This relation is obviously symmetrical. So E* is the orthocomplement of E
with respect to the mapping *. This completes the proof.

By theorem 12, E1 _L E2 implies E* — E1 ζ G, thus 1 — (Eξ — EJ
= E2 + E τ _ ζ G . Hence we obtain K0(E1) Λ K0(E2) = K0(E1 + J£2) and

thus, because of K0(E1) Λ ̂ 0(^2) = #0(^1 w ^2). E1-}- E2 = E1^j E2

finally. Given a sequence of pairwise orthogonal Ev (v—\,...,ri),
then Ev+1 _L J^x (κ ^ v) implies Ev+1 ^ E* and thus ^+1

v / v \ 4 c

^ Π J57J - U Eκ .
κ = 1 \x = 1 /

V V V

Hence we can conclude Ev+1 J_ Σ ^κ by assuming U Eκ = Σ $κ
x = 1 κ = 1 x =1

to be valid. Thus there hold Ev+1+ Σ Ήκζ® an(i EV+I+ Σ Eκ

• 1 v / v \ v -f 1

U Z? I I I Ί7>
&»\— U J^v.

So we have, by mathematical induction, proved the following theorem:
Theorem 14. Any finite sequence (Ev) (v = 1, . . .,ri) of pairwise

orthogonal Evζ G satisfies
n n
y E = u E
^ ^v ^^v 'v=l v~1

Theorem 14 expresses the important fact of the orthoadditivity of
the measures μ(V, ) on G. When B is finite-dimensional, only finitely
many, pairwise orthogonal Ev ζ G can exist.

^ n

Theorem 15. For every F ζ L = £ there holds F = Σ λκ Eκ with
κ = l

pairwise orthogonal Eκζ G and 1 ̂  λj > λ2 > - - > λn > 0.
Proof. It is an immediate consequence of the theorems 9 and 12.

For the elements Ev — Ev+l of theorem 9 are pairwise orthogonal:
EV>EV+1 implies Ev — Ev+1^,l — Ev+1 = E*+l, hence we have for
v < κ, because of Ev > Eκ, EV — EV+1 < E*+l ^ E* ̂  (Eκ — Eκ+1)*.
Finally we can antitonely rearrange the Av's of theorem 9.
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Theorem 14 implies :
Theorem 16. G is orthomodular .
Proof. Call a lattice orthomodular if E2 _L E± , ^2 -L î an^ î w ^2

= E±\J E'2 implies ̂ 2 = E'z (e.g. [7]). The lattice G satisfies this condition :
by theorem 14 there holds E1 \j E2 = El + ^2 and E^\j E% = E± + E'%.
Thus E-L + E2 = E-L + EZ implies #2 = E'% at once.

Let E1,E2,EB be three elements of 6r with E1^ E2) E2 _[_ E3.
Then the modular relation is valid (e.g. [7]) :

If we could drop the subsidiary condition E2 _L E% , the lattice would be
modular.

Y. Principal Law About the Components of the Mixture of Two Ensembles

As the third principal law about measurement we formulate (in case
of a finite -dimensional B] :

Axiom 4. For all F1? F2, F3 ξ #:

C(Vi) Λ C(V2) = 0 and 0 Φ C(V3) ς 0(1 Fx+ | F2) and ̂ (F1? F3) = 1
implies 0(1 F! + 1 F3) Λ C(V2) =j= 0.

F,) isdefinedby ί(F l s F2) = *up{\μ(Vl9 F)-μ(V2,

A physical interpretation of this axiom was given in [2] and [3]. Let us
briefly show that modularity of G follows from axiom 4. It is sufficient
to prove the modularity of the lattice W consisting of the extremal sets
G ( V ) of K, which is dual-isomorphic with G.

Theorem 17. G and W are modular.

Proof. Because of the order isomorphism between G and W given
byE^KQ(E*), it suffices to verify the theorem for W. From d(Vl9 F2) = 1
there results the existence of at least one F ζ L so that μ(V-^,F] = 1
and μ(F2,.F) = 0 (if μ(Vl9 F') - 0 and μ(V2,F') = 1, then ^ - 1— F'
satisfies μ(Vl9F) = l and μ(Fa, F) - 01). Thus V1ζK0(l—F) and
F2 ζ K0(F). With ^0(J^) = KQ(E) there consequently holds Fx ζ KQ(E*)}

F 2 ζ jK:o(^) and hence CίFj) S ΛΓ0(JS7*), C(F2) C Jf0(^). By the validity of

ϋ(F1) = X0(^ι) and C f(l72) = ^o(^2)J

 the Decision effects E1 and E2

are isomorphically attached to 0(Fj) and ^(Fg), respectively. Thus
Ef ^ ,£/* and £7| ^ ̂ , i.e. E1 ^ E ^ Eξ, hence E± 1_ E2.

Conversely, if ̂  JL E2 (in this case we briefly write C(V-^) _L C(V2)},

then we have jδ/2 ^ £7^ and, because of C(V^ = K0(
Eΐ) S ^0(^2) and

<7(F2) = ^o(^l), we obtain μ(V2,Eξ) = Q and μ(Vlt E2) = 0. Thus

Let us introduce the abbreviations α=(7(F1), b = C(V2) and
c=<7(F 3 ). F3ξ 0 (^ F! + J F2) (one of the conditions of axiom 4)
implies C(Vz)ςC(^VI + ̂ VΛ). Since 0(| 7X Hr J F2) = 0(7^ w 0( F2)


