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#### Abstract

We consider asymptotic behavior of $e^{-i t H} f$ for $N$-body Schrödinger operator $H=$ $H_{0}+\sum_{1 \leq i<j \leq N} V_{i j}(x)$ with long- and short-range pair potentials $V_{i j}(x)=V_{i j}^{L}(x)+V_{i j}^{S}(x)$ $\left(x \in \mathbb{R}^{\nu}\right)$ such that $\partial_{x}^{\alpha} V_{i j}^{L}(x)=O\left(|x|^{-\delta-|\alpha|}\right)$ and $V_{i j}^{S}(x)=O\left(|x|^{-1-\delta}\right)(|x| \rightarrow \infty)$ with $\delta>0$. Introducing the concept of scattering spaces which classify the initial states $f$ according to the asymptotic behavior of the evolution $e^{-i t H} f$, we give a generalized decomposition theorem of the continuous spectral subspace $\mathcal{H}_{c}(H)$ of $H$. The asymptotic completeness of wave operators is proved for some long-range pair potentials with $\delta>1 / 2$ by using this decomposition theorem under some assumption on subsystem eigenfunctions
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## 1 Introduction

We consider $N$ particles $1,2, \ldots, N(N \geq 2)$ with mass $m_{1}, \ldots, m_{N}$ which move in $\mathbb{R}^{v}$, where $v \geq$ 1 is an integer. We assume that there is no external force ${ }^{1}$, so that only possible interaction is the one between two non-identical particles $i$ and $j$. We denote the position of the $i$-th particle by $r_{i}=\left(r_{i 1}, \ldots, r_{i v}\right) \in \mathbb{R}^{v}$, and write the relative position between the $i$-th and $j$-th particles as $x_{i j}=r_{i}-r_{j} \in \mathbb{R}^{v}$, where $(i, j)$ is a pair of particles $i$ and $j$ with $1 \leq i<j \leq N$. Then it will be reasonable to assume that the interaction between $i$-th and $j$-th particles is

[^0]given by a pair potential $V_{i j}\left(x_{i j}\right)$ determined by the relative position $x_{i j}$ of $i$ and $j$. We use the notation $\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2}\left(x \in \mathbb{R}^{d}, d \geq 1\right.$ an integer $)$, and assume the following condition on the pair potentials.
Assumption 1.1. The pair potential $V_{i j}(x)\left(x \in \mathbb{R}^{v}\right)$ is divided into a sum of a real-valued $C^{\infty}$ function $V_{i j}^{L}(x)$ (long-range pair potential) and a real-valued measurable function $V_{i j}^{S}(x)$ (short-range pair potential) such that the following holds for some constants $\delta \in(0,1), C>0$ and $C_{\alpha}>0$ for any multi-index $\alpha$.
\[

$$
\begin{align*}
& \left|\partial_{x}^{\alpha} V_{i j}^{L}(x)\right| \leq C_{\alpha}\langle x\rangle^{-|\alpha|-\delta}  \tag{1.1}\\
& \left|V_{i j}^{S}(x)\right| \leq C\langle x\rangle^{-1-\delta} \tag{1.2}
\end{align*}
$$
\]

Under this assumption with some additional assumption, we will consider the asymptotic behavior as $t \rightarrow \pm \infty$ of the evolution $e^{-i t H} f$ of the Schrödinger operator $H$ defined in a Hilbert space $\mathcal{H}$ for the state function $f$ in the continuous spectral subspace $\mathcal{H}_{c}=\mathcal{H}_{c}(H)$ of $H$. In the case of $N$-body Hamiltonian $H$, there is a natural decomposition of $H$ according to cluster decomposition $a=\left\{C_{1}, \ldots, C_{k}\right\}$ of the set $\{1,2, \ldots, N\}$ such as $H=H_{a}+I_{a}$ with $H_{a}=H^{a}+T_{a}$, where $H^{a}$ is the subsystem Hamiltonian describing the internal world of each cluster $C_{j}(1 \leq j \leq k)$, and $T_{a}$ is the Hamiltonian describing the intercluster free motion. $I_{a}$ is the sum of the intercluster interactions described by intercluster pair potentials, which include both of the internal coordinates and intercluster coordinates. We denote by $|a|$ the number $k$ of clusters in $a$, i.e. $|a|=k$ for $a=\left\{C_{1}, \ldots, C_{k}\right\}$. The description of asymptotic behavior of $e^{-i t H}$ is usually supposed to be given by channel wave operators

$$
\begin{equation*}
W_{a}^{ \pm}=\mathrm{s}-\lim _{t \rightarrow \pm \infty} e^{i t H} J_{a} e^{-i t H_{a}} P^{a} \tag{1.3}
\end{equation*}
$$

where $P^{a}$ is the orthogonal projection onto the eigenspace of $H^{a}$, and $J_{a}$ is a suitable timeindependent modifier introduced to deal with the long-range tail of the pair potentials. If such wave operators exist, they intertwine $H$ and $H_{a}$ in the following way.

$$
\begin{equation*}
E_{H}(B) W_{a}^{ \pm}=W_{a}^{ \pm} E_{H_{a}}(B) \quad \text { for all Borel sets } B \text { of } \mathbb{R} \tag{1.4}
\end{equation*}
$$

It has been supposed that the sum of the ranges $\mathcal{R}\left(W_{a}^{ \pm}\right)$of the channel wave operators is equal to the continuous spectral subspace $\mathcal{H}_{c}(H)$

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}^{ \pm}\right) \tag{1.5}
\end{equation*}
$$

This is called 'asymptotic completeness of wave operators,' so that asymptotic behavior of $e^{-i t H} f$ for $f \in \mathcal{H}_{c}(H)=\bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}^{ \pm}\right)$is given as a sum of partly free evolutions $J_{a} e^{-i t H_{a}} g_{a}$ for some $g_{a} \in P^{a} \mathcal{H}(2 \leq|a| \leq N)$.

Tosio Kato [18] calls this situation that the wave operators $W_{a}^{ \pm}$give a similarity between $H$ on $\mathcal{H}_{c}(H)$ and $H_{a}$ 's on $\mathcal{H}$. Namely 'similarity' means the usual existence and the asymptotic completeness of wave operators, and this problem has been solved in the case $N=2$ by [19], [20], [39], [40], [34], [35], [1], [8] ${ }^{2}$ for the short-range potential, and by [21], [22], [23], [9], [17], [15] ${ }^{2}$ for the long-range potential. For further references see [46]. In the

[^1]case $N \geq 3$, Sigal-Soffer [41] proved the similarity for the short-range pair potentials by the use of usual channel wave operators. Their proof relies on a decomposition of phase space. Later than Sigal-Soffer [41], Graf [13] gave a proof based on an improved decomposition of configuration space. Kitada [26] also gave a proof based on another decomposition of configuration space.

For long-range pair potentials, Enss [10] gave a proof of similarity for long-range pair potentials with $\delta>\sqrt{3}-1$ for 3-body case. Wang [42] improved the method of Enss [10] to 3-body long-range pair potentials with $\delta>1 / 2$ whose negative parts decaying like $\langle x\rangle^{-\gamma}$ with $\gamma>2(1-\delta) / \delta$. Gérard [12] gave a proof of similarity for the 3-body case with the potentials satisfying (1.1), $\delta>1 / 2$, and virial condition: $2 V_{i j}(x)+x \cdot \nabla_{x} V_{i j}(x) \leq-C\langle x\rangle^{-\delta}$ for $C>0$. Dereziński [3] gave a proof of the asymptotic completeness for general $N$-body case with $\delta>\sqrt{3}-1$. Further references may be found in [4] and [45].

In the sense that physically interesting case of Coulomb pair potentials has been completed by the work of Dereziński [3] for general $N$-body problem, it might be natural that further investigation has not been done for longer-range potentials.

However, from the mathematical view point, it is an important problem to pursue whether or not the similarity extends to general long-range pair potentials. Further due to the progress after Sigal-Soffer [41], we now have advanced techniques such as the partition of unity associated with the decomposition of configuration space as the ones in [13] and [26] and the extended micro-localizing factor in [30] introduced for $N=2$. Given those, it would now be an appropriate time to begin with the investigation of general long-range pair potentials with $\delta>0$.

Our strategy to investigate general long-range pair potentials in this paper is firstly to introduce scattering spaces with utilizing the refined decomposition of configuration space. Then we will prove a generalized decomposition theorem of the continuous spectral subspace $\mathcal{H}_{c}(H)$ of $H$ by scattering spaces under the following additional assumption.

Assumption 1.2. Every eigenvector $\psi^{a}$ of any subsystem Hamiltonian $H^{a}(2 \leq|a| \leq N-1)$ satisfies $\left\|\left|x^{a}\right| \psi^{a}\right\|<\infty$.

As it is known [11] that the nonthreshold eigenvectors decay exponentially, this assumption concerns the threshold eigenvectors. We will consider the case $t \rightarrow \infty$ in the rest of the paper, since the case $t \rightarrow-\infty$ can be treated similarly.

The scattering space $S_{a}^{r}(2 \leq|a| \leq N, 0 \leq r \leq 1)$ consists of the state functions $f \in \mathcal{H}$ such that the evolution $e^{-i t H} f$ develops into the region where $\left|x_{i j}\right|>\sigma t((i j) \not \leq a)$ and $\left|x^{a}\right| \leq \mu t^{r}$ as $t \rightarrow \infty$ for some $\sigma>0$ and any $\mu>0$. In particular for the case $r=1$, we have the following generalized decomposition theorem of $\mathcal{H}_{c}(H)$.

Theorem 1.1. Let Assumptions 1.1 and 1.2 be satisfied. The continuous spectral subspace $\mathcal{H}_{c}(H)$ is decomposed as an orthogonal sum of the scattering spaces $S_{a}^{1}$ with $2 \leq|a| \leq N$.

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\bigoplus_{2 \leq|a| \leq N} S_{a}^{1} \tag{1.6}
\end{equation*}
$$

In section 8 we will introduce in wave operator (1.3) an auxiliary factor $P_{a}^{\varepsilon}(t)$ as in (1.7) below, where $P_{a}^{\varepsilon}(t)$ is an extension of micro-localizing factor introduced in [30] for $N=2$ and localizes the state microlocally in the extended phase space $\mathbb{R} \times X \times X^{\prime}$. Here $\mathbb{R}$ is the
space for time parameter $t, X=\mathbb{R}^{v(N-1)}$ is the configuration space, and $X^{\prime}=\mathbb{R}^{v(N-1)}$ denotes the conjugate momentum space.

$$
\begin{equation*}
W_{a}^{ \pm}=\mathrm{s}-\lim _{t \rightarrow \pm \infty} e^{i t H} P_{a}^{\varepsilon}(t) J_{a} e^{-i t H_{a}} P^{a} \tag{1.7}
\end{equation*}
$$

With this extended microlocal factor, it is possible to apply the simple and beautiful Kato's celebrated 'smooth operator' technique [18] to prove the existence of wave operators $W_{a}^{ \pm}$ and the related limits for general $\delta>0$. This makes it possible to characterize the range of wave operators in terms of scattering spaces as in the following theorem, which will be proved in section 10 together with Theorem 1.1.

Theorem 1.2. Let Assumptions 1.1 and 1.2 be satisfied. Then wave operators (1.3) exist, and satisfy

$$
\begin{equation*}
\mathcal{R}\left(W_{a}^{ \pm}\right)=S_{a}^{0} \quad(2 \leq|a| \leq N) \tag{1.8}
\end{equation*}
$$

Further we will prove the following.
Theorem 1.3. Let Assumptions 1.1 and 1.2 be satisfied with $\delta \in(1 / 2,1)$ for all long-range pair potentials $V_{i j}^{L}$ and assume that short-range pair potentials vanish: $V_{i j}^{S}=0(\forall(i, j))$. Suppose that the eigenspace of subsystem Hamiltonian $H^{a}(2 \leq|a| \leq N-1)$ is of finite dimension and that $V_{i j}(x)=V_{i j}^{L}(x) \geq 0$ for all pairs $(i, j)$ and $x \in \mathbb{R}^{v}$. Then wave operators (1.3) exist, and satisfy

$$
\begin{equation*}
\mathcal{R}\left(W_{a}^{ \pm}\right)=S_{a}^{0}=S_{a}^{1} \quad(2 \leq|a| \leq N) \tag{1.9}
\end{equation*}
$$

Theorem 1.1 therefore implies the asymptotic completeness for the long-range pair potentials specified in the theorem.

Theorem 1.4. Let the assumptions of Theorem 1.3 be satisfied. Then wave operators (1.3)

$$
\begin{equation*}
W_{a}^{ \pm}=s-\lim _{t \rightarrow \pm \infty} e^{i t H} J_{a} e^{-i t H_{a}} P^{a} \tag{1.10}
\end{equation*}
$$

exist, and are asymptotically complete.

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}^{ \pm}\right) \tag{1.11}
\end{equation*}
$$

A traditional proof of the asymptotic completeness for the short-range case will be given in section 9 in order to contrast the new point of our method. At an early stage of the present investigation, we expected that for large part of long-range pair potentials, the asymptotic completeness would hold except for some special cases when Yafaev channel ([43], [44]) occurs. However we noticed in the midst of the investigation that Yafaev channels seem to be rather dominant for the very long-range case when $\delta \in(0,1 / 2)$. Yafaev channel is characterized by the condition that the initial condition $f \in \mathcal{H}_{c}(H)$ satisfies $f \in S_{a}^{1} \backslash S_{a}^{0}$. Although we could not find any effective condition to control the occurrence of such channels, the traditional formulation of the asymptotic completeness survives as a new form as the equation (1.6) in Theorem 1.1.

The proof for the short-range case given in section 9 will use a traditional argument by mathematical induction originated in Sigal-Soffer [41]. In this proof there needs to prove the existence of the limit like

$$
\begin{equation*}
\tilde{\Omega}_{a} f=\lim _{t \rightarrow \infty} e^{i t H_{a}} P_{a}^{\varepsilon}(t) J_{a}^{*} e^{-i t H} f \tag{1.12}
\end{equation*}
$$

In the short-range case the proof of the existence of this limit produces no problem, as the pair potentials are short-range and the integrability of the differentiation

$$
\begin{equation*}
\frac{d}{d t}\left(e^{i t H_{a}} P_{a}^{\varepsilon}(t) J_{a}^{*} e^{-i t H} f\right) \tag{1.13}
\end{equation*}
$$

is not hard to show by smooth operator technique due to the extended micro-localizing factor $P_{a}^{\varepsilon}(t)$. However in the long-range case, the proof of the existence of the limit itself is a problem, since the long-range part of intercluster interaction $I_{a}^{L}\left(x_{a}, x^{a}\right)$ (see (2.8)) includes both of intercluster coordinate $x_{a}$ and internal coordinates $x^{a}$ when $N \geq 3$. This makes it hard to prove the integrability of (1.13) unless long-range pair potentials vanish even if we prepare a modifier $J_{a}$ that can handle the general long-range tail with $\delta>0$. To overcome this difficulty, one inserts an intermediate interaction $I_{a}^{L}\left(x_{a}, 0\right)$ as in Dereziński [3], and tries to evaluate the difference

$$
\begin{equation*}
I_{a}^{L}\left(x_{a}, x^{a}\right)-I_{a}^{L}\left(x_{a}, 0\right)=x^{a} \cdot \int_{0}^{1} \nabla_{x^{a}} I_{a}^{L}\left(x_{a}, \theta x^{a}\right) d \theta . \tag{1.14}
\end{equation*}
$$

To control the extra factor $x^{a}$ and get the integrability of (1.13), one needs to analyze the internal motion and assume the condition $\delta>\sqrt{3}-1$. To avoid such problems of the traditional approach, we will firstly expand the scattering state in terms of subsystem scattering states, and reduce the problem to the consideration of the following limit including eigenprojection $P^{a}$ of subsystem Hamiltonians under an additional Assumption 1.2 on subsystem eigenfunctions.

$$
\begin{equation*}
\Omega_{a} f=\lim _{t \rightarrow \infty} P^{a} e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon}(t) e^{-i t H} f . \tag{1.15}
\end{equation*}
$$

This step will give Theorems 1.1 and 1.2. These two theorems imply that the asymptotic completeness is equivalent to the condition

$$
\begin{equation*}
S_{a}^{0}=S_{a}^{1} . \tag{1.16}
\end{equation*}
$$

When long-range pair potentials vanish, this condition readily follows from the existence of the limit (1.12) by the traditional method of induction with detouring the hard part of the discussion. When long-range pair potentials do not vanish, it is necessary to attack this problem directly, which constitutes a hard step of the problem as we will see in section 10 .

## 2 Notation

We will give in this section basic notation which we will need in the following. In doing so we will avoid unnecessary abstraction, and will concentrate on the most important points. We will also assume that the reader is familiar with pseudodifferential operators, Fourier
integral operators, and their calculus (see e.g., [31]-[33]), and will avoid the unnecessary complication of calculation with just stating the principal symbols and the support relations.

The coordinate space of N -particles is

$$
\mathbb{R}^{v N}=\left\{x \mid x=\left(r_{1}, \ldots, r_{N}\right) \in \mathbb{R}^{v N}, r_{j} \in \mathbb{R}^{v}(j=1, \ldots, N)\right\}
$$

Let the center of mass of the $N$ particles be denoted by

$$
x_{C}=\frac{m_{1} r_{1}+\cdots+m_{N} r_{N}}{m_{1}+\cdots+m_{N}} \in \mathbb{R}^{v} .
$$

We set with $n=N-1$

$$
\begin{equation*}
X_{C}=\left\{r \mid r \in \mathbb{R}^{v}, r=x_{C}\right\}=\mathbb{R}^{v}, \quad X=\left\{x \mid x \in \mathbb{R}^{v N}, x_{C}=0\right\}=\mathbb{R}^{v(N-1)}=\mathbb{R}^{v n} \tag{2.1}
\end{equation*}
$$

Then the total space $\mathbb{R}^{v N}$ is decomposed as a direct product of $X_{C}$ and $X$.

$$
\begin{equation*}
\mathbb{R}^{v N}=\mathbb{R}^{v} \times \mathbb{R}^{v(N-1)}=X_{C} \times X \tag{2.2}
\end{equation*}
$$

As the coordinates of $X$, we adopt Jacobi coordinate system which describes the relative position of the $N$-particles.

$$
\begin{equation*}
x_{i}=r_{i+1}-\frac{m_{1} r_{1}+\cdots+m_{i} r_{i}}{m_{1}+\cdots+m_{i}} \in \mathbb{R}^{v}, \quad i=1,2, \ldots, N-1 . \tag{2.3}
\end{equation*}
$$

The corresponding reduced mass $\mu_{i}$ is given by

$$
\begin{equation*}
\frac{1}{\mu_{i}}=\frac{1}{m_{i+1}}+\frac{1}{m_{1}+\cdots+m_{i}} . \tag{2.4}
\end{equation*}
$$

We equip $X$ with the inner product

$$
\begin{equation*}
\langle x, y\rangle=\sum_{i=1}^{N-1} \mu_{i} x_{i} \cdot y_{i} \tag{2.5}
\end{equation*}
$$

where • denote the Euclidean scalar product of $\mathbb{R}^{v}$. With respect to this inner product, the change of variables between Jacobi coordinates (2.3) is realized by orthogonal transformations of the space $X$, while $\mu_{i}$ and $x_{i}$ depend on the order of the construction of the Jacobi coordinates (2.3).

To consider the behavior of the particles, we need to introduce the notion of clustered Jacobi coordinate. Let $a=\left\{C_{1}, \ldots, C_{k}\right\}$ be a disjoint decomposition of the set $\{1,2, \ldots, N\}$ : $C_{\ell} \neq \emptyset(\ell=1,2, \ldots, k), \cup_{\ell=1}^{k} C_{\ell}=\{1,2, \ldots, N\}, C_{\ell} \cap C_{m}=\emptyset(\ell \neq m)$. We denote the number of elements of a set $S$ by $|S|$. Then $|a|=k$. We call $a$ a cluster decomposition with $|a|$ clusters $C_{1}, \ldots, C_{|a|}$. A cluster decomposition $b$ is called a refinement of a cluster decomposition $a$, denoted by $b \leq a$, iff every $C \in b$ is a subset of some $D \in a$, and $b \not \leq a$ is its negation: there exists a cluster $C \in b$ such that no $D \in a$ includes $C \in b$ as a subset. The notation $b<a$ means that $b \leq a$ and $b \neq a$. For a pair $(i, j),(i, j) \leq a$ means that $\{i, j\} \subset D$ for some $D \in a$, and $(i, j) \not \leq a$ means that $\{i, j\} \not \subset D$ for all $D \in a$.

A clustered Jacobi coordinate $x=\left(x_{a}, x^{a}\right)$ associated with a cluster decomposition $a=$ $\left\{C_{1}, \ldots, C_{k}\right\}$ is obtained by first choosing a Jacobi coordinate

$$
x^{C_{\ell}}=\left(x_{1}^{C_{\ell}}, \ldots, x_{\left|C_{\epsilon}\right|-1}^{C_{\ell}}\right) \in X^{C_{\ell}}=\mathbb{R}^{v\left(\left|C_{\ell}\right|-1\right)} \quad(\ell=1,2, \ldots, k)
$$

for the $\left|C_{\ell}\right|$ particles in the cluster $C_{\ell}$ and then by choosing an intercluster Jacobi coordinate

$$
x_{a}=\left(x_{1}, \ldots, x_{k-1}\right) \in X_{a}=\mathbb{R}^{v(k-1)}
$$

for the $k$ centers of mass of the clusters $C_{1}, \ldots, C_{k}$. Then $x^{a}=\left(x^{C_{1}}, \ldots, x^{C_{k}}\right) \in X^{a}=X^{C_{1}} \times$ $\cdots \times X^{C_{k}}=\mathbb{R}^{\nu(N-k)}$ and $x=\left(x_{a}, x^{a}\right) \in X_{a} \times X^{a}=\mathbb{R}^{\nu(k-1)} \times \mathbb{R}^{\nu(N-k)}=\mathbb{R}^{\nu(N-1)}=\mathbb{R}^{\nu n}=X$. We denote the conjugate momentum space of $X$ by $X^{\prime}=\left\{\xi \mid \xi \in \mathbb{R}^{v(N-1)}\right\}$.

Given Jacobi coordinate (2.3), the Schrödinger operator $H$ defined in the Hilbert space $\mathcal{H}=L^{2}(X)$ with the domain $\mathcal{D}(H)=H^{2}(X)$, and the corresponding classical Hamiltonian $H(x, \xi)$ with the center of mass motion separated and removed are expressed in the form

$$
\begin{align*}
& H=H\left(x, D_{x}\right)=H(x, D)=H_{0}+V, \\
& H_{0}=H_{0}\left(D_{x}\right)=H_{0}(D), V=V(x), \quad\left(D_{x}=D=-i \partial_{x}\right), \\
& H(x, \xi)=H_{0}(\xi)+V(x), H_{0}(\xi)=\sum_{i=1}^{n} \frac{1}{2 \mu_{i}}\left|\xi_{i}\right|^{2}, V(x)=\sum_{1 \leq i<j \leq N} V_{i j}\left(x_{i j}\right) . \tag{2.6}
\end{align*}
$$

Passing to the clustered Jacobi coordinates $x=\left(x_{a}, x^{a}\right) \in X$ and the corresponding conjugate momentum $\xi=\left(\xi_{a}, \xi^{a}\right) \in X^{\prime}$ for a cluster decomposition $a=\left(C_{1}, \ldots, C_{k}\right)$ with $|a|=k, 2 \leq k \leq$ $N$, we see that the free part of the Hamiltonian is given by

$$
\begin{align*}
& H_{0}=H_{0}\left(D_{x}\right)=T_{a}+H_{0}^{a}, \\
& T_{a}=T_{a}\left(D_{a}\right), H_{0}^{a}=H_{0}^{a}\left(D^{a}\right),\left(D_{a}=D_{x_{a}}, D^{a}=D_{x^{a}}\right), \\
& H_{0}(\xi)=T_{a}\left(\xi_{a}\right)+H_{0}^{a}\left(\xi^{a}\right), \quad T_{a}\left(\xi_{a}\right)=\sum_{\ell=1}^{k-1} \frac{1}{2 M_{\ell}}\left|\xi_{\ell}\right|^{2},  \tag{2.7}\\
& H_{0}^{a}\left(\xi^{a}\right)=\sum_{\ell=1}^{k} H_{0}^{C_{\ell}}\left(\xi^{C_{\ell}}\right), \quad H_{0}^{C_{\ell}}\left(\xi^{C_{\ell}}\right)=\sum_{i=1}^{\left|C_{\ell}\right|-1} \frac{1}{2 \mu_{i}^{C_{\ell}}}\left|\xi_{i}^{C_{\ell}}\right|^{2},
\end{align*}
$$

where $M_{\ell}$ and $\mu_{i}^{C_{\ell}}$ are reduced masses corresponding to the clustered Jacobi coordinates. The potential part of the Hamiltonian is given by

$$
\begin{align*}
& V(x)=\sum_{1 \leq i<j \leq N} V_{i j}\left(x_{i j}\right)=I_{a}(x)+V^{a}\left(x^{a}\right) . \quad I_{a}\left(x_{a}, x^{a}\right)=I_{a}^{S}\left(x_{a}, x^{a}\right)+I_{a}^{L}\left(x_{a}, x^{a}\right), \\
& I_{a}^{S}\left(x_{a}, x^{a}\right)=\sum_{(i, j) \nsubseteq a} V_{i j}^{S}\left(x_{i j}\right), \quad I_{a}^{L}\left(x_{a}, x^{a}\right)=\sum_{(i, j) \pm a} V_{i j}^{L}\left(x_{i j}\right),  \tag{2.8}\\
& V^{a}\left(x^{a}\right)=\sum_{C_{\ell} \in a} V^{C_{\ell}}\left(x^{C_{\ell}}\right), \quad V^{C_{\ell}}\left(x^{C_{\ell}}\right)=\sum_{(i, j) \leq C_{\ell}} V_{i j}\left(x_{i j}\right) .
\end{align*}
$$

The total Hamiltonian is given by

$$
\begin{align*}
& H=H_{0}+V=H_{a}+I_{a}=T_{a}+H^{a}+I_{a}, H=H\left(x, D_{x}\right)=H(x, D), \\
& H_{0}=H_{0}(D), H_{a}=H_{a}(x, D), H^{a}=H^{a}\left(x^{a}, D^{a}\right)=H_{0}^{a}\left(D^{a}\right)+V^{a}\left(x^{a}\right), \\
& H(x, \xi)=H_{0}(\xi)+V(x)=H_{a}(x, \xi)+I_{a}(x), \\
& H_{a}(x, \xi)=T_{a}\left(\xi_{a}\right)+H^{a}\left(x^{a}, \xi^{a}\right),  \tag{2.9}\\
& H^{a}\left(x^{a}, \xi^{a}\right)=H_{0}^{a}\left(\xi^{a}\right)+V^{a}\left(x^{a}\right)=\sum_{C_{\ell} \in a} H^{C_{\ell}}\left(x^{C_{\ell}}, \xi^{C_{\ell}}\right), \\
& H^{C_{\ell}}\left(x^{C_{\ell}}, \xi^{C_{\ell}}\right)=H_{0}^{C_{\ell}}\left(\xi^{C_{\ell}}\right)+V^{C_{\ell}}\left(x^{C_{\ell}}\right)
\end{align*}
$$

Here $T_{a}$ acts in the Hilbert space $\mathcal{H}_{a}=L^{2}\left(\mathbb{R}^{v(|a|-1)}\right) ; H^{a}, H_{0}^{a}$, and $V^{a}$ act in $\mathcal{H}^{a}=L^{2}\left(\mathbb{R}^{v(N-|a|)}\right)$; $H_{a}=T_{a}+H^{a}=T_{a} \otimes I+I \otimes H^{a}$ and $H=H_{a}+I_{a}$ act in the total Hilbert space $\mathcal{H}=\mathcal{H}_{a} \otimes \mathcal{H}^{a}$, where $I$ in $T_{a} \otimes I$ and $I$ in $I \otimes H^{a}$ denote the identity operators in $\mathcal{H}^{a}$ and $\mathcal{H}_{a}$, respectively. Making a change of variable $\xi_{\ell}=\sqrt{M_{\ell}} \xi_{\ell}^{\prime}$ and $\xi_{i}^{C_{\ell}}=\sqrt{\mu_{i}^{C_{\ell}}} \xi_{i}^{C_{\ell}}$, we obtain a more convenient form of the Hamiltonian

$$
\begin{align*}
& H(x, \xi)=H_{0}(\xi)+V(x), \quad H_{0}(\xi)=T_{a}\left(\xi_{a}\right)+H_{0}^{a}\left(\xi^{a}\right)=\frac{1}{2}|\xi|^{2} \\
& T_{a}\left(\xi_{a}\right)=\frac{1}{2} \sum_{\ell=1}^{k}\left|\xi_{\ell}\right|^{2}, \quad H_{0}^{a}\left(\xi^{a}\right)=\frac{1}{2} \sum_{\ell=1}^{k} \sum_{i=1}^{\left|C_{\ell}\right|-1}\left|\xi_{i}^{C_{\ell}}\right|^{2} . \tag{2.10}
\end{align*}
$$

We note that in this setting the inner product defined by (2.5) is just the Euclidean inner product: $\langle x, y\rangle=\sum_{i=1}^{N-1} x_{i} \cdot y_{i}$ of $X=\mathbb{R}^{v n}$. As we write the configuration space $\mathbb{R}^{v n}$ by $X$ and the conjugate momentum space $\mathbb{R}^{v n}$ by $X^{\prime}$, respectively, the phase space will be denoted by $X \times X^{\prime}=\mathbb{R}^{v n} \times \mathbb{R}^{v n}=\left\{(x, \xi) \mid x \in X, \xi \in X^{\prime}\right\}$. In the following, we consider the Hamiltonian $H=H\left(x, D_{x}\right)$ in (2.10) for an $N$-body quantum-mechanical system with $N \geq 2$ under Assumptions 1.1 and 1.2.

## 3 Continuous spectrum

We need to introduce some notation concerning the bound states of Hamiltonians. Let $a$ be a cluster decomposition with $1 \leq|a| \leq N$. We let $P^{a}=I$ for $|a|=N$, and let $P^{a}$ be the orthogonal projection onto the eigenspace $\mathcal{H}_{p}\left(H^{a}\right)$ of $H^{a}$ defined on $\mathcal{H}^{a}=L^{2}\left(X^{a}\right)=$ $L^{2}\left(\mathbb{R}^{v(N-|a|)}\right)$ for $1 \leq|a| \leq N-1$. We write the extension $I \otimes P^{a}$ as $P^{a}$, where $I$ denotes the identity operator of $\mathcal{H}_{a}=L^{2}\left(X_{a}\right)=L^{2}\left(\mathbb{R}^{v(|a|-1)}\right)$ and for $|a|=1$ we write $P^{a}=P=P_{H}$. For an integer $M$ we let $P_{M}^{a}$ be an $M$-dimensional partial projection of the eigenprojection $P^{a}$ such that $P^{a}=\mathrm{s}$ - $\lim _{M \rightarrow \infty} P_{M}^{a}$. We use the notation $P_{M}^{a}=I \otimes P_{M}^{a}$ for the natural extension of $P_{M}^{a}$. Let a sequence of integers $M_{1}, M_{2}, \ldots, M_{N}$ be fixed, and define $\hat{M}_{a}=\left(M_{1}, \ldots, M_{|a|-1}\right)$ and $M_{a}=\left(\hat{M}_{a}, M_{|a|}\right)=\left(M_{1}, \ldots, M_{|a|-1}, M_{|a|}\right)$. Set for $\hat{M}=\left(M_{1}, \ldots, M_{\ell}\right)(1 \leq \ell \leq N-1)$ and $P_{M_{1}}=P_{M_{1}}^{a_{1}}\left(\left|a_{1}\right|=1\right)$

$$
\begin{equation*}
\hat{P}_{\hat{M}}^{\ell}=\left(I-\sum_{\left|a_{\ell}\right|=\ell} P_{M_{\ell}}^{a_{\ell}}\right) \ldots\left(I-\sum_{\left|a_{2}\right|=2} P_{M_{2}}^{a_{2}}\right)\left(I-P_{M_{1}}\right) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{P}_{M_{a}}^{a}=P_{M_{|a|}}^{a} \hat{O}_{\hat{M}_{a}}^{|a|-1}, \quad 2 \leq|a| \leq N . \tag{3.2}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\sum_{2 \leq|a| \leq N} \tilde{P}_{M_{a}}^{a}=I-P_{M_{1}} \tag{3.3}
\end{equation*}
$$

We also set

$$
\begin{equation*}
\mathcal{T}=\bigcup_{1 \leq|a| \leq N} \sigma_{p}\left(H^{a}\right) \tag{3.4}
\end{equation*}
$$

where $\sigma_{p}\left(H^{a}\right)$ denotes the point spectrum of the selfadjoint operator $H^{a}(1 \leq|a| \leq N)$ with $\sigma_{p}\left(H^{a}\right)=\{0\}$ for $|a|=N$. Namely $\mathcal{T}$ is the sum of the point spectrum of $H$ and the thresholds of $H$. We note that

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\overline{\sum_{B \Subset \mathbb{R} \backslash \mathcal{T}} E_{H}(B) \mathcal{H}} \tag{3.5}
\end{equation*}
$$

We remark that the result of [11] implies that $\mathcal{T} \subset[b, 0]$ for some constant $b \leq 0$. The first purpose of this section is to prove the following lemma which is an extension of the theorem known as RAGE theorem ([38]).

Lemma 3.1. Let $\{B(s) \mid s \in \mathbb{R}\}$ be a continuous family of uniformly bounded operators in $\mathcal{H}$. Let $B \subset \mathbb{R}$ be a bounded open set satisfying $E_{H}(B) \mathcal{H} \subset \mathcal{H}_{c}(H)$ and let $2 \leq|b| \leq N$. Then there is a constant $\epsilon_{M}>0$ that goes to 0 when the components $M_{j}$ of the multi-index $M_{b}$ tend to $\infty$ such that as $T \rightarrow \infty$

$$
\begin{equation*}
\left\|\frac{1}{T} \int_{0}^{T} B(s) F\left(\left|x_{i j}\right|<R\right) \tilde{P}_{M_{b}}^{b} e^{-i s H} E_{H}(B) d s\right\| \sim_{\epsilon_{M}} 0 \tag{3.6}
\end{equation*}
$$

for any pair $(i, j) \not \leq b$. Here $\sim_{\epsilon_{M}}$ means that the norm of the difference of the both sides is asymptotically $\leq \epsilon_{M}$ as $T \rightarrow \infty$, and $F(S)$ denotes a smooth positive cut off function which is 1 on the set $S \subset X=\mathbb{R}^{\nu(N-1)}$ and is 0 outside some neighborhood of $S$. We write $\sim$ for $\sim_{0}$.

Proof. We prove a general version of Lemma 3.1:
Under the assumption of the lemma, we have as $T \rightarrow \infty$

$$
\begin{equation*}
\left\|\frac{1}{T} \int_{0}^{T} B(s) F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right) \hat{P}_{\hat{M}_{b}}^{|b|-1} e^{-i s H} E_{H}(B) d s\right\| \sim_{\epsilon_{M}} 0 \tag{3.7}
\end{equation*}
$$

for any $(i, j) \not \leq b$.
We prove (3.7) by induction on $k=|b|$.
I) 1st step: We prove that (3.7) holds for $|b|=2$. Since $\left\|F(|x|>S) F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right)\right\| \rightarrow 0$ as $S \rightarrow \infty$ for $|b|=2, R<\infty,(i, j) \not \leq b$, it suffices to show

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left\|\frac{1}{T} \int_{0}^{T} B(s) F(|x|<R) E_{H}(B) e^{-i s H} d s\right\|=0 \tag{3.8}
\end{equation*}
$$

As the operator $F(|x|<R) E_{H}(B)$ is compact, the first step follows if we prove the lemma with $F(|x|<R) E_{H}(B)$ replaced by one dimensional operator $K f=(f, \phi) \psi$, where $\phi \in \mathcal{H}_{c}(H)$. We compute

$$
\begin{align*}
& \left\|\frac{1}{T} \int_{0}^{T} B(s) K e^{-i s H} d s\right\|^{2}=\left\|\frac{1}{T} \int_{0}^{T} e^{i s H} K^{*} B(s)^{*} d s\right\|^{2} \\
& =\sup _{\|f\|=1}\left\|\frac{1}{T} \int_{0}^{T} e^{i s H} K^{*} B(s)^{*} f d s\right\|^{2}  \tag{3.9}\\
& =\sup _{\|f\|=1} \frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left(B(s)^{*} f, \psi\right)\left(\psi, B(t)^{*} f\right)\left(e^{-i(t-s) H} \phi, \phi\right) d t d s .
\end{align*}
$$

The RHS is bounded by

$$
\begin{equation*}
C \frac{1}{T^{2}} \int_{0}^{T} \int_{0}^{T}\left|\left(e^{-i(t-s) H} \phi, \phi\right)\right| d t d s \leq C \frac{1}{T} \int_{-T}^{T}\left|\left(e^{-i t H} \phi, \phi\right)\right| d t \tag{3.10}
\end{equation*}
$$

for $C=\|\psi\|^{2} \sup _{s \in \mathbb{R}}\|B(s)\|^{2} \geq 0$. By Schwarz inequality, the RHS is bounded by

$$
\begin{equation*}
\sqrt{2} C\left(\frac{1}{T} \int_{-T}^{T}\left|\left(e^{-i t H} \phi, \phi\right)\right|^{2} d t\right)^{\frac{1}{2}} \tag{3.11}
\end{equation*}
$$

Noting that the function $\mu(\lambda)=\left(E_{H}(\lambda) \phi, \phi\right)$ is of bounded variation, we calculate the formula inside the parentheses.

$$
\frac{1}{T} \int_{-T}^{T} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-i\left(\lambda-\lambda^{\prime}\right) t} d \mu(\lambda) d \mu\left(\lambda^{\prime}\right) d t=2 \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{\sin \left\{\left(\lambda-\lambda^{\prime}\right) T\right\}}{\left(\lambda-\lambda^{\prime}\right) T} d \mu(\lambda) d \mu\left(\lambda^{\prime}\right)
$$

Dividing the integration region $\mathbb{R}^{2}$ into $\left|\lambda-\lambda^{\prime}\right| \leq \epsilon$ and the other, we obtain a bound.

$$
\begin{equation*}
2 \int_{\left|\lambda-\lambda^{\prime}\right| \leq \epsilon} d \mu(\lambda) d \mu\left(\lambda^{\prime}\right)+\frac{2}{\epsilon T} . \tag{3.12}
\end{equation*}
$$

The first term is equal to

$$
\int_{\mathbb{R}} \int_{\lambda-\epsilon}^{\lambda+\epsilon} d \mu\left(\lambda^{\prime}\right) d \mu(\lambda)=\int_{\mathbb{R}}\left\|E_{H}((\lambda-\epsilon, \lambda+\epsilon]) \phi\right\|^{2} d \mu(\lambda) .
$$

Since $\left\|E_{H}((\lambda, \mu]) \phi\right\|^{2} \leq\|\phi\|^{2}$ is continuous with respect to $(\lambda, \mu) \in \mathbb{R}^{2}$ by $\phi \in \mathcal{H}_{c}(H)$ and the measure $d \mu$ is finite on $\mathbb{R}$, the first term of (3.12) can be arbitrarily small if $\epsilon>0$ is taken small enough. Letting then $T \rightarrow \infty$ in (3.12) makes the second term go to 0 .
II) 2nd step: Assuming (3.7) for $|b|<k(3 \leq k \leq N)$, we prove (3.7) for $|b|=k$. Let $b=$ $\left\{C_{1}, \cdots, C_{|b|}\right\}$ with $|b|=k$ and assume $(i, j)$ connects the clusters $C_{1}$ and $C_{2}$ of $b$. We denote the new cluster decomposition by $d=\left\{C_{1} \cup C_{2}, C_{3}, \cdots, C_{k}\right\}$. Then $|d|=k-1$, and $K_{1}=$ $F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right)$ bounds ${ }^{3}$ the variable $x^{d}$. We decompose $\hat{P}_{\hat{M}_{b}}^{k-1}$ (see (3.1)) in (3.7) as

$$
\begin{equation*}
\hat{P}_{\hat{M}_{b}}^{k-1}=\left(I-P_{M_{k-1}}^{d}\right) \hat{P}_{\hat{M}_{d}}^{k-2}-\sum_{b_{k-1} \neq d} P_{M_{k-1}}^{b_{k-1}} \hat{P}_{\hat{M}_{d}}^{k-2}, \tag{3.13}
\end{equation*}
$$

[^2]where $\hat{M}_{d}=\left(M_{1}, \cdots, M_{k-2}\right)$. Each $P_{M_{k-1}}^{b_{k-1}}$ in the second term bounds the variable $x^{b_{k-1}}$ with $\left|b_{k-1}\right|=k-1$. Since $b_{k-1} \neq d,|d|=k-1$ and $F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right)$ bounds the variable $x^{d}, F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right) P_{M_{k-1}}^{b_{k-1}}$ connects at least one pair of different two clusters in $b_{k-1}$. Thus the terms in the second summand on the RHS of (3.13) are treated by the induction hypothesis. Thus we have to show when $T \rightarrow \infty$
\[

$$
\begin{equation*}
\left\|\frac{1}{T} \int_{0}^{T} B(s) F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right)\left(I-P_{M_{k-1}}^{d}\right) \hat{P}_{\hat{M}_{d}}^{k-2} e^{-i s H} E_{H}(B) d s\right\| \sim_{\epsilon_{M}} 0 \tag{3.14}
\end{equation*}
$$

\]

Let $S>0$ be arbitrary but fixed and let $t(s)=s-m S$ for $m S \leq s<(m+1) S$. The norm of (3.14) is bounded by with $K_{1}=F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right)$ and $K_{2}=K_{1}\left(I-P_{M_{k-1}}^{d}\right)$

$$
\begin{align*}
& \left\|\frac{1}{T} \int_{0}^{T} B(s) K_{1}\left(I-P_{M_{k-1}}^{d}\right) e^{-i t(s) H_{d}} e^{i t(s) H} \hat{P}_{\hat{M}_{d}}^{k-2} e^{-i s H} E_{H}(B) d s\right\| \\
& +\left\|\frac{1}{T} \int_{0}^{T} B(s) K_{2}\left(I-e^{-i t(s) H_{d}} e^{i t(s) H}\right) \hat{P}_{\hat{M}_{d}}^{k-2} e^{-i s H} E_{H}(B) d s\right\| \tag{3.15}
\end{align*}
$$

Since $H-H_{d}=I_{d}$,

$$
\begin{equation*}
I-e^{-i t(s) H_{d}} e^{i t(s) H}=\int_{0}^{t(s)} e^{-i \tau H_{d}} i\left(H_{d}-H\right) e^{i \tau H} d \tau \quad(0 \leq t(s)<S) \tag{3.16}
\end{equation*}
$$

is a sum of the terms, each of which bounds at least one variable $x_{\beta}$ with $\beta=(k, m)$ connecting two different clusters of $d$. Noting that $F\left(\left|x^{d}\right|<C R\right) \geq K_{1}=F\left(\left|x_{i j}\right|<R\right) F\left(\left|x^{b}\right|<R\right)$ holds for some constant $C>0$, we can treat the second term of (3.15) by induction hypothesis. The first term in (3.15) is rewritten as

$$
\begin{equation*}
\left\|\frac{1}{T} \int_{0}^{T} B(s) K_{1}\left(I-P_{M_{k-1}}^{d}\right) e^{-i t(s) H_{d}} E_{H}(B) \hat{P}_{\hat{M}_{d}}^{k-2} e^{-i(s-t(s)) H} d s\right\| \tag{3.17}
\end{equation*}
$$

with some remainder terms. These remainder terms come from the commutator of $e^{i t(s) H}$ and $E_{H}(B)$ with $\hat{P}_{\hat{M}_{d}}^{k-2}$, and can be treated by induction hypothesis. Since $s-t(s)=m S$, (3.17) is rewritten for $T=n S$

$$
\begin{equation*}
\left\|\frac{1}{n S} \sum_{m=0}^{n-1} \int_{0}^{S} B(s+m S) K_{1}\left(I-P_{M_{k-1}}^{d}\right) e^{-i s H_{d}} E_{H}(B) \hat{P}_{\hat{M}_{d}}^{k-2} d s e^{-i m S H}\right\| \tag{3.18}
\end{equation*}
$$

Since $K_{1}$ bounds $x^{d}$, the difference

$$
\begin{equation*}
K_{1}\left\{\left(I-P_{M_{k-1}}^{d}\right)-\left(I-P^{d}\right)\right\}=K_{1}\left(P^{d}-P_{M_{k-1}}^{d}\right) \tag{3.19}
\end{equation*}
$$

tends to 0 in operator norm as $M_{k-1} \rightarrow \infty$. Thus we can replace $K_{1}\left(I-P_{M_{k-1}}^{d}\right)$ in (3.18) by $K_{1}\left(I-P^{d}\right)$ with an error $\epsilon_{M}$. This step yields the error $\epsilon_{M}$ in the lemma. To estimate (3.18), we first get an energy cut off for $H^{d}$ from $E_{H}(B)$. Then we can apply (3.7) for $|b|=2$ to (3.18) with $H$ replaced by $H^{d}$. This proves (3.7) for $|b|=k$, and the proof of Lemma 3.1 is complete.

The following theorem is partially due to Volker Enss. An outline of a proof was given at a seminar as a response to my question made at his office at California Institute of Technology when both of us visited there in 1984. Later he gave a partial proof in [5] leaving the details to [6], [7]. However both of [6] and [7] seem not have been published. So a complete proof is given here.

Theorem 3.2. Let $N=n+1 \geq 2$ and let $H$ be the Hamiltonian $H$ in (2.10) for an $N$-body quantum-mechanical system. Let Assumptions 1.1 and 1.2 be satisfied. Let $f \in \mathcal{H}_{c}(H)$. Then there exist a sequence $t_{m} \rightarrow \pm \infty$ (as $\left.m \rightarrow \pm \infty\right)$ and a sequence $M_{a}^{m}$ of multi-indices whose components all tend to $\infty$ as $m \rightarrow \pm \infty$ such that for all cluster decompositions $a$ with $2 \leq|a| \leq N$, for all $\varphi \in C_{0}^{\infty}\left(X_{a}\right)=C_{0}^{\infty}\left(\mathbb{R}^{v(|a|-1)}\right), R>0$, and $(i, j) \not \leq a$

$$
\begin{align*}
& \left\|\frac{\left|x^{a}\right|^{2}}{t_{m}^{2}} \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0  \tag{3.20}\\
& \left\|\chi_{\left\{x \| x_{i j} \mid<R\right\}} \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0  \tag{3.21}\\
& \left\|\left(\varphi\left(x_{a} / t_{m}\right)-\varphi\left(v_{a}\right)\right) \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0 \tag{3.22}
\end{align*}
$$

as $m \rightarrow \pm \infty$. Here $\chi_{S}$ is the characteristic function of a set $S$.
Proof. By (2.10)

$$
H=H_{0}+V, \quad H_{0}=\frac{1}{2} D^{2}=-\frac{1}{2} \Delta, \quad V=\sum_{1 \leq i<j \leq N} V_{i j}\left(x_{i j}\right) .
$$

where

$$
D=\frac{1}{i} \frac{\partial}{\partial x}, \quad x \in \mathbb{R}^{v n}
$$

Let $f \in \mathcal{H}$ satisfy $\langle x\rangle^{2} f \in \mathcal{H}$ and $f=E_{H}(B) f \in \mathcal{H}_{c}(H)$ for some bounded open set $B$ of $\mathbb{R}$. Note that such $f$ 's are dense in $\mathcal{H}_{c}(H)$. Writing $\tilde{P}_{M_{a}}^{a}=\tilde{P}^{a}$, we have $\sum_{2 \leq|a| \leq N} \tilde{P}^{a}=I-P_{M_{1}}$ from (3.3). Hence

$$
\begin{align*}
& \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} \tilde{P}^{a} e^{-i t H} f\right) \\
= & \left\|\left(\frac{x}{t}-D\right) e^{-i t H} f\right\|^{2}=\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} e^{-i t H} f\right)  \tag{3.23}\\
= & \frac{1}{t^{2}}\left(f,\left(e^{i t H} x^{2} e^{-i t H}-x^{2}\right) f\right)-\frac{2}{t}\left(f, e^{i t H} A e^{-i t H} f\right) \\
& \quad+\left(f, e^{i t H} D^{2} e^{-i t H} f\right)+\frac{1}{t^{2}}\left(f, x^{2} f\right),
\end{align*}
$$

where $A=\frac{1}{2}(x \cdot D+D \cdot x)$. A direct computation gives

$$
\begin{equation*}
i\left[H_{0}, x^{2}\right]=2 A \tag{3.24}
\end{equation*}
$$

Therefore the first term on the RHS of (3.23) is equal to

$$
\begin{align*}
\frac{1}{t^{2}} \int_{0}^{t} \frac{d}{d s}\left(f, e^{i s H} x^{2} e^{-i s H} f\right) d s & =\frac{1}{t^{2}} \int_{0}^{t}\left(f, e^{i s H} i\left[H_{0}, x^{2}\right] e^{-i s H} f\right) d s  \tag{3.25}\\
& =\frac{2}{t^{2}} \int_{0}^{t}\left(f, e^{i s H} A e^{-i s H} f\right) d s
\end{align*}
$$

The sum of the first and second terms of the RHS of (3.23) is thus equal to

$$
\begin{align*}
G(t) & =\frac{2}{t^{2}}\left(\int_{0}^{t}\left(f, e^{i s H} A e^{-i s H} f\right) d s-t\left(f, e^{i t H} A e^{-i t H} f\right)\right. \\
& =\frac{1}{t^{2}} \int_{0}^{t} \frac{d\left(s^{2} G\right)}{d s}(s) d s  \tag{3.26}\\
& =-\frac{2}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H} i[H, A] e^{-i s H} f\right) d s
\end{align*}
$$

Noting

$$
i[H, A]=i\left[T_{a}, A\right]+i\left[I_{a}, A\right]+i\left[H^{a}, A\right]=2 T_{a}+i\left[I_{a}, A\right]+i\left[H^{a}, A^{a}\right]
$$

where $A^{a}=\frac{1}{2}\left(x^{a} \cdot D^{a}+D^{a} \cdot x^{a}\right)$, we have

$$
\begin{align*}
& \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} \tilde{P}^{a} e^{-i t H} f\right) \\
= & -\frac{2}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H} i[H, A] e^{-i s H} f\right) d s+\left(f, e^{i t H} D^{2} e^{-i t H} f\right)+\frac{1}{t^{2}}\left(f, x^{2} f\right) \\
= & -\frac{2}{t^{2}} \sum_{2 \leq|a| \leq N} \int_{0}^{t} s\left(f, e^{i s H}\left(2 T_{a}+i\left[I_{a}, A\right]+i\left[H^{a}, A^{a}\right]\right) \tilde{P}^{a} e^{-i s H} f\right) d s \\
& +2 \sum_{2 \leq|a| \leq N}\left(f, e^{i t H} H_{0} \tilde{P}^{a} e^{-i t H} f\right)+\frac{1}{t^{2}}\left(f, x^{2} f\right) \\
= & \sum_{2 \leq|a| \leq N}\left[-\frac{4}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H} T_{a} \tilde{P}^{a} e^{-i s H} f\right) d s+2\left(f, e^{i t H} T_{a} \tilde{P}^{a} e^{-i t H} f\right)\right]  \tag{3.27}\\
& +2 \sum_{2 \leq|a| \leq N}\left(f, e^{i t H} H_{0}^{a} \tilde{P}^{a} e^{-i t H} f\right) \\
& -\frac{2}{t^{2}} \sum_{2 \leq|a| \leq N} \int_{0}^{t} s\left(f, e^{i s H} i\left[I_{a}, A\right] \tilde{P}^{a} e^{-i s H} f\right) d s \\
& -\frac{2}{t^{2}} \sum_{2 \leq|a| \leq N} \int_{0}^{t} s\left(f, e^{i s H} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s+\frac{1}{t^{2}}\left(f, x^{2} f\right) .
\end{align*}
$$

By Lemma 3.1, the third term on the RHS goes to 0 with some error $\epsilon_{M}$ as $t \rightarrow \infty$. The last term goes to 0 as $t \rightarrow \infty$ by our assumption $\langle x\rangle^{2} f \in \mathcal{H}$. As Lemma 3.1 implies

$$
\sum_{2 \leq|a|, b \mid \leq N, a \neq b} \frac{2}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H}\left(\tilde{P}^{b}\right)^{*} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s \sim_{\epsilon_{M}} 0
$$

as $t \rightarrow \infty$, we have asymptotically

$$
\begin{align*}
& \frac{2}{t^{2}} \sum_{2 \leq|a| \leq N} \int_{0}^{t} s\left(f, e^{i s H} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s \\
& \sim_{\epsilon_{M}} \frac{2}{t^{2}} \sum_{2 \leq|a| \leq N} \int_{0}^{t} s\left(f, e^{i s H}\left(\tilde{P}^{a}\right)^{*} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s \tag{3.28}
\end{align*}
$$

The RHS asymptotically equals

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{2 \leq|a| \leq N} \int_{0}^{t}\left(f, e^{i s H}\left(\tilde{P}^{a}\right)^{*} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s \tag{3.29}
\end{equation*}
$$

if this limit exists.
We will prove that the limit (3.29) exists and equals 0 . Letting $t(s)=s-m S$ for $m S \leq$ $s<(m+1) S$ for any fixed $S>0$, we have by Lemma 3.1 and some commutator arguments as $t \rightarrow \infty$

$$
\begin{aligned}
& \sum_{2 \leq|a| \leq N} \frac{1}{t} \int_{0}^{t}\left(f, e^{i s H}\left(\tilde{P}^{a}\right)^{*} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s \\
& \sim_{\epsilon_{M}} \sum_{2 \leq|a| \leq N} \frac{1}{t} \int_{0}^{t}\left(f, e^{i(s-t(s)) H}\left(\tilde{P}^{a}\right)^{*} e^{i t(s) H_{a}} i\left[H^{a}, A^{a}\right] \tilde{P}^{a} e^{-i s H} f\right) d s .
\end{aligned}
$$

This can further be reduced and is asymptotically equal to as $t \rightarrow \infty$ with an error $\epsilon_{M}>0$

$$
\sum_{2 \leq|a| \leq N} \frac{1}{t} \int_{0}^{t}\left(f, e^{i(s-t(s)) H}\left(\tilde{P}^{a}\right)^{*} e^{i t(s) H_{a}} i\left[H^{a}, A^{a}\right] e^{-i t(s) H_{a}} \tilde{P}^{a} e^{-i(s-t(s)) H} f\right) d s
$$

Noting $s-t(s)=m S$ for $m S \leq s<(m+1) S$, we rewrite this for $t=n S$

$$
\begin{align*}
& \frac{1}{n S} \sum_{m=0}^{n-1} \int_{0}^{S}\left(f, e^{i m S H}\left(\tilde{P}^{a}\right)^{*} e^{i s H_{a}} i\left[H^{a}, A^{a}\right] e^{-i s H_{a}} \tilde{P}^{a} e^{-i m S H} f\right) d s \\
& =\frac{1}{n} \sum_{m=0}^{n-1} \frac{1}{S} \int_{0}^{S} \frac{d}{d s}\left(f, e^{i m S H}\left(\tilde{P}^{a}\right)^{*} e^{i s H_{a}} A^{a} e^{-i s H_{a}} \tilde{P}^{a} e^{-i m S H} f\right) d s  \tag{3.30}\\
& =\frac{1}{n} \sum_{m=0}^{n-1} \frac{1}{S}\left[\left(f, e^{i m S H}\left(\tilde{P}^{a}\right)^{*} e^{i S H_{a}} A^{a} e^{-i S H_{a}} \tilde{P}^{a} e^{-i m S H} f\right)\right. \\
& \left.\quad-\left(f, e^{i m S H}\left(\tilde{P}^{a}\right)^{*} A^{a} \tilde{P}^{a} e^{-i m S H} f\right)\right] .
\end{align*}
$$

Writing $\tilde{P}^{a}=\sum_{j=1}^{L} P^{a, E_{j}} \hat{P}^{|a|-1}$ with $P^{a, E_{j}}$ being the one dimensional eigenprojection of $H^{a}$ with eigenvalue $E_{j}$, we see that the norm of the RHS is bounded by

$$
\begin{gathered}
\left.\sum_{j=1}^{L} \frac{1}{n} \sum_{m=0}^{n-1} \frac{1}{S} \right\rvert\,\left(f, e^{i m S H}\left(\tilde{P}^{a}\right)^{*} e^{i S\left(H^{a}-E_{j}\right)} A^{a} P^{a, E_{j}} \hat{P}^{|a|-1} e^{-i m S H} f\right) \\
-\left(f, e^{i m S H}\left(\tilde{P}^{a}\right)^{*} A^{a} P^{a, E_{j}} \hat{P}^{|a|-1} e^{-i m S H} f\right) \mid
\end{gathered}
$$

This is arbitrarily small when $S>0$ is fixed sufficiently large by our assumption $\left\|\left|\left|x^{a}\right| P^{a, E_{j}} \|<\right.\right.$ $\infty$. Thus we have proved that the limit (3.29) exists and is equal to 0 . Hence by (3.27) we
have asymptotically

$$
\begin{align*}
& \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} \tilde{P}^{a} e^{-i t H} f\right) \\
& \sim_{\epsilon_{M}} \sum_{2 \leq|a| \leq N}\left[-\frac{4}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H} T_{a} \tilde{P}^{a} e^{-i s H} f\right) d s+2\left(f, e^{i t H} T_{a} \tilde{P}^{a} e^{-i t H} f\right)\right]  \tag{3.31}\\
&++\sum_{2 \leq|a| \leq N}\left(f, e^{i t H} H_{0}^{a} \tilde{P}^{a} e^{-i t H} f\right)
\end{align*}
$$

as $t \rightarrow \infty$. A computation gives

$$
\left(\frac{x}{t}-D\right)^{2}=\left(\frac{x_{a}}{t}-D_{a}\right)^{2}+\left(\frac{\left(x^{a}\right)^{2}}{t^{2}}-\frac{2 A^{a}}{t}+2 H_{0}^{a}\right)
$$

This with the fact that $\left\|\chi_{\left\{\left|x^{a}\right|>R\right\}} \tilde{P}^{a}\right\| \rightarrow 0$ as $R \rightarrow \infty$ yields that

$$
\begin{align*}
& \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} \tilde{P}^{a} e^{-i t H} f\right) \\
\approx & \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} \chi_{\left\{\left|\left|x^{a}\right| \leq R\right\}\right.} \tilde{P}^{a} e^{-i t H} f\right) \quad(R \gg 1) \\
= & \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x_{a}}{t}-D_{a}\right)^{2} \chi_{\left.\|\left|x^{a}\right| \leq R\right\}} \tilde{P}^{a} e^{-i t H} f\right)  \tag{3.32}\\
+ & \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{\left(x^{a}\right)^{2}}{t^{2}}-\frac{2 A^{a}}{t}+2 H_{0}^{a}\right) \chi_{\left\{\left|x^{a}\right| \leq R\right\}} \tilde{P}^{a} e^{-i t H} f\right) \\
\sim & \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x_{a}}{t}-D_{a}\right)^{2} \chi_{\left.\|\left|x^{a}\right| \leq R\right\}} \tilde{P}^{a} e^{-i t H} f\right) \\
+ & 2 \sum_{2 \leq|a| \leq N}\left(f, e^{i t H} H_{0}^{a} \chi_{\left\{\left|x^{a}\right| \leq R\right\}} \tilde{P}^{a} e^{-i t H} f\right)
\end{align*}
$$

asymptotically as $t \rightarrow \infty$. Taking $R \gg 1$ large and removing the factor $\chi_{\left\{\left|x^{a}\right| \leq R\right\}}$, we get

$$
\begin{align*}
& \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x}{t}-D\right)^{2} \tilde{P}^{a} e^{-i t H} f\right)  \tag{3.33}\\
\sim & \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x_{a}}{t}-D_{a}\right)^{2} \tilde{P}^{a} e^{-i t H} f\right)+2 \sum_{2 \leq|a| \leq N}\left(f, e^{i t H} H_{0}^{a} \tilde{P}^{a} e^{-i t H} f\right) .
\end{align*}
$$

Comparing this with (3.31) and using Lemma 3.1, we get asymptotically as $t \rightarrow \infty$

$$
\begin{align*}
& \sum_{2 \leq|a| \leq N}\left(f, e^{i t H}\left(\frac{x_{a}}{t}-D_{a}\right)^{2} \tilde{P}^{a} e^{-i t H} f\right) \\
& \sim_{\epsilon_{M}} \sum_{1 \leq|a| \leq N}\left[-\frac{4}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H} T_{a} \tilde{P}^{a} e^{-i s H} f\right) d s+2\left(f, e^{i t H} T_{a} \tilde{P}^{a} e^{-i t H} f\right)\right]  \tag{3.34}\\
& \sim_{\epsilon_{M}} \sum_{2 \leq|a| \leq N}\left[-\frac{4}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H}\left(\tilde{P}^{a}\right)^{*} T_{a} \tilde{P}^{a} e^{-i s H} f\right) d s+2\left(f, e^{i t H}\left(\tilde{P}^{a}\right)^{*} T_{a} \tilde{P}^{a} e^{-i t H} f\right)\right] \\
&= t \frac{d H}{d t}(t),
\end{align*}
$$

where

$$
\begin{equation*}
H(t)=\frac{2}{t^{2}} \int_{0}^{t} s\left(f, e^{i s H}\left(\tilde{P}^{a}\right)^{*} T_{a} \tilde{P}^{a} e^{-i s H} f\right) d s \tag{3.35}
\end{equation*}
$$

The following is Lemma 8.15 of [10]. For the completeness' sake we will reproduce the proof.

Lemma 3.3. Let $H(t) \in C^{1}((0, \infty))$ be a real-valued bounded function with

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left|H^{\prime}(t)\right|=0 \tag{3.36}
\end{equation*}
$$

Then for any $0<A<\infty$ there is a sequence $T_{k} \rightarrow \infty(k \rightarrow \infty)$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{A} \int_{T_{k}}^{T_{k}+A} t H^{\prime}(t) d t=0 \tag{3.37}
\end{equation*}
$$

Proof. Assume the contrary. Then there exist constants $A>0, \epsilon>0$ and $J(\epsilon, A)>0$ such that for all $T \geq J(\epsilon, A)$

$$
\begin{equation*}
\frac{1}{A} \int_{T}^{T+A} t H^{\prime}(t) d t>2 \epsilon(\text { or }<-2 \epsilon) \tag{3.38}
\end{equation*}
$$

since the LHS is continuous in $T$. For any interval $[T, T+A]$ and $t \in[T, T+A]$, one can decompose

$$
\begin{equation*}
H^{\prime}(t)=H_{1}(t ; T)+H_{2}(t ; T) \tag{3.39}
\end{equation*}
$$

where

$$
\begin{align*}
& \left|H_{1}(t ; T)\right| \leq\left|H^{\prime}(t)\right| \\
& \int_{T}^{T+A} H_{1}(t ; T) d t=0  \tag{3.40}\\
& H_{2}(t ; T)=0 \text { if } H(T+A)-H(T)=0, \\
& \text { sign }\left\{(H(T+A)-H(T)) \cdot H_{2}(t ; T)\right\} \geq 0 \text { otherwise. }
\end{align*}
$$

It follows that

$$
\begin{align*}
& H(T+A)-H(T)=\int_{T}^{T+A} H_{2}(t ; T) d t \\
& \left|\frac{1}{A} \int_{T}^{T+A} t H_{1}(t ; T) d t\right|=\left|\frac{1}{A} \int_{T}^{T+A}(t-T) H_{1}(t ; T) d t\right|  \tag{3.41}\\
& \leq A \sup _{T \leq t \leq T+A}\left|H_{1}(t ; T)\right| \leq A \sup _{T \leq t}\left|H^{\prime}(t)\right| \rightarrow 0
\end{align*}
$$

as $T \rightarrow \infty$ by (3.36). Thus one has by (3.38) and (3.39) that for all sufficiently large $T$

$$
\begin{equation*}
\frac{1}{A} \int_{T}^{T+A} t H_{2}(t ; T) d t>\epsilon, \tag{3.42}
\end{equation*}
$$

which implies in particular $H_{2}(t ; T) \geq 0$ and

$$
\begin{equation*}
\frac{A+T}{A}[H(T+A)-H(T)]=\frac{1}{A} \int_{T}^{T+A}(T+A) H_{2}(t ; T) d t \geq \frac{1}{A} \int_{T}^{T+A} t H_{2}(t ; T) d t>\epsilon \tag{3.43}
\end{equation*}
$$

Thus for sufficiently large $T$,

$$
\begin{align*}
& H(T+A)-H(T)>\epsilon \frac{A}{T+A}, \\
& H(n A)-H(m A)=\sum_{k=m+1}^{n}\{H(k A)-H((k-1) A)\}>\epsilon \sum_{k=m+1}^{n} \frac{1}{k} . \tag{3.44}
\end{align*}
$$

For any $m$ this diverges as $n \rightarrow \infty$, in contradiction to the boundedness of $H$.
As $H(t)$ in (3.35) satisfies the conditions of the lemma, the relation (3.34), Lemmas 3.1 and 3.3 imply that there exist sequences $A_{k} \rightarrow \infty$ and $T_{k} \rightarrow \infty(k \rightarrow \infty)$ such that as $k \rightarrow \infty$

$$
\begin{align*}
& \frac{1}{A_{k}} \int_{T_{k}}^{T_{k}+A_{k}}\left[\sum_{2 \leq|a| \leq N}\left\|\left(\frac{x_{a}}{t}-D_{a}\right) \tilde{P}^{a} e^{-i t H} f\right\|^{2}+\sum_{(i j) \neq a}\left\|\chi_{\left\{\left|\left|x_{i j}\right|<R\right\}\right.} \tilde{P}^{a} e^{-i t H} f\right\|^{2}\right] d t  \tag{3.45}\\
& \sim_{\epsilon_{M}} 0 .
\end{align*}
$$

The proof of Theorem 3.2 is complete.
The following theorem will be used in section 6 .
Theorem 3.4. Let Assumptions 1.1 and 1.2 be satisfied. For a cluster decomposition a with $2 \leq|a| \leq N$, let $\tilde{P}_{M_{a}}^{a}$ be defined by (3.2). Let $f=E_{H}(B) f$ for $B \Subset \mathbb{R} \backslash \mathcal{T}$. Then there exist constants $0<d_{1}<d_{2}<\infty$ such that for the sequences $t_{m} \rightarrow \infty$ and $M_{a}^{m}$ in Theorem 3.2 depending on $f$

$$
\begin{equation*}
\tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f \sim \chi_{a}\left(D_{a}\right) \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f \tag{3.46}
\end{equation*}
$$

as $t=t_{m} \rightarrow \infty$. Here $\chi_{a}\left(\xi_{a}\right) \in C_{0}^{\infty}\left(X_{a}\right)$ such that

$$
\begin{align*}
& 0 \leq \chi_{a}\left(\xi_{a}\right) \leq 1, \\
& \chi_{a}\left(\xi_{a}\right)= \begin{cases}1, & 0<d_{1} \leq\left|\xi_{a}\right| \leq d_{2} \\
0, & \left|\xi_{a}\right| \leq d_{1} / 2 \text { or }\left|\xi_{a}\right| \geq 2 d_{2} .\end{cases} \tag{3.47}
\end{align*}
$$

Proof. Let $\phi \in C_{0}^{\infty}(\mathbb{R} \backslash \mathcal{T})$ satisfy $\phi(\lambda)=1$ for $\lambda \in B(\Subset \mathbb{R} \backslash \mathcal{T})$. Then by (3.3)

$$
\begin{equation*}
\sum_{2 \leq|a| \leq N} \tilde{P}_{M_{a}}^{a} e^{-i t H} f=e^{-i t H} f=\phi(H) e^{-i t H} f=\sum_{2 \leq|a| \leq N} \phi(H) \tilde{P}_{M_{a}}^{a} e^{-i t H} f . \tag{3.48}
\end{equation*}
$$

Theorem 3.2 gives that for any $R>0$ and $(i, j) \nsucceq a$

$$
\left\|\chi_{\left\{x\| \|_{i j} \mid<R\right\}} \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0
$$

as $m \rightarrow \infty$. This and (3.48) imply

$$
\begin{equation*}
\sum_{2 \leq|a| \leq N}\left(I-\phi\left(H_{a}\right)\right) \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f \rightarrow 0 \tag{3.49}
\end{equation*}
$$

as $m \rightarrow \infty$. As the summands on the LHS are mutually orthogonal for different $a$ 's asymptotically as $m \rightarrow \infty$, we obtain

$$
\begin{equation*}
\left(I-\phi\left(H_{a}\right)\right) \tilde{P}_{M_{a}^{n}}^{a} e^{-i t_{m} H} f \rightarrow 0 \quad(m \rightarrow \infty) \tag{3.50}
\end{equation*}
$$

for each $a$ with $2 \leq|a| \leq N$. Since $H_{a}=T_{a}+H^{a}$ and $H^{a} P_{j}^{a}=\lambda_{j}$ for the eigenprojection $P_{j}^{a}$ of $H^{a}$ corresponding to eigenvalue $\lambda_{j} \in \mathcal{T}$ of $H^{a}$, supp $\phi \in \mathbb{R} \backslash \mathcal{T}$ implies that there exist constants $d_{2}>d_{1}>0$ such that $\chi_{a}\left(D_{a}\right) \phi\left(H_{a}\right) \tilde{P}_{M_{a}^{m}}^{a}=\phi\left(H_{a}\right) \tilde{P}_{M_{a}^{m}}^{a}$ for the function $\chi_{a}$ in (3.47). Thus multiplying both sides of (3.50) by $I-\chi_{a}\left(D_{a}\right)$ we obtain

$$
\begin{equation*}
\left(I-\chi_{a}\left(D_{a}\right)\right) \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f \rightarrow 0 \tag{3.51}
\end{equation*}
$$

as $m \rightarrow \infty$.

## 4 A partition of unity

To state an important proposition, we prepare some notation. Let $a$ be a cluster decomposition with $2 \leq|a| \leq N$. For any two clusters $C_{1}$ and $C_{2}$ in $a$, we define a vector $z_{a 1} \in \mathbb{R}^{\nu}$ that connects the two centers of mass of the clusters $C_{1}$ and $C_{2}$. The number of such vectors when we move over all pairs $C_{i}, C_{j}(i \neq j)$ of clusters in $a$ is $k_{a}=\binom{|a|}{2}$ in total. We denote these vectors by $z_{a 1}, z_{a 2}, \ldots, z_{a k_{a}}$.

Let $z_{a k}\left(1 \leq k \leq k_{a}\right)$ connect two clusters $C_{\ell}$ and $C_{m}$ in $a(\ell \neq m)$. Then for any pair $(i, j)$ with $i \in C_{\ell}$ and $j \in C_{m}$, the vector $x_{i j}=r_{i}-r_{j} \in \mathbb{R}^{v}$ is expressed as a sum of $z_{a k}$ and two position vectors $w_{1} \in \mathbb{R}^{v}$ and $w_{2} \in \mathbb{R}^{\nu}$ of the particles $i$ and $j$ in $C_{\ell}$ and $C_{m}$, respectively. In particular we have

$$
\begin{equation*}
\left|x_{i j}\right| \geq\left|z_{a k}\right|-\left(\left|w_{1}\right|+\left|w_{2}\right|\right) \geq\left|z_{a k}\right|-2\left|x^{a}\right| . \tag{4.1}
\end{equation*}
$$

Next if $c<a$ and $|c|=|a|+1$, then just one cluster, say $C_{\ell} \in a$, is decomposed into two clusters $C_{\ell}^{\prime}$ and $C_{\ell}^{\prime \prime}$ in $c$, and other clusters in $a$ remain the same in the finer cluster decomposition $c$. In this case, we can choose just one vector $z_{c k}\left(1 \leq k \leq k_{c}\right)$ that connects clusters $C_{\ell}^{\prime}$ and $C_{\ell}^{\prime \prime}$ in $c$, and we can express $x^{a}=\left(z_{c k}, x^{c}\right)$. The norm of this vector is written as

$$
\begin{equation*}
\left|x^{a}\right|^{2}=\left|z_{c k}\right|^{2}+\left|x^{c}\right|^{2} \tag{4.2}
\end{equation*}
$$

Similarly the norm of $x=\left(x_{a}, x^{a}\right)$ is written as

$$
\begin{equation*}
|x|^{2}=\left|x_{a}\right|^{2}+\left|x^{a}\right|^{2} \tag{4.3}
\end{equation*}
$$

We recall that norm is defined from the inner product defined by (2.5) which changes in accordance with the cluster decomposition used in each context. For instance, in (4.2), the left-hand side (LHS) is defined by using (2.5) for the cluster decomposition $a$, and the right-hand side (RHS) is by using (2.5) for $c$.

Given these notation, we state the following lemma, which is partly a repetition of Lemma 2.1 in [26] or section 3 of [28]. We define subsets $T_{a}(\rho, \theta)$ and $\tilde{T}_{a}(\rho, \theta)$ of $X=\mathbb{R}^{v n}$ for cluster decompositions $a$ with $2 \leq|a| \leq N$ and real numbers $\rho, \theta$ with $1>\rho, \theta>0$.

$$
\begin{align*}
& T_{a}(\rho, \theta)=\left(\bigcap_{k=1}^{k_{a}}\left\{\left.x| | z_{a k}\right|^{2}>\rho|x|^{2}\right\}\right) \cap\left\{\left.x| | x_{a}\right|^{2}>(1-\theta)|x|^{2}\right\} \\
& \tilde{T}_{a}(\rho, \theta)=\left(\bigcap_{k=1}^{k_{a}}\left\{\left.x| | z_{a k}\right|^{2}>\rho\right\}\right) \cap\left\{\left.x| | x_{a}\right|^{2}>1-\theta\right\} . \tag{4.4}
\end{align*}
$$

Subsets $S$ and $S_{\theta}(\theta>0)$ of $X$ are defined by

$$
\begin{align*}
& S=\left\{x\left|x \in X,|x|^{2} \geq 1\right\}\right. \\
& S_{\theta}=\left\{x\left|x \in X, 1+\theta \geq|x|^{2} \geq 1\right\}\right. \tag{4.5}
\end{align*}
$$

Lemma 4.1. Suppose that constants $1 \geq \theta_{1}>\rho_{j}>\theta_{j}>\rho_{N}>\theta_{N}>0$ satisfy $\theta_{j-1} \geq \theta_{j}+\rho_{j}$ for $j=2,3, \ldots, N$. Then the following hold.
1)

$$
\begin{equation*}
S \subset \bigcup_{2 \leq|a| \leq N} T_{a}\left(\rho_{|a|}, \theta_{|a|}\right) \tag{4.6}
\end{equation*}
$$

2) Let $\gamma_{j}>1(j=1,2)$ satisfy

$$
\begin{equation*}
9 \gamma_{1} \gamma_{2}<r_{0}:=\min _{2 \leq j \leq N}\left\{\rho_{j} / \theta_{j}\right\} \tag{4.7}
\end{equation*}
$$

If $a \not \leq c$ with $|a| \geq|c|$, then

$$
\begin{equation*}
T_{a}\left(\gamma_{1}^{-1} \rho_{|a|}, \gamma_{2} \theta_{|a|}\right) \cap T_{c}\left(\gamma_{1}^{-1} \rho_{|c|}, \gamma_{2} \theta_{|c|}\right)=\emptyset \tag{4.8}
\end{equation*}
$$

3) For $\gamma>1$ and $2 \leq|a| \leq N$

$$
\begin{align*}
T_{a}\left(\rho_{|a|}, \theta_{|a|}\right) \cap S_{\theta_{N}} & \subset \tilde{T}_{a}\left(\rho_{|a|}, \theta_{|a|}\right) \cap S_{\theta_{N}} \\
& \Subset \tilde{T}_{a}\left(\gamma^{-1} \rho_{|a|}, \gamma \theta_{|a|}\right) \cap S_{\theta_{N}}  \tag{4.9}\\
& \subset T_{a}\left(\gamma_{1}^{\prime-1} \rho_{|a|}, \gamma_{2}^{\prime} \theta_{|a|}\right) \cap S_{\theta_{N}}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{1}^{\prime}=\gamma\left(1+\theta_{N}\right), \quad \gamma_{2}^{\prime}=(1+\gamma)\left(1+\theta_{N}\right)^{-1} \tag{4.10}
\end{equation*}
$$

4) Let $\gamma>1$ satisfy $1<\gamma\left(1+\theta_{N}\right)<2$. Then taking $\rho_{j}>\theta_{j}>0(j=2, \ldots, N)$ suitably, we have for $2 \leq|a| \leq N$

$$
\begin{equation*}
T_{a}\left(\gamma_{1}^{\prime-1} \rho_{|a|}, \gamma_{2}^{\prime} \theta_{|a|}\right) \subset\left\{\left.x| | x_{i j}\right|^{2}>\rho_{|a|}|x|^{2} / 2 \text { for all }(i, j) \not \leq a\right\} . \tag{4.11}
\end{equation*}
$$

5) If $9 \gamma(1+\gamma)<r_{0}$ and $a \not \leq c$ with $|a| \geq|c|$, then

$$
\begin{equation*}
T_{a}\left(\gamma_{1}^{\prime-1} \rho_{|a|}, \gamma_{2}^{\prime} \theta_{|a|}\right) \cap T_{c}\left(\gamma_{1}^{\prime-1} \rho_{|c|}, \gamma_{2}^{\prime} \theta_{|c|}\right)=\emptyset . \tag{4.12}
\end{equation*}
$$

Proof. To prove (4.6), suppose that $|x|^{2} \geq 1$ and $x$ does not belong to the set

$$
A=\bigcup_{2 \leq|a| \leq N-1}\left[\left(\bigcap_{k=1}^{k_{a}}\left\{\left.x| | z_{a k}\right|^{2}>\rho_{|a|}|x|^{2}\right\}\right) \cap\left\{\left.x| | x_{a}\right|^{2}>\left(1-\left.\theta_{|a|}| | x\right|^{2}\right\}\right] .\right.
$$

Under this assumption, we prove $\left|x_{i j}\right|^{2}>\rho_{N}|x|^{2}$ for all pairs $(i, j)$. (Note that $z_{a k}$ for $|a|=N$ equals some $x_{i j}$.) Let $|a|=2$ and write $x=\left(z_{a 1}, x^{a}\right)$. Then by (4.2), $1 \leq|x|^{2}=\left|z_{a 1}\right|^{2}+\left|x^{a}\right|^{2}$. Since $x$ belongs to the complement $A^{c}$ of the set $A$, we have $\left|z_{a 1}\right|^{2} \leq \rho_{|a|}|x|^{2}$ or $\left|x_{a}\right|^{2} \leq(1-$ $\theta_{|a|}|x|^{2}$. If $\left|z_{a 1}\right|^{2} \leq \rho_{|a|}|x|^{2}$, then $\left|x^{a}\right|^{2}=|x|^{2}-\left|z_{a 1}\right|^{2} \geq\left(1-\rho_{|a|}|x|^{2} \geq\left(\theta_{1}-\rho_{|a|}|x|^{2} \geq \theta_{|a|}|x|^{2}\right.\right.$ by $\theta_{j-1} \geq \theta_{j}+\rho_{j}$. Thus $\left|x_{a}\right|^{2}=|x|^{2}-\left|x^{a}\right|^{2} \leq\left(1-\theta_{|a|}\right)|x|^{2}$ for all $a$ with $|a|=2$.

Next let $|c|=3$ and assume $\left|x_{c}\right|^{2}>\left(1-\theta_{|c|}\right)|x|^{2}$. Then by $x \in A^{c}$, we can choose $z_{c k}$ with $1 \leq k \leq k_{c}$ such that $\left|z_{c k}\right|^{2} \leq \rho_{|c|}|x|^{2}$. Let $C_{\ell}$ and $C_{m}$ be two clusters in $c$ connected by $z_{c k}$, and let $a$ be the cluster decomposition obtained by combining $C_{\ell}$ and $C_{m}$ into one cluster with retaining other clusters of $c$ in $a$. Then $|a|=2, x^{a}=\left(z_{c k}, x^{c}\right)$, and $\left|x^{a}\right|^{2}=\left|z_{c k}\right|^{2}+\left|x^{c}\right|^{2}$. Thus $\left|x_{a}\right|^{2}=|x|^{2}-\left|x^{a}\right|^{2}=|x|^{2}-\left|z_{c k}\right|^{2}-\left|x^{c}\right|^{2}=\left|x_{c}\right|^{2}-\left|z_{c k}\right|^{2}>\left(1-\theta_{|c|}-\rho_{|c|}\right)|x|^{2} \geq\left(1-\theta_{|a|}\right)|x|^{2}$, which contradicts the result of the previous step. Thus $\left|x_{c}\right|^{2} \leq\left(1-\theta_{|c|}\right)|x|^{2}$ for all $c$ with $|c|=3$.

Repeating this procedure, we finally arrive at $\left|x_{d}\right|^{2} \leq\left(1-\theta_{|d|}\right)|x|^{2}$, thus $\left|x^{d}\right|^{2}=|x|^{2}-\left|x_{d}\right|^{2} \geq$ $\theta_{|d|}|x|^{2}>\rho_{N}|x|^{2}$ for all $d$ with $|d|=N-1$. Namely $\left|x_{i j}\right|^{2}>\rho_{N}|x|^{2}$ for all pairs $(i, j)$. The proof of (4.6) is complete.

We next prove (4.8). By $a \not \neq c$, we can take a pair $(i, j)$ and clusters $C_{\ell}, C_{m} \in c$ such that $(i, j) \leq a, i \in C_{\ell}, j \in C_{m}$, and $\ell \neq m$. Then $C_{\ell}$ and $C_{m}$ are connected by $z_{c k}$ for some $1 \leq k \leq k_{c}$. Thus if there is an $x \in T_{a}\left(\gamma_{1}^{-1} \rho_{|a|}, \gamma_{2} \theta_{|a|}\right) \cap T_{c}\left(\gamma_{1}^{-1} \rho_{|c|}, \gamma_{2} \theta_{|c|}\right)$, then by (4.1)

$$
\begin{align*}
\left(\gamma_{2} \theta_{|c|}\right)^{1 / 2}|x| & >\left|x^{a}\right| \geq\left|x_{i j}\right| \geq\left|z_{c k}\right|-2\left|x^{c}\right| \\
& >\left(\left(\gamma_{1}^{-1} \rho_{|c|}\right)^{1 / 2}-2\left(\gamma_{2} \theta_{|c|}\right)^{1 / 2}\right)|x| . \tag{4.13}
\end{align*}
$$

Thus $\left(\gamma_{2} \theta_{|a|}\right)^{1 / 2}>\left(\gamma_{1}^{-1} \rho_{|c|}\right)^{1 / 2}-2\left(\gamma_{2} \theta_{|c|}\right)^{1 / 2}$. As $\theta_{|a|} \leq \theta_{|c|}$ by $|a| \geq|c|$, we have $9 \gamma_{2} \theta_{|c|}>\gamma_{1}^{-1} \rho_{|c|}$, contradicting (4.7). This completes the proof of (4.8).
(4.9) follows by a simple calculation from the inequality $|x|^{2}\left(1+\theta_{N}\right)^{-1} \leq 1$ that holds on $S_{\theta_{N}}$. (4.11) follows from the inequality (4.1) as follows. Let $x \in T_{a}\left(\gamma_{1}^{\prime-1} \rho_{|a|}, \gamma_{2}^{\prime} \theta_{|a|}\right)$ and $(i, j) \nsucceq a$. Then there are clusters $C_{\ell}, C_{m} \in a(\ell \neq m)$ such that $i \in C_{\ell}, j \in C_{m}$ and $C_{\ell}, C_{m}$ are connected by $z_{a k}\left(1 \leq k \leq k_{a}\right)$. Then by (4.1), $\left|x_{i j}\right| \geq\left|z_{a k}\right|-2\left|x^{a}\right|>\rho_{|a|}^{1 / 2}\left(\gamma_{1}^{\prime-1 / 2}-\right.$ $\left.2 \gamma_{2}^{\prime 1 / 2}\left(\theta_{|a|} / \rho_{|a|}\right)^{1 / 2}\right)|x|$. From this and the definition of $r_{0}$, we have $\left|x_{i j}\right| /|x|>\rho_{|a|}^{1 / 2} \gamma_{1}^{\prime-1 / 2}(1-$ $2(\gamma(1+\gamma))^{1 / 2} r_{0}^{-1 / 2}$ ). By taking $\rho_{j}>\theta_{j}>0$ suitably, we can choose constants $1<\alpha<2$ and $M>0$ such that $1<\gamma_{1}^{\prime}=\gamma\left(1+\theta_{N}\right)<\alpha, 1<\gamma(1+\gamma)<M^{-1} r_{0}$ and $(\alpha / 2)^{1 / 2}+2 M^{-1 / 2}<1$ hold. Then we have $\left|x_{i j}\right| /|x|>\rho_{|a|}^{1 / 2} \alpha^{-1 / 2}\left(1-2 M^{-1 / 2}\right)>\left(\rho_{|a|} / 2\right)^{1 / 2}$. Namely $\left|x_{i j}\right|^{2}>\rho_{|a|}|x|^{2} / 2$. (4.12) follows from $\gamma_{1}^{\prime} \gamma_{2}^{\prime}=\gamma(1+\gamma)$ and 2).

In the following we fix constants $\gamma>1$ and $1 / 4 \geq \theta_{1}>\rho_{j}>\theta_{j}>\rho_{N}>\theta_{N}>0$ such that

$$
\begin{align*}
& \theta_{j-1} \geq \theta_{j}+\rho_{j} \quad(j=2,3, \ldots, N), \\
& 9 \gamma(1+\gamma)<r_{0}=\min _{2 \leq j \leq N}\left\{\rho_{j} / \theta_{j}\right\}, \quad 1<\gamma<2\left(1+\theta_{N}\right)^{-1} . \tag{4.14}
\end{align*}
$$

We recall (4.10).

$$
\begin{equation*}
\gamma_{1}^{\prime}=\gamma\left(1+\theta_{N}\right), \quad \gamma_{2}^{\prime}=(1+\gamma)\left(1+\theta_{N}\right)^{-1} . \tag{4.15}
\end{equation*}
$$

Let a function $\rho(t) \in C^{\infty}(\mathbb{R})$ satisfy the following.

$$
\begin{align*}
& 0 \leq \rho(t) \leq 1, \\
& \rho(t)=\left\{\begin{array}{cc}
1 & (t \leq-1) \\
0 & (t \geq 0)
\end{array}\right.  \tag{4.16}\\
& \rho^{\prime}(t)=\frac{d \rho}{d t}(t) \leq 0, \\
& \left|\rho^{\prime}(t)\right|^{\frac{1}{2}} \in C^{\infty}(\mathbb{R}),
\end{align*}
$$

and a functions $\psi_{\sigma}(t>\tau)$ of $t \in \mathbb{R}$ be defined by

$$
\begin{equation*}
\psi_{\sigma}(t>\tau)=1-\rho((t-\tau) / \sigma) \tag{4.17}
\end{equation*}
$$

for constants $\sigma \in\left(0, \rho_{N} / 4\right)$ and $\tau \in \mathbb{R}$. We note that $\psi_{\sigma}(t>\tau)$ satisfies

$$
\begin{align*}
& \psi_{\sigma}(t>\tau)= \begin{cases}0 & (t \leq \tau-\sigma) \\
1 & (t \geq \tau)\end{cases}  \tag{4.18}\\
& \psi_{\sigma}^{\prime}(t>\tau)=\frac{d}{d t} \psi_{\sigma}(t>\tau) \geq 0 .
\end{align*}
$$

We define for a cluster decomposition $a$ with $2 \leq|a| \leq N$

$$
\begin{equation*}
\varphi_{a}\left(x_{a}\right)=\prod_{k=1}^{k_{a}} \psi_{\sigma}^{2}\left(\left|z_{a k}\right|^{2}>\rho_{|a|}\right) \psi_{\sigma}^{2}\left(\left|x_{a}\right|^{2}>1-\theta_{|a|}\right), \tag{4.19}
\end{equation*}
$$

where $\sigma>0$ is fixed as

$$
\begin{equation*}
0<\sigma<\min _{2 \leq j \leq N}\left\{\left(1-\gamma^{-1}\right) \rho_{j},(\gamma-1) \theta_{j}\right\}\left(<\theta_{N}\right) . \tag{4.20}
\end{equation*}
$$

Then $\varphi_{a}\left(x_{a}\right)$ satisfies for $x \in S_{\theta_{N}}$

$$
\varphi_{a}\left(x_{a}\right)=\left\{\begin{array}{lll}
1 & \text { for } & x \in \tilde{T}_{a}\left(\rho_{|a|}, \theta_{|a|}\right),  \tag{4.21}\\
0 & \text { for } & x \notin \tilde{T}_{a}\left(\gamma^{-1} \rho_{|a|}, \gamma \theta_{|a|}\right) .
\end{array}\right.
$$

We set for $x \in S_{\theta_{N}}$ and $|a|=k(k=2,3, \ldots, N)$

$$
\begin{equation*}
\Psi_{a}(x)=\varphi_{a}\left(x_{a}\right)\left(1-\sum_{\left|a_{k-1}\right|=k-1} \varphi_{a_{k-1}}\left(x_{a_{k-1}}\right)\right) \ldots\left(1-\sum_{\left|a_{2}\right|=2} \varphi_{a_{2}}\left(x_{a_{2}}\right)\right) . \tag{4.22}
\end{equation*}
$$

By 3) and 5) of Lemma 4.1 and (4.21), the sums on the RHS remain only in the case $a<a_{j}$ for $j=k-1, \ldots, 2$ and $x \in S_{\theta_{N}}$.

$$
\begin{equation*}
\Psi_{a}(x)=\varphi_{a}\left(x_{a}\right)\left(1-\sum_{\substack{\left|a_{k-1}\right|=k-1 \\ a<a_{k-1}}} \varphi_{a_{k-1}}\left(x_{a_{k-1}}\right)\right) \ldots\left(1-\sum_{\substack{\mid a_{2} \leq=2 \\ a<a_{2}}} \varphi_{a_{2}}\left(x_{a_{2}}\right)\right) . \tag{4.23}
\end{equation*}
$$

Thus $\Psi_{a}(x)$ is a function of the variable $x_{a}$ only.

$$
\begin{equation*}
\Psi_{a}(x)=\Psi_{a}\left(x_{a}\right) \quad \text { when } \quad x=\left(x_{a}, x^{a}\right) \in S_{\theta_{N}} \tag{4.24}
\end{equation*}
$$

We also note that the supports of $\varphi_{a_{j}}$ in each sum on the RHS of (4.22) are disjoint mutually in $S_{\theta_{N}}$ by 3) and 5) of Lemma 4.1. By (4.6) and (4.9) of Lemma 4.1, and the definition (4.19)-(4.22) of $\Psi_{a}\left(x_{a}\right)$, we therefore have

$$
\sum_{2 \leq|a| \leq N} \Psi_{a}(x)=\sum_{2 \leq|a| \leq N} \Psi_{a}\left(x_{a}\right)=1 \quad \text { on } \quad S_{\theta_{N}}
$$

We have constructed a partition of unity on $S_{\theta_{N}}$.
Proposition 4.2. Let real numbers $1 / 4 \geq \theta_{1}>\rho_{j}>\theta_{j}>\rho_{N}>\theta_{N}>4 \sigma>0$ satisfy $\theta_{j-1} \geq$ $\theta_{j}+\rho_{j}$ for $j=2,3, \ldots, N$. Assume that (4.14) hold and let $\Psi_{a}\left(x_{a}\right)$ be defined by (4.19)(4.23). Then we have

$$
\begin{equation*}
\sum_{2 \leq|a| \leq N} \Psi_{a}(x)=\sum_{2 \leq|a| \leq N} \Psi_{a}\left(x_{a}\right)=1 \quad \text { on } \quad S_{\theta_{N}} \tag{4.25}
\end{equation*}
$$

$\Psi_{a}\left(x_{a}\right)$ is a $C^{\infty}$ function of $x_{a}$ and satisfies $0 \leq \Psi_{a}\left(x_{a}\right) \leq 1$. Further for $1 \leq k \leq k_{a}$ and $x \in \operatorname{supp} \Psi_{a} \cap S_{\theta_{N}}$

$$
\begin{equation*}
\left|z_{a k}\right|^{2}>\frac{3}{4} \rho_{|a|}|x|^{2}, \quad\left|x_{a}\right|^{2} \geq \omega_{|a|}\left|x^{a}\right|^{2}, \quad\left(\omega_{|a|}=\left(\theta_{|a|}+\theta_{N}+\sigma\right)^{-1}\left(1-\theta_{|a|}-\theta_{N}-\sigma\right)\right) \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\substack{x \in X \\ 2 \leq|a| \leq N}}\left|\nabla_{x_{a}} \Psi_{a}\left(x_{a}\right)\right|<\infty . \tag{4.27}
\end{equation*}
$$

Let $\Psi_{a}(x)=\Psi_{a}\left(x_{a}\right)$ be extended to $X \backslash\{0\}$ as follows. For $\left(1+\theta_{N}\right)^{\ell} \leq|x|^{2}<\left(1+\theta_{N}\right)^{\ell+1}$ $(\ell=0, \pm 1, \pm 2, \ldots)$, define

$$
\begin{equation*}
\Psi_{a}(x)=\Psi_{a}\left(\left(1+\theta_{N}\right)^{-\ell / 2} x\right) \tag{4.28}
\end{equation*}
$$

This function satisfies

$$
\begin{align*}
& 0 \leq \Psi_{a}(x) \leq 1  \tag{4.29}\\
& \Psi_{a}(x)=\Psi_{a}\left(x_{a}\right) \text { for } x=\left(x_{a}, x^{a}\right) \in X \backslash\{0\}
\end{align*}
$$

Let $\lambda \in C_{0}^{\infty}(X)$ be a real-valued nonnegative function such that

$$
\begin{equation*}
\int_{X} \lambda(y) d y=1 \tag{4.30}
\end{equation*}
$$

and set

$$
\begin{equation*}
\Phi_{a}(x)=\left(\Psi_{a} * \lambda\right)(x)=\int_{X} \Psi_{a}(y) \lambda(x-y) d y \tag{4.31}
\end{equation*}
$$

Then

$$
\begin{align*}
& 0 \leq \Phi_{a}(x) \leq 1, \\
& \Phi_{a}(x) \in C^{\infty}(X),  \tag{4.32}\\
& \sum_{2 \leq|a| \leq N} \Phi_{a}(x)=1 .
\end{align*}
$$

Further by (4.29) we have for $x \in X$

$$
\begin{align*}
\Phi_{a}(x) & =\int_{X} \Psi_{a}\left(y_{a}, y^{a}\right) \lambda\left(x_{a}-y_{a}, x^{a}-y^{a}\right) d y \\
& =\int_{X} \Psi_{a}\left(y_{a}\right) \lambda\left(x_{a}-y_{a}, x^{a}-y^{a}\right) d y \\
& =\int_{X_{a}} \Psi_{a}\left(y_{a}\right) \int_{X^{a}} \lambda\left(x_{a}-y_{a}, x^{a}-y^{a}\right) d y^{a} d y_{a}  \tag{4.33}\\
& =\int_{X_{a}} \Psi_{a}\left(y_{a}\right) \int_{X^{a}} \lambda\left(x_{a}-y_{a},-y^{a}\right) d y^{a} d y_{a} \\
& =\int_{X} \Psi_{a}\left(y_{a}\right) \lambda\left(x_{a}-y_{a},-y^{a}\right) d y \\
& =\Phi_{a}\left(x_{a}, 0\right) .
\end{align*}
$$

Thus $\Phi_{a}(x)$ depends only on $x_{a}$ and we can write $\Phi_{a}(x)=\Phi_{a}\left(x_{a}\right)$. Summarizing we have proved the following theorem. We recall that $S=\left\{x\left|x \in X,|x|^{2} \geq 1\right\}\right.$.

Theorem 4.3. Let $\Phi_{a}(x) \in C^{\infty}(X)$ for $2 \leq|a| \leq N$ be the function defined by (4.31). Then $\Phi_{a}$ satisfies the following conditions.

$$
\begin{align*}
& 0 \leq \Phi_{a}(x) \leq 1, \\
& \Phi_{a}(x) \in C^{\infty}(X), \\
& \sum_{2 \leq|a| \leq N} \Phi_{a}(x)=1  \tag{4.34}\\
& \Phi_{a}(x)=\Phi_{a}\left(x_{a}\right) \quad\left(x=\left(x_{a}, x^{a}\right) \in X\right) .
\end{align*}
$$

Further for any integer $L \geq 1$ we can take the support of the function $\lambda \in C_{0}^{\infty}(X)$ so small that for $1 \leq k \leq k_{a}$ we have on $\operatorname{supp} \Phi_{a} \cap\left(1+\theta_{N}\right)^{-L / 2} S$

$$
\begin{equation*}
\left|z_{a k}\right|^{2}>\rho_{|a|}|x|^{2} / 2, \quad\left|x_{a}\right|^{2} \geq \omega_{|a|}\left|x^{a}\right|^{2} / 2 . \tag{4.35}
\end{equation*}
$$

In particular taking $\rho_{j}>\theta_{j}$ such that $\rho_{j} / \theta_{j}>2^{10}$, we have by (4.1)

$$
\begin{equation*}
\left|x_{i j}\right|>\rho_{|a|}^{1 / 2}|x| / 4 \quad(\forall(i, j) \nsubseteq a) . \tag{4.36}
\end{equation*}
$$

## 5 Classical scattering

We consider the behavior of the classical trajectory when the initial condition $(y, \eta)$ satisfies $\lambda>0$ and $H(y, \eta)=\lambda$. In this case if $y$ can be taken such that $V(y)<\lambda$, then the corresponding $\eta$ satisfies $|\eta|^{2}>0$. In considering the $N$-particle case, it is further necessary to consider the condition $\left|\eta_{a}\right|>d>0$ for $d>0$ and a cluster decomposition $a$ with $2 \leq|a| \leq N$. The investigation of classical trajectories developed in this section will be important when we consider the quantum mechanical case. As the case $t<0$ is treated similarly, we will consider the case $t>0$ only throughout the rest of the paper.

As we will use Hamilton's canonical equation of motion in this section, we will assume that $V_{i j}^{S}(x)=0\left(x \in \mathbb{R}^{\nu}\right)$ for all pairs $(i, j)$ with $1 \leq i<j \leq N$. So that our pair potential
$V_{i j}(x)=V_{i j}^{L}(x)$ will be assumed to be continuously differentiable with respect to $x \in \mathbb{R}^{v}$ and satisfy the condition (1.1).

Let $\rho(t) \in C^{\infty}(\mathbb{R})$ be a function defined by (4.16). We define for $t \in \mathbb{R}$ and $\varepsilon>0$

$$
\begin{align*}
& \phi(t<\varepsilon)=\rho((t-2 \varepsilon) / \varepsilon)= \begin{cases}1, & t \leq \varepsilon, \\
0, & t \geq 2 \varepsilon,\end{cases} \\
& \phi^{\prime}(t<\varepsilon)=\frac{d}{d t} \phi(t<\varepsilon) \begin{cases}=0, & t \in(-\infty, \varepsilon] \cup[2 \varepsilon, \infty), \\
\leq 0, & t \in[\varepsilon, 2 \varepsilon] .\end{cases} \tag{5.1}
\end{align*}
$$

Letting $0<d_{1}<d_{2}<\infty$, we define $\chi_{a}\left(\xi_{a}\right) \in C_{0}^{\infty}\left(X_{a}^{\prime}\right)$ by (3.47), i.e.

$$
\begin{align*}
& 0 \leq \chi_{a}\left(\xi_{a}\right) \leq 1 \\
& \chi_{a}\left(\xi_{a}\right)= \begin{cases}1, & 0<d_{1} \leq\left|\xi_{a}\right| \leq d_{2} \\
0, & \left|\xi_{a}\right| \leq d_{1} / 2 \text { or }\left|\xi_{a}\right| \geq 2 d_{2}\end{cases} \tag{5.2}
\end{align*}
$$

As in Theorem 4.3, let $\Phi_{a}(\xi) \in C^{\infty}\left(X^{\prime}\right)$ be the partition of unity defined from the function $\Psi_{a}(\xi)$ in (4.23).

$$
\begin{equation*}
\sum_{2 \leq|a| \leq N} \Phi_{a}\left(\xi_{a}\right)=1 \text { for } \xi \in X^{\prime} \tag{5.3}
\end{equation*}
$$

Let $(i, j) \npreceq a$ such that $C_{\ell}, C_{m} \in a(\ell \neq m), i \in C_{\ell}, j \in C_{m}$, and let $z_{a k}\left(1 \leq k \leq k_{a}\right)$ connect two centers of mass of those clusters $C_{\ell}$ and $C_{m}$. By (4.35)-(4.36) there exists a suitable choice of constants

$$
\begin{equation*}
1 / 4 \geq \theta_{1}>\rho_{j}>\theta_{j}>\rho_{N}>\theta_{N}>4 \sigma>0, \quad \theta_{j-1} \geq \theta_{j}+\rho_{j}(j=2,3, \ldots, N) \tag{5.4}
\end{equation*}
$$

such that for $\lambda(\xi)$ in (4.30) with sufficiently small support one has on supp $\left(\chi_{a}^{2} \Phi_{a}\right)(\xi)$

$$
\begin{equation*}
\left|\zeta_{a k}\right|^{2}>\rho_{|a|}|\xi|^{2} / 2, \quad\left|\xi_{i j}\right|^{2}>\rho_{|a|}|\xi|^{2} / 16 \tag{5.5}
\end{equation*}
$$

Here $\zeta_{a k}$ and $\xi_{i j}$ are the variables conjugate to $z_{a k}$ and $x_{i j}$, respectively.
We now introduce a localizing function $p_{a}^{\varepsilon}\left(t, x, \xi_{a}\right)$ in the extended phase space $(0, \infty) \times$ $X \times\left(X^{\prime} \backslash\{0\}\right)$ for $|a| \geq 2, \varepsilon>0,(t, x, \xi) \in(0, \infty) \times X \times\left(X^{\prime} \backslash\{0\}\right)$

$$
\begin{equation*}
p_{a}^{\varepsilon}\left(t, x, \xi_{a}\right)=\phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}\left(\xi_{a}\right) \tag{5.6}
\end{equation*}
$$

where $\xi_{a}=\left(\xi_{a}, 0\right) \in X \backslash\{0\}=\mathbb{R}^{\nu n} \backslash\{0\}$ and $\left|x / t-\xi_{a}\right|=\left|x / t-\left(\xi_{a}, 0\right)\right|$. We note that $p_{a}^{\varepsilon}\left(t, x, \xi_{a}\right)=$ $p_{a}^{\varepsilon}(t, x, \xi)=\phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}(\xi)$ for all $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$ by the property $\Phi_{a}\left(\xi_{a}\right)=$ $\Phi_{a}(\xi)$.

We will use an extended micro-localizing pseudodifferential operator $P_{a}^{\varepsilon}(t)=p_{a}^{\varepsilon}\left(t, x, D_{a}\right)$ with symbol $p_{a}^{\varepsilon}\left(t, x, \xi_{a}\right)=p_{a}^{\varepsilon}(t, x, \xi)$.

$$
\begin{align*}
P_{a}^{\varepsilon}(t) f(x) & =p_{a}^{\varepsilon}\left(t, x, D_{a}\right) f(x) \\
& =(2 \pi)^{-v(|a|-1) / 2} \int_{\mathbb{R}^{v(|a|-1)}} e^{i x_{a} \xi_{a}} p_{a}^{\varepsilon}\left(t, x, \xi_{a}\right) \hat{f}\left(\xi_{a}, x^{a}\right) d \xi_{a}  \tag{5.7}\\
& =(2 \pi)^{-v n / 2} \int_{\mathbb{R}^{v n}} e^{i x \xi} p_{a}^{\varepsilon}\left(t, x, \xi_{a}\right) \hat{f}(\xi) d \xi,
\end{align*}
$$

where $f \in \mathcal{H}=L^{2}(X)$, and $\mathcal{F}_{a} f\left(\xi_{a}, x^{a}\right)=\hat{f}\left(\xi_{a}, x^{a}\right)$ and $\mathcal{F} f(\xi)=\hat{f}(\xi)=\hat{f}\left(\xi_{a}, \xi^{a}\right)$ are partial and full Fourier transform, respectively.

$$
\begin{align*}
& \mathcal{F}_{a} f\left(\xi_{a}, x^{a}\right)=\hat{f}\left(\xi_{a}, x^{a}\right)=(2 \pi)^{-v(|a|-1) / 2} \int_{\mathbb{R}^{v(|a|-1)}} e^{-i x_{a} \xi_{a}} f\left(x_{a}, x^{a}\right) d x_{a}  \tag{5.8}\\
& \mathcal{F} f(\xi)=\hat{f}\left(\xi_{a}, \xi^{a}\right)=(2 \pi)^{-v n / 2} \int_{\mathbb{R}^{v n}} e^{-i x \xi} f(x) d x
\end{align*}
$$

Let $(x(t), \xi(t))$ be a solution of Hamilton equation with initial condition $(y, \eta)$.

$$
\begin{align*}
& x(t, s)=y+\int_{s}^{t} \partial_{\xi} H(x(\tau, s), \xi(\tau, s)) d \tau=y+\int_{s}^{t} \xi(\tau, s) d \tau \\
& \xi(t, s)=\eta-\int_{s}^{t} \partial_{x} H(x(\tau, s), \xi(\tau, s)) d \tau=\eta-\int_{s}^{t} \partial_{x} V(x(\tau, s)) d \tau \tag{5.9}
\end{align*}
$$

We calculate the following quantity.

$$
\begin{aligned}
\frac{d}{d t}\left(p_{a}^{\varepsilon}(t, x(t), \xi(t))\right)= & \left(\partial_{t} p_{a}^{\varepsilon}+\left\{H, p_{a}^{\varepsilon}\right\}\right)(t, x(t), \xi(t)) \\
= & \partial_{t} p_{a}^{\varepsilon}(t, x(t), \xi(t))+\partial_{x} p_{a}^{\varepsilon}(t, x(t), \xi(t)) \cdot \xi(t) \\
& -\partial_{\xi} p_{a}^{\varepsilon}(t, x(t), \xi(t)) \cdot \partial_{x} V(x(t))
\end{aligned}
$$

where $\{F, G\}(x, \xi)=\left(\partial_{\xi} F \cdot \partial_{x} G-\partial_{x} F \cdot \partial_{\xi} G\right)(x, \xi)$ is a Poisson bracket. We set

$$
\begin{align*}
u_{a}^{\varepsilon}(t, x, \xi) & =t\left(\partial_{t} p_{a}^{\varepsilon}(t, x, \xi)+\partial_{x} p_{a}^{\varepsilon}(t, x, \xi) \cdot \xi\right) \\
& =-2 \phi^{\prime}\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right)\left\{\left|x / t-\xi_{a}\right|^{2}-\left(x^{a} \cdot \xi^{a}\right) / t\right\} \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}(\xi) \tag{5.10}
\end{align*}
$$

Then calculating directly we have

$$
\left(\partial_{t} p_{a}^{\varepsilon}+\left\{H, p_{a}^{\varepsilon}\right\}\right)(t, x(t), \xi(t))=\frac{1}{t} u_{a}^{\varepsilon}(t, x(t), \xi(t))-\partial_{\xi} p_{a}^{\varepsilon}(t, x(t), \xi(t)) \cdot \partial_{x} V(x(t))
$$

Here we take $\theta_{|a|}>\theta_{N}>0$ and $\sigma>0$ in (5.4) and (4.20) so small that

$$
\begin{align*}
\sqrt{\varepsilon} & >2 \sqrt{2} d_{2} \omega_{|a|}^{-\frac{1}{2}}  \tag{5.11}\\
& =2 \sqrt{2} d_{2}\left(\theta_{|a|}+\theta_{N}+\sigma\right)^{\frac{1}{2}}\left(1-\theta_{|a|}-\theta_{N}-\sigma\right)^{-\frac{1}{2}}
\end{align*}
$$

Then by (4.35) we have $\left|\xi^{a}\right| \leq \omega_{|a|}^{-\frac{1}{2}}\left|\xi_{a}\right| \leq 2 d_{2} \omega_{|a|}^{-\frac{1}{2}}$ for $\xi \in \operatorname{supp} \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}(\xi)$, and $\left|x^{a}\right| / t \leq$ $\sqrt{2 \varepsilon}$ for $x \in \operatorname{supp} \phi^{\prime}\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right)$. Hence $\left|x / t-\xi_{a}\right|^{2}-\left(x^{a} \cdot \xi^{a}\right) / t \geq \varepsilon-\left|\left(x^{a} \cdot \xi^{a}\right) / t\right| \geq \varepsilon-$ $2 \sqrt{2 \varepsilon} d_{2} \omega_{|a|}^{-\frac{1}{2}}>0$ for $(x, \xi) \in \operatorname{supp} u_{a}^{\varepsilon}(t, x, \xi)$ so that we have

$$
\begin{equation*}
u_{a}^{\varepsilon}(t, x, \xi) \geq 0 \tag{5.12}
\end{equation*}
$$

for all $t>0$ and $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$. We set

$$
\begin{align*}
& q_{a}^{\varepsilon}(t, x, \xi) \\
& \quad=u_{a}^{\varepsilon}(t, x, \xi)^{\frac{1}{2}}  \tag{5.13}\\
& \quad=\left(-2 \phi^{\prime}\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right)\right)^{1 / 2}\left(\left|x / t-\xi_{a}\right|^{2}-\left(x^{a} \cdot \xi^{a}\right) / t\right)^{1 / 2} \chi_{a}\left(\xi_{a}\right) \Phi_{a}\left(\xi_{a}\right)^{1 / 2} \\
& \quad \in C^{\infty}\left(X \times\left(X^{\prime} \backslash\{0\}\right)\right)
\end{align*}
$$

Then

$$
\begin{equation*}
\partial_{t} p_{a}^{\varepsilon}(t, x, \xi)+\partial_{x} p_{a}^{\varepsilon}(t, x, \xi) \cdot \xi=\frac{1}{t} q_{a}^{\varepsilon}(t, x, \xi)^{2} \tag{5.14}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(\partial_{t} p_{a}^{\varepsilon}(t, x, D)+i\left[H_{0}, p_{a}^{\varepsilon}(t, x, D)\right]\right) f(x) \\
& =(2 \pi)^{-v n / 2} \int e^{i x \xi}\left\{\partial_{t} p_{a}^{\varepsilon}(t, x, \xi)+\partial_{x} p_{a}^{\varepsilon}(t, x, \xi) \cdot \xi-\frac{i}{2} \Delta_{x} p_{a}^{\varepsilon}(t, x, \xi)\right\} \hat{f}(\xi) d \xi  \tag{5.15}\\
& =(2 \pi)^{-v n / 2} \int e^{i x \xi}\left\{\frac{1}{t} q_{a}^{\varepsilon}(t, x, \xi)^{2}-\frac{i}{2} \Delta_{x} p_{a}^{\varepsilon}(t, x, \xi)\right\} \hat{f}(\xi) d \xi
\end{align*}
$$

The second term in the integrand satisfies

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \Delta_{x} p_{a}^{\varepsilon}(t, x, \xi)\right| \leq C_{\alpha \beta} t^{-2-|\alpha|} \tag{5.16}
\end{equation*}
$$

for all $t>1,(x, \xi) \in X \times X^{\prime}$. We define $Q_{a}^{\varepsilon}(t)$ as the pseudodifferential operator with symbol $q_{a}^{\varepsilon}(t, y, \xi)$.

$$
\begin{equation*}
Q_{a}^{\varepsilon}(t) f(x)=(2 \pi)^{-v n} \iint e^{i(x-y) \xi} q_{a}^{\varepsilon}(t, y, \xi) f(y) d y d \xi \tag{5.17}
\end{equation*}
$$

Then similarly to the proof of Lemma 4.2 in [26] or Lemma 4.1 in [30] with using CalderónVaillancourt theorem [2], one obtains a proposition which will play an important role in proving the existence of wave operators and the related limits.

Proposition 5.1. There exist norm continuous bounded operators $Q_{a}^{\varepsilon}(t)$ and $R_{a}^{\varepsilon}(t)$ for $t>1$ and sufficiently small $\varepsilon>0$ such that the following holds for some constant $C_{\varepsilon}>0$.

$$
\begin{align*}
& \partial_{t} P_{a}^{\varepsilon}(t)+i\left[H_{0}, P_{a}^{\varepsilon}(t)\right]=\frac{1}{t} Q_{a}^{\varepsilon}(t)^{*} Q_{a}^{\varepsilon}(t)+R_{a}^{\varepsilon}(t)  \tag{5.18}\\
& Q_{a}^{\varepsilon}(t)^{*} Q_{a}^{\varepsilon}(t) \geq 0, \quad\left\|R_{a}^{\varepsilon}(t)\right\| \leq C_{\varepsilon} t^{-2}
\end{align*}
$$

Proof. By a direct calculation we obtain from (5.17)

$$
\begin{equation*}
Q_{a}^{\varepsilon}(t)^{*} Q_{a}^{\varepsilon}(t) f(x)=(2 \pi)^{-v n} \iint e^{i(x-y) \xi} q_{a}^{\varepsilon}(t, x, \xi) q_{a}^{\varepsilon}(t, y, \xi) f(y) d y d \xi \tag{5.19}
\end{equation*}
$$

We note

$$
\begin{equation*}
q_{a}^{\varepsilon}(t, y, \xi)=q_{a}^{\varepsilon}(t, x, \xi)+(y-x) \cdot \tilde{\nabla}_{x} q_{a}^{\varepsilon}(t, x, \xi, y) \tag{5.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\nabla}_{x} q_{a}^{\varepsilon}(t, x, \xi, y)=\int_{0}^{1} \nabla_{x} q_{a}^{\varepsilon}(t, x+\theta(y-x), \xi) d \theta \tag{5.21}
\end{equation*}
$$

By integration by parts

$$
\begin{align*}
Q_{a}^{\varepsilon}(t)^{*} Q_{a}^{\varepsilon}(t) f(x) & =(2 \pi)^{-v n} \iint e^{i(x-y) \xi} q_{a}^{\varepsilon}(t, x, \xi)^{2} f(y) d y d \xi  \tag{5.22}\\
& +(2 \pi)^{-v n} \iint e^{i(x-y) \xi} D_{\xi} \tilde{\nabla}_{x} q_{a}^{\varepsilon}(t, x, \xi, y) f(y) d y d \xi
\end{align*}
$$

From (4.16), (5.1) and the definition (5.13) of $q_{a}^{\varepsilon}(t, x, \xi)$ we obtain

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \partial_{y}^{\gamma} D_{\xi} \tilde{\nabla}_{x} q_{a}^{\varepsilon}(t, x, \xi, y)\right| \leq C_{\alpha \beta \gamma} t^{-1-|\alpha|-|\gamma|} \tag{5.23}
\end{equation*}
$$

for all $t>1,(x, \xi, y) \in \mathbb{R}^{-3 v n}$ and all multi-indices $\alpha, \beta, \gamma$. From this, (5.15), (5.16), (5.22) and Calderón-Vaillancourt theorem follows (5.18).

Returning to classical context, we prepare a lemma.
Lemma 5.2. Let $(x, \xi) \in \operatorname{supp} \phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}(\xi)$. Let $(i, j) \not \leq a$ such that $C_{\ell}, C_{m} \in$ $a(\ell \neq m), i \in C_{\ell}, j \in C_{m}$, and let $z_{a k}\left(1 \leq k \leq k_{a}\right)$ connect those two clusters $C_{\ell}$ and $C_{m}$. Taking $\varepsilon>0$ sufficiently small, we set

$$
\begin{equation*}
\kappa_{|a|}=2^{-4}\left(2^{-1} \rho_{|a|}\right)^{1 / 2} d_{1} \geq \sqrt{2 \varepsilon}>0 \tag{5.24}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\left|z_{a k}\right| / t \geq 7 \kappa_{|a|}, \quad\left|x_{i j}\right| / t \geq 5 \kappa_{|a|} \tag{5.25}
\end{equation*}
$$

Further we have

$$
\begin{equation*}
\left|x^{a}\right| / t \leq \kappa_{|a|} . \tag{5.26}
\end{equation*}
$$

Proof. It follows from $(x, \xi) \in \operatorname{supp}\left(\phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}(\xi)\right)$ that $\left|x / t-\xi_{a}\right|=\left(\mid x_{a} / t-\right.$ $\left.\left.\xi_{a}\right|^{2}+\left(\left|x^{a}\right| / t\right)^{2}\right)^{1 / 2} \leq \sqrt{2 \varepsilon}$. Thus we have $\left|x^{a}\right| / t \leq \sqrt{2 \varepsilon} \leq \kappa_{|a|}$, which is (5.26), and $\left|z_{a k} / t-\zeta_{a k}\right| \leq$ $\left|x_{a} / t-\xi_{a}\right| \leq \sqrt{2 \varepsilon}$. Using (4.35), we then have $\left|z_{a k}\right| / t \geq\left|\zeta_{a k}\right|-\sqrt{2 \varepsilon} \geq\left(2^{-1} \rho_{|a|}\right)^{1 / 2}\left|\xi_{a}\right|-\sqrt{2 \varepsilon}$. As support condition implies $\left|\xi_{a}\right| \geq 2^{-1} d_{1}$, we obtain $\left|z_{a k}\right| / t \geq 2^{-1}\left(2^{-1} \rho_{|a|}\right)^{1 / 2} d_{1}-\sqrt{2 \varepsilon} \geq$ $\left(2^{3}-1\right) \kappa_{|a|}$. From these and (4.1) follows $\left|x_{i j}\right| / t \geq\left(2^{3}-3\right) \kappa_{|a|}$, which gives (5.25).

We note that both conditions (5.11) and (5.24) are simultaneously satisfied if we take $\rho_{|a|}>\theta_{|a|}>\sigma>0$ and $\varepsilon>0$ so small that

$$
\begin{equation*}
\rho_{|a|} \geq 2^{10} d_{1}^{-2} \varepsilon>2^{14} d_{2}^{2} d_{1}^{-2} \omega_{|a|}^{-1} \tag{5.27}
\end{equation*}
$$

In the rest of the paper we always assume that the constants $\rho_{j}>\theta_{j}>\sigma>0$ and $\varepsilon>0$ are taken to satisfy this condition (5.27) for given $d_{2}>d_{1}>0$ in each context.

For $t \geq s>1$

$$
\begin{align*}
& p_{a}^{\varepsilon}(t, x(t), \xi(t))-p_{a}^{\varepsilon}(s, y, \eta) \\
& =\int_{s}^{t} \frac{d}{d \tau} p_{a}^{\varepsilon}(\tau, x(\tau), \xi(\tau)) d \tau  \tag{5.28}\\
& =\int_{s}^{t}\left|\frac{1}{\sqrt{\tau}} q_{a}^{\varepsilon}(\tau, x(\tau), \xi(\tau))\right|^{2} d \tau-\int_{s}^{t} \partial_{\xi} p_{a}^{\varepsilon}(\tau, x(\tau), \xi(\tau)) \cdot \partial_{x} V(x(\tau)) d \tau
\end{align*}
$$

Here

$$
\begin{align*}
& \partial_{\xi} p_{a}^{\varepsilon}(t, x, \xi) \cdot \partial_{x} V(x) \\
& =-2 \phi^{\prime}\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}\left(\xi_{a}\right)\left(x_{a} / t-\xi_{a}\right) \cdot \partial_{x_{a}} V(x) \\
& \quad+2 \phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \partial_{\xi_{a}}\left(\chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}\left(\xi_{a}\right)\right) \cdot \partial_{x_{a}} V(x)  \tag{5.29}\\
& =-2 \phi^{\prime}\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}\left(\xi_{a}\right)\left(x_{a} / t-\xi_{a}\right) \cdot \partial_{x_{a}} I_{a}\left(x_{a}, x^{a}\right) \\
& \quad+2 \phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon\right) \partial_{\xi_{a}}\left(\chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}\left(\xi_{a}\right)\right) \cdot \partial_{x_{a}} I_{a}\left(x_{a}, x^{a}\right) .
\end{align*}
$$

As $I_{a}\left(x_{a}, x^{a}\right)=\sum_{(i, j) \nsubseteq a} V_{i j}\left(x_{i j}\right)$, we have from (5.29) and Lemma 5.2 that for all $t>1,(x, \xi) \in$ $X \times\left(X^{\prime} \backslash\{0\}\right)$ and a sufficiently small $\varepsilon>0$

$$
\begin{equation*}
\left|\partial_{\xi} p_{a}^{\varepsilon}(t, x, \xi) \cdot \partial_{x} V(x)\right| \leq C t^{-1-\delta}, \tag{5.30}
\end{equation*}
$$

where $C>0$ is a constant. By (5.28) and (5.30), we have

$$
\begin{equation*}
0 \leq \int_{s}^{t}\left|\frac{1}{\sqrt{\tau}} q_{a}^{\varepsilon}(\tau, x(\tau), \xi(\tau))\right|^{2} d \tau \leq 2+C \delta^{-1} s^{-\delta} \leq 2+C \delta^{-1}<\infty \tag{5.31}
\end{equation*}
$$

for all $t>s>1$. This and (5.28) imply that

$$
\begin{equation*}
1 \geq p_{a}^{\varepsilon}(t, x(t), \xi(t)) \geq p_{a}^{\varepsilon}(s, x(s), \xi(s))-C \delta^{-1} s^{-\delta} \tag{5.32}
\end{equation*}
$$

for $t>s>1$. Therefore if $(y, \eta) \in X \times\left(X^{\prime} \backslash\{0\}\right)$ and $s>1$ satisfy $2 M=p_{a}^{\varepsilon}(s, y, \eta)>2 C \delta^{-1} s^{-\delta}>$ 0 , then for all $t>s>1$

$$
\begin{equation*}
p_{a}^{\varepsilon}(t, x(t, s, y, \eta), \xi(t, s, y, \eta)) \geq M>0 . \tag{5.33}
\end{equation*}
$$

Summarizing we have proved the following.
Theorem 5.3. Let $|a| \geq 2,1 / 4>\rho_{|a|}>\theta_{|a|}>0, \sigma>0, \varepsilon>0$, and $0<d_{1}<d_{2}<\infty$ satisfy (5.27). Assume that $(y, \eta) \in X \times\left(X^{\prime} \backslash\{0\}\right)$ satisfies $\left|y / s-\eta_{a}\right|^{2}<\varepsilon, d_{1} \leq\left|\eta_{a}\right| \leq d_{2}$ and $\eta \in \operatorname{supp} \Phi_{a}$. Let $t>s>1$ satisfy $C \delta^{-1} s^{-\delta}<1 / 2$ for the constant $C$ in (5.30). Then

$$
\begin{equation*}
1 \geq p_{a}^{\varepsilon}(t, x(t, s, y, \eta), \xi(t, s, y, \eta)) \geq 1 / 2>0 . \tag{5.34}
\end{equation*}
$$

In particular $(x(t), \xi(t)) \in \operatorname{supp} p_{a}^{\varepsilon}(t, \cdot, \cdot)$. Namely $\left|x(t) / t-\xi_{a}(t)\right|^{2}<2 \varepsilon, d_{1} / 2 \leq\left|\xi_{a}(t)\right| \leq 2 d_{2}$ and $\xi(t) \in \operatorname{supp} \Phi_{a}$. Hence letting $(i, j) \nsubseteq a$ and $z_{a k}\left(1 \leq k \leq k_{a}\right)$ such that $C_{\ell}, C_{m} \in a(\ell \neq m), i \in C_{\ell}$, $j \in C_{m}$, and $z_{a k}$ connects $C_{\ell}$ and $C_{m}$, we have by Lemma 5.2, $\left|x_{i j}(t)\right| \geq 5 \kappa_{|a|} t,\left|z_{a k}(t)\right| \geq 7 \kappa_{|a|} t$, and $\left|x^{a}(t)\right| \leq \kappa_{|a|} t$.

The theorem implies that if the initial condition $(y, \eta)$ at $t=s$ of the Hamilton's equation satisfies $y / s \approx \eta_{a},\left|\eta_{a}\right|>0$ and $\left|\eta_{i j}\right| / / \eta^{a} \mid$ is sufficiently large for any pair $(i, j) \not \approx a$, then henceforth the trajectory $(x(t), \xi(t))$ satisfies the same property forever $t \geq s$.

## 6 Some asymptotics

We use the notation introduced at the beginning of section 3 and recall Theorem 3.2 as the following lemma.

Lemma 6.1. Let Assumptions 1.1 and 1.2 hold. Let $f \in \mathcal{H}_{c}(H)$. Then there exist a sequence $t_{m} \rightarrow \infty($ as $m \rightarrow \infty)$ and a sequence $M_{d}^{m}$ of multi-indices whose components all tend to $\infty$ as $m \rightarrow \infty$ such that for all cluster decompositions a with $2 \leq|a| \leq N$, for all $\varphi \in C_{0}^{\infty}\left(X_{a}\right)$, $R>0$, and $(i, j) \not \ddagger a$

$$
\begin{align*}
& \left\|\frac{\left|x^{a}\right|^{2}}{t_{m}^{2}} \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0  \tag{6.1}\\
& \left\|x_{\left\{x \| x_{i j} \mid R\right\}} \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0  \tag{6.2}\\
& \left\|\left(\varphi\left(x_{a} / t_{m}\right)-\varphi\left(D_{x_{a}}\right)\right) \tilde{P}_{M_{a}^{m}}^{a} e^{-i t_{m} H} f\right\| \rightarrow 0 \tag{6.3}
\end{align*}
$$

as $m \rightarrow \infty$. Here $\chi_{S}$ is the characteristic function of a set $S$.

We can decompose the asymptotic behavior of $e^{-i t H} f$ when $f \in \mathcal{H}_{c}(H)$ as follows.
Theorem 6.2. Let Assumptions 1.1 and 1.2 be satisfied. Let $f=E_{H}(B) \in \mathcal{H}_{c}(H)$ with $B \Subset \mathbb{R} \backslash \mathcal{T}$ and let the sequence $t_{m}$ be defined in Theorem 3.2 for this $f$. Then for $\Phi_{a}$ in Theorem 4.3 with sufficiently small constants $\rho_{j}>\theta_{j}>\sigma>0$, we have

$$
\begin{equation*}
\left\|e^{-i t_{m} H} f-\sum_{2 \leq|a| \leq N} \Phi_{a}\left(x / t_{m}\right) \sum_{d \leq a} \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f\right\| \rightarrow 0 \quad(m \rightarrow \infty) \tag{6.4}
\end{equation*}
$$

Further there exist constants $0<d_{1}<d_{2}<\infty$ such that for the function $\chi_{a}$ defined by (3.47) and for a sufficiently small $\varepsilon_{a}>0$ satisfying (5.27):

$$
\begin{equation*}
\rho_{|a|} \geq 2^{10} d_{1}^{-2} \varepsilon_{a} \geq 2^{14} d_{2}^{2} d_{1}^{-2} \omega_{|a|}^{-1} \tag{6.5}
\end{equation*}
$$

we have for $P_{a}^{\varepsilon_{a}}(t)$ defined by (5.6)-(5.7) with the above $\Phi_{a}$ and $\chi_{a}$

$$
\begin{equation*}
\left\|e^{-i t_{m} H} f-\sum_{2 \leq|a| \leq N} P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f\right\| \rightarrow 0 \quad(m \rightarrow \infty) \tag{6.6}
\end{equation*}
$$

Proof. By (3.3) and Theorem 3.4, there exist constants $0<\tilde{d}_{1}<\tilde{d}_{2}<\infty$ such that

$$
\begin{equation*}
e^{-i t_{m} H} f \sim \sum_{2 \leq|d| \leq N} \chi_{d}\left(D_{d}\right) \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f \tag{6.7}
\end{equation*}
$$

as $t_{m} \rightarrow \infty$, where $\chi_{d}$ is the function defined by (3.47) with $d_{j}=\tilde{d}_{j}(j=1,2)$. Applying partition $\left\{\Phi_{a}\right\}_{2 \leq|a| \leq N}$ of unity in Theorem 4.3 to (6.7), we get

$$
\begin{equation*}
e^{-i t_{m} H} f \sim \sum_{2 \leq|a| \leq N} \Phi_{a}\left(x / t_{m}\right) \sum_{2 \leq|d| \leq N} \chi_{d}\left(D_{d}\right) \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f \tag{6.8}
\end{equation*}
$$

as $t_{m} \rightarrow \infty$. Theorem 3.2 tells that we can freely exchange any factor $\varphi\left(x_{d} / t_{m}\right)$ for $\varphi\left(D_{d}\right)$ on the left of $\tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f$ in (6.8) and we have $2 \tilde{d}_{2} \geq\left|x_{d} / t_{m}\right| \geq \tilde{d}_{1} / 2>0$ and $\left|x / t_{m}\right| \sim\left|x_{d} / t_{m}\right|$ on each state $\chi_{d}\left(D_{d}\right) \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f$ asymptotically as $m \rightarrow \infty$. Thus $|x| \geq 2^{-1} \tilde{d}_{1} t_{m}$ asymptotically on $\chi_{d}\left(D_{d}\right) \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f$. Therefore taking the constants $\rho_{j}>\theta_{j}>\sigma>0$ in $\Phi_{a}$ such that $\rho_{j} / \theta_{j}>2^{10}$ as in Theorem 4.3 so that $\left|x_{i j}\right|>\rho_{|a|}^{1 / 2}|x| / 4$ holds on supp $\Phi_{a}\left(x / t_{m}\right) \chi_{d}\left(x_{d} / t_{m}\right)$ for any pair $(i, j) \not \leq a$, we have on supp $\Phi_{a}\left(x / t_{m}\right)$ that $\left|x_{i j}\right| \geq c t_{m}$ for any $(i, j) \not \leq a$ with some constant $c>0$. Hence by Theorem 3.2 only the terms with $d \leq a$ remain in the second sum on the RHS of (6.8) and we arrive at a formula equivalent with (6.8).

$$
\begin{equation*}
e^{-i t_{m} H} f \sim \sum_{2 \leq|a| \leq N} \sum_{d \leq a} \Phi_{a}\left(x / t_{m}\right) \chi_{d}\left(D_{d}\right) \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f . \tag{6.9}
\end{equation*}
$$

We note that this tells we can freely add or remove terms with $d \not \leq a$ in (6.9). Again using Theorem 3.4 we obtain from (6.9)

$$
\begin{equation*}
e^{-i t_{m} H} f \sim \sum_{2 \leq|a| \leq N} \Phi_{a}\left(x / t_{m}\right) \sum_{d \leq a} \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f \tag{6.10}
\end{equation*}
$$

which is (6.4).

We will use the conventional notation $x^{a}=\left(x_{d}^{a}, x^{d}\right)(d \leq a), D_{x_{d}}=D_{d}, D_{x_{d}^{a}}=D_{d}^{a}$. We set $d_{1}=\tilde{d}_{1} / 4$ and $d_{2}=2 \tilde{d}_{2}$. Noting that the factor $\chi_{d}\left(D_{d}\right)$ gives $2 d_{1} \leq \tilde{d}_{1} / 2 \leq\left|D_{d}\right| \leq 2 \tilde{d}_{2}=$ $d_{2}$ and using (4.35), (6.3) and the factor $\Phi_{a}(x / t)$ in (6.9), we have asymptotically $\left|D_{d}^{a}\right|^{2} \leq$ $\left|x^{d} / t\right|^{2}+\left|x_{d}^{a} / t\right|^{2}=\left.\left|x^{a}\right| t\right|^{2} \leq \omega_{|a|}^{-1}\left|x_{a} / t\right|^{2} \sim \omega_{|a|}^{-1}\left|D_{a}\right|^{2} \leq \omega_{|a|}^{-1}\left|D_{d}\right|^{2} \leq d_{2}^{2} \omega_{|a|}^{-1}$. Hence $d_{2}^{2} \geq\left|D_{d}\right|^{2} \geq$ $\left|D_{a}\right|^{2}=\left|D_{d}\right|^{2}-\left|D_{d}^{a}\right|^{2} \geq 4 d_{1}^{2}-d_{2}^{2} \omega_{|a|}^{-1}$. Taking $\rho_{|a|}>\theta_{|a|}>\sigma>0$ so small that $\omega_{|a|}^{-1}<3 d_{1}^{2} d_{2}^{-2}$, we thus have $d_{2}^{2} \geq\left|D_{a}\right|^{2} \geq d_{1}^{2}$ and $\left|x_{d}^{a} / t\right|^{2} \sim\left|D_{d}^{a}\right|^{2} \leq\left.\left|x^{a}\right| t\right|^{2} \leq d_{2}^{2} \omega_{|a|}^{-1} \leq 2^{-4} \varepsilon_{a}<\varepsilon_{a}$ by (6.5) asymptotically on each state $\tilde{P}_{M_{d}}^{d} e^{-i t h} f$ in (6.9) as $t=t_{m} \rightarrow \infty$ with $M_{d}=M_{d}^{m}$. Let $\chi_{a}$ be defined by (3.47) for the constants $d_{2}>d_{1}>0$. We then get from (6.9)

$$
\begin{equation*}
\left\|e^{-i t H} f-\sum_{2 \leq|a| \leq N} \phi\left(\left|x / t-D_{a}\right|^{2}<\varepsilon_{a}\right) \chi_{a}\left(D_{a}\right)^{2} \Phi_{a}\left(D_{a}\right) \sum_{d \leq a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f\right\| \rightarrow 0 \tag{6.11}
\end{equation*}
$$

as $t=t_{m} \rightarrow \infty$ with $M_{d}=M_{d}^{m}$, where $\phi(t<\varepsilon)$ is defined by (5.1). Namely we have for the function $p_{a}^{\varepsilon_{a}}\left(t, x, \xi_{a}\right)=\phi\left(\left|x / t-\xi_{a}\right|^{2}<\varepsilon_{a}\right) \chi_{a}\left(\xi_{a}\right)^{2} \Phi_{a}\left(\xi_{a}\right)$ in (5.6)

$$
\begin{equation*}
\left\|e^{-i t H} f-\sum_{2 \leq|a| \leq N} p_{a}^{\varepsilon_{a}}\left(t, x, D_{a}\right) \sum_{d \leq a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f\right\| \rightarrow 0 \quad\left(t=t_{m} \rightarrow \infty\right) . \tag{6.12}
\end{equation*}
$$

By what stated after (6.9), we can recover the terms with $d \npreceq a$. Using (3.3), we finally arrive at for $\varepsilon_{a}>0$ satisfying (5.27) or (6.5)

$$
\begin{equation*}
\left\|e^{-i t_{m} H} f-\sum_{2 \leq|a| \leq N} P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f\right\| \rightarrow 0 \quad(m \rightarrow \infty) . \tag{6.13}
\end{equation*}
$$

This completes the proof of the theorem.

## 7 Time-independent modifier

In this section, we assume Assumption 1.1 on long-range pair potentials. Under this assumption, we will construct a time-independent modifier $J_{a}$ which treats the intercluster long-range pair potentials $I_{a}^{L}(x)=\sum_{(i j) \notin a} V_{i j}^{L}\left(x_{i j}\right)$, which is an extension of $J$ introduced in [16], [17] for two-body quantum scattering.

Let a $C^{\infty}$ function $\chi_{0}(x)$ of $x \in R^{v}$ satisfy $0 \leq \chi_{0}(x) \leq 1$ and

$$
\chi_{0}(x)= \begin{cases}1 & (|x| \geq 2),  \tag{7.1}\\ 0 & (|x| \leq 1) .\end{cases}
$$

To define $J_{a}(2 \leq|a| \leq N)$, we will introduce a time-dependent potential $I_{a \rho}^{L}(t, x)$ for $\rho \in(0,1)$.

$$
\begin{equation*}
I_{a \rho}^{L}(t, x)=I_{a}^{L}\left(x_{a}, x^{a}\right) \prod_{(i j) \notin a} \chi_{0}\left(\rho x_{i j}\right) \chi_{0}\left(\langle\log \langle t\rangle\rangle x_{i j} /\langle t\rangle\right) . \tag{7.2}
\end{equation*}
$$

Then $I_{a \rho}^{L}(t, x)$ satisfies

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} I_{a \rho}^{L}(t, x)\right| \leq C_{\alpha} \rho^{\delta_{0}}\langle t\rangle^{-\ell} \max _{(i j) \pm a}\left(\left\langle x_{i j}\right\rangle^{-m}\right) \tag{7.3}
\end{equation*}
$$

for any multiindex $\alpha$, and real numbers $\ell, m \geq 0,0<\delta_{0}<\delta$ with $\delta_{0}+\ell+m<|\alpha|+\delta$, where $C_{\alpha}>0$ is a constant independent of $t, x$ and $\rho$.

Then we can apply the arguments in section 2 of [17] to get a solution $\varphi_{a}(x, \xi)$ of the eikonal equation:

$$
\begin{equation*}
\frac{1}{2}\left|\nabla_{x} \varphi_{a}(x, \xi)\right|^{2}+I_{a}^{L}\left(x_{a}, x^{a}\right)=\frac{1}{2}|\xi|^{2} \tag{7.4}
\end{equation*}
$$

in some conic region in phase space.
Namely let $H_{a \rho}(t, x, \xi)$ be the Hamiltonian corresponding to the time-dependent potential $I_{a \rho}^{L}(t, x)$.

$$
\begin{equation*}
H_{a \rho}(t, x, \xi)=\frac{1}{2}|\xi|^{2}+I_{a \rho}^{L}(t, x) . \tag{7.5}
\end{equation*}
$$

The corresponding classical orbit $(q, p)(t, s, y, \xi)=(q(t, s, y, \xi), p(t, s, y, \xi)) \in X \times X^{\prime}=\mathbb{R}^{v(N-1)} \times$ $\mathbb{R}^{v(N-1)}$ is determined by the equation

$$
\left\{\begin{array}{l}
q(t, s)=y+\int_{s}^{t} \nabla_{\xi} H_{a \rho}(\tau, q(\tau, s), p(\tau, s)) d \tau=y+\int_{s}^{t} p(\tau, s) d \tau  \tag{7.6}\\
p(t, s)=\xi-\int_{s}^{t} \nabla_{x} H_{a \rho}(\tau, q(\tau, s), p(\tau, s)) d \tau=\xi-\int_{s}^{t} \nabla_{x} I_{a \rho}^{L}(\tau, q(\tau, s)) d \tau
\end{array}\right.
$$

We remark that when all long-range pair potentials vanish: $V_{i j}^{L}=0$, one has the unique solution $q(t, s, y, \xi)=y+(t-s) \xi, p(t, s, y, \xi)=\xi$. Letting $\delta_{0}, \delta_{1}>0$ be fixed as $0<\delta_{0}+\delta_{1}<\delta$, we have the following estimates for $(q, p)(t, s, y, \xi)$, which are proved by solving the equation (7.6) by iteration as in Proposition 2.1 of [24].

Proposition 7.1. There are constants $C_{\ell}>0(\ell=0,1,2, \cdots)$ such that for all $(y, \xi) \in X \times X^{\prime}$ and $\pm t \geq \pm s \geq 0$, the solutions $q, p$ of (7.6) exist and satisfy for all multi-index $\alpha$ :

$$
\begin{align*}
& |p(s, t, y, \xi)-\xi|+|p(t, s, y, \xi)-\xi| \leq C_{0} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}},  \tag{7.7}\\
& \left|\partial_{y}^{\alpha}\left[\nabla_{y} q(s, t, y, \xi)-I\right]\right| \leq C_{|\alpha|} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}}  \tag{7.8}\\
& \left|\partial_{y}^{\alpha}\left[\nabla_{y} p(s, t, y, \xi)\right]\right| \leq C_{|\alpha|} \rho^{\delta_{0}}\langle s\rangle^{-1-\delta_{1}},  \tag{7.9}\\
& \left|\nabla_{\xi} q(t, s, y, \xi)-(t-s) I\right| \leq C_{0} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}}|t-s|,  \tag{7.10}\\
& \left|\nabla_{\xi} p(t, s, y, \xi)-I\right| \leq C_{0} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}}  \tag{7.11}\\
& \left|\nabla_{y} q(t, s, y, \xi)-I\right| \leq C_{0} \rho^{\delta_{0}}\langle s\rangle^{-1-\delta_{1}}|t-s|,  \tag{7.12}\\
& \left|\nabla_{y} p(t, s, y, \xi)\right| \leq C_{0} \rho^{\delta_{0}}\langle s\rangle^{-1-\delta_{1}}  \tag{7.13}\\
& \left|\partial_{\xi}^{\alpha}[q(t, s, y, \xi)-y-(t-s) p(t, s, y, \xi)]\right| \\
& \leq C_{|\alpha|} \rho^{\delta_{0}} \min \left(\langle t\rangle^{1-\delta_{1}},|t-s|\langle s\rangle^{\delta_{1}}\right) . \tag{7.14}
\end{align*}
$$

Further for any $\alpha, \beta$ satisfying $|\alpha+\beta| \geq 2$, there is a constant $C_{\alpha \beta}>0$ such that

$$
\begin{align*}
& \left|\partial_{y}^{\alpha} \partial_{\xi}^{\beta} q(t, s, y, \xi)\right| \leq C_{\alpha \beta} \rho^{\delta_{0}}|t-s|\langle s\rangle^{-\delta_{1}}  \tag{7.15}\\
& \left|\partial_{y}^{\alpha} \partial_{\xi}^{\beta} p(t, s, y, \xi)\right| \leq C_{\alpha \beta} \rho^{\delta_{0}}\langle s\rangle^{\delta_{1}} \tag{7.16}
\end{align*}
$$

For the constant $C_{0}>0$ in this proposition, we take $\rho>0$ so small that $C_{0} \rho^{\delta_{0}}<1 / 2$ holds. Then the mapping $T_{x}(y)=x+y-q(s, t, y, \xi): X \longrightarrow X$ becomes a contraction. Therefore there is a unique fixed point $y \in X=\mathbb{R}^{v(N-1)}$ for every $x \in X$ such that $T_{x}(y)=y$, hence $x=q(s, t, y, \xi)$. Thus we obtain the following. (See Proposition 2.2 of [24].)

Proposition 7.2. Take $\rho>0$ so small that $C_{0} \rho^{\delta_{0}}<1 / 2$ for the constant $C_{0}>0$ in Proposition 7.1. Then for $\pm t \geq \pm s \geq 0$ one can construct a diffeomorphism of $X=\mathbb{R}^{v(N-1)}$ for $\xi \in X^{\prime}=$ $\mathbb{R}^{v(N-1)}$

$$
x \mapsto y(s, t, x, \xi)
$$

such that

$$
\begin{equation*}
q(s, t, y(s, t, x, \xi), \xi)=x \tag{7.17}
\end{equation*}
$$

The mapping $y(s, t, x, \xi)$ is $C^{\infty}$ in $(x, \xi) \in X \times X^{\prime}$ and its derivatives $\partial_{x}^{\alpha} \partial_{\xi}^{\beta} y$ are $C^{1}$ in $(t, s, x, \xi)$. Using this diffeomorphism we define for $\xi \in X^{\prime}$

$$
\begin{equation*}
\eta(t, s, x, \xi)=p(s, t, y(s, t, x, \xi), \xi) \tag{7.18}
\end{equation*}
$$

Then $\eta(t, s, x, \xi)$ is a $C^{\infty}$ mapping from $X \times X^{\prime}$ into $X^{\prime}$, and satisfies

$$
\begin{equation*}
p(t, s, x, \eta(t, s, x, \xi))=\xi \tag{7.19}
\end{equation*}
$$

They satisfy the relation

$$
\begin{equation*}
y(s, t, x, \xi)=q(t, s, x, \eta(t, s, x, \xi)) \tag{7.20}
\end{equation*}
$$

and the estimates for any $\alpha, \beta$

$$
\begin{align*}
& \left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left[\nabla_{x} y(s, t, x, \xi)-I\right]\right| \leq C_{\alpha \beta} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}}  \tag{7.21}\\
& \left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left[\nabla_{x} \eta(t, s, x, \xi)\right]\right| \leq C_{\alpha \beta} \rho^{\delta_{0}}\langle s\rangle^{-1-\delta_{1}},  \tag{7.22}\\
& \left|\partial_{\xi}^{\alpha}[\eta(t, s, x, \xi)-\xi]\right| \leq C_{\alpha} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}}  \tag{7.23}\\
& \left|\partial_{\xi}^{\alpha}[y(s, t, x, \xi)-x-(t-s) \xi]\right| \leq C_{\alpha} \rho^{\delta_{0}} \min \left(\langle t\rangle^{1-\delta_{1}},|t-s|\langle s\rangle^{-\delta_{1}}\right) \tag{7.24}
\end{align*}
$$

Further for any $|\alpha+\beta| \geq 2$

$$
\begin{align*}
& \left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \eta(t, s, x, \xi)\right| \leq C_{\alpha \beta} \rho^{\delta_{0}}\langle s\rangle^{-\delta_{1}}  \tag{7.25}\\
& \left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} y(s, t, x, \xi)\right| \leq C_{\alpha \beta} \rho^{\delta_{0}}\langle t-s\rangle\langle s\rangle^{-\delta_{1}} \tag{7.26}
\end{align*}
$$

Here the constants $C_{\alpha}, C_{\alpha \beta}>0$ are independent of $t, s, x, \xi$
The following illustration would be helpful to understand the meaning of the diffeomorphisms $y(s, t, x, \xi)$ and $\eta(t, s, x, \xi)$. Let $U_{a \rho}(t, s)$ be the map that assigns the point $(q, p)(t, s, x, \eta)$ to the initial data $(x, \eta)$. Then

$$
\begin{aligned}
& \text { time } s \quad \text { time } t \\
& \binom{x}{\eta(t, s, x, \xi)} \stackrel{U_{a \rho}(t, s)}{\longmapsto}\binom{y(s, t, x, \xi)}{\xi} .
\end{aligned}
$$

We now define $\phi_{a}(t, x, \xi)$ for $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$ by

$$
\phi_{a}(t, x, \xi)=u_{a}(t, x, \eta(t, 0, x, \xi))
$$

where

$$
u_{a}(t, x, \eta)=x \cdot \eta+\int_{0}^{t}\left(H_{a \rho}-x \cdot \nabla_{x} H_{a \rho}\right)(\tau, q(\tau, 0, x, \eta), p(\tau, 0, x, \eta)) d \tau
$$

Then it is shown by a standard calculation that $\phi_{a}(t, x, \xi)$ satisfies the Hamilton-Jacobi equation

$$
\left\{\begin{array}{l}
\partial_{t} \phi_{a}(t, x, \xi)=\frac{1}{2}|\xi|^{2}+I_{a \rho}^{L}\left(t, \nabla_{\xi} \phi_{a}(t, x, \xi)\right),  \tag{7.27}\\
\phi_{a}(0, x, \xi)=x \cdot \xi
\end{array}\right.
$$

and the relation

$$
\left\{\begin{array}{l}
\nabla_{x} \phi_{a}(t, x, \xi)=\eta(t, 0, x, \xi),  \tag{7.28}\\
\nabla_{\xi} \phi_{a}(t, x, \xi)=y(0, t, x, \xi)
\end{array}\right.
$$

Then we can show the existence of the limit for $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$

$$
\begin{equation*}
\phi_{a}^{ \pm}(x, \xi)=\lim _{t \rightarrow \pm \infty}\left(\phi_{a}(t, x, \xi)-\phi_{a}(t, 0, \xi)\right) \tag{7.29}
\end{equation*}
$$

and show that the limit $\phi_{a}^{ \pm}(x, \xi)$ defines a $C^{\infty}$-function of $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$. We remark that when all long-range pair potentials vanish: $V_{i j}^{L}=0$, one has the solution $\phi_{a}(t, x, \xi)=$ $x \cdot \xi+t|\xi|^{2}$ of (7.27). Hence $\phi_{a}^{ \pm}(x, \xi)=x \cdot \xi$.

Let for $1 \leq i<j \leq N$

$$
\cos \left(x_{i j}, \xi_{i j}\right):=\frac{x_{i j} \cdot \xi_{i j}}{\left|x_{i j} \| \xi_{i j}\right|},
$$

where $\xi_{i j}$ is the momentum variable conjugate to $x_{i j}$. We set for $R_{0}>0, d>0, \theta \in(0,1)$, and $2 \leq|a| \leq N$

$$
\begin{equation*}
\Gamma_{a}^{ \pm}\left(R_{0}, d, \theta\right)=\left\{(x, \xi)| | x_{i j}\left|\geq R_{0},\left|\xi_{i j}\right| \geq d, \pm \cos \left(x_{i j}, \xi_{i j}\right) \geq \theta,((i j) \not \leq a)\right\}\right. \tag{7.30}
\end{equation*}
$$

We can now prove the following theorem in the same way as in [17].
Theorem 7.3. Let Assumption 1.1 be satisfied and let $2 \leq|a| \leq N$. Then there exists a $C^{\infty}$ function $\phi_{a}^{ \pm}(x, \xi)$ that satisfies the following properties: For any $0<\theta<1, d>0$ there exists a constant $R_{0}>1$ such that for any $(x, \xi) \in \Gamma_{a}^{ \pm}\left(R_{0}, d, \theta\right)$

$$
\begin{equation*}
\frac{1}{2}\left|\nabla_{x} \phi_{a}^{ \pm}(x, \xi)\right|^{2}+I_{a}^{L}\left(x_{a}, x^{a}\right)=\frac{1}{2}|\xi|^{2} \tag{7.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left(\phi_{a}^{ \pm}(x, \xi)-x \cdot \xi\right)\right| \leq C_{\alpha \beta} \max _{(i j) \nsubseteq a}\left(\left\langle x_{i j}\right\rangle^{1-\delta-|\alpha|}\right) \tag{7.32}
\end{equation*}
$$

where $C_{\alpha \beta}>0$ is a constant independent of $(x, \xi) \in \Gamma_{a}^{ \pm}\left(R_{0}, d, \theta\right)$.
Proof. We consider $\phi^{+}$only. $\phi^{-}$can be treated similarly. We first prove the existence of the limit (7.29) for $t \rightarrow+\infty$ and $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$. To do so, setting

$$
R(t, x, \xi)=\phi(t, x, \xi)-\phi(t, 0, \xi)
$$

we show the existence of the limits

$$
\lim _{t \rightarrow \infty} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} R(t, x, \xi)=\lim _{t \rightarrow \infty} \int_{0}^{t} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} \partial_{t} R(\tau, x, \xi) d \tau+\partial_{x}^{\alpha} \partial_{\xi}^{\beta}(x \cdot \xi) .
$$

By Hamilton-Jacobi equation (7.27),

$$
\begin{align*}
\partial_{t} R(t, x, \xi) & =\partial_{t} \phi(t, x, \xi)-\partial_{t} \phi(t, 0, \xi) \\
& =I_{a \rho}^{L}\left(t, \nabla_{\xi} \phi(t, x, \xi)\right)-I_{a \rho}^{L}\left(t, \nabla_{\xi} \phi(t, 0, \xi)\right) \\
& =\left(\nabla_{\xi} \phi(t, x, \xi)-\nabla_{\xi} \phi(t, 0, \xi)\right) \cdot a(t, x, \xi)  \tag{7.33}\\
& =(y(0, t, x, \xi)-y(0, t, 0, \xi)) \cdot a(t, x, \xi) \\
& =\nabla_{\xi} R(t, x, \xi) \cdot a(t, x, \xi),
\end{align*}
$$

where

$$
\begin{align*}
& a(t, x, \xi)=\int_{0}^{1}\left(\nabla_{x} I_{a \rho}^{L}\right)\left(t, \nabla_{\xi} \phi(t, 0, \xi)+\sigma \nabla_{\xi} R(t, x, \xi)\right) d \sigma,  \tag{7.34}\\
& \nabla_{\xi} R(t, x, \xi)=x \cdot \int_{0}^{1}\left(\nabla_{x} y\right)(0, t, \sigma x, \xi) d \sigma . \tag{7.35}
\end{align*}
$$

By (7.21), we have for any $\alpha, \beta$

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} \nabla_{\xi_{i j}} R(t, x, \xi)\right| \leq C_{\alpha \beta}\left\langle x_{i j}\right\rangle . \tag{7.36}
\end{equation*}
$$

By (7.24) and (7.28), for $|\beta| \geq 1$ and $\xi \in X^{\prime} \backslash\{0\}$

$$
\begin{equation*}
\left|\partial_{\xi}^{\beta} \nabla_{\xi} \phi(t, 0, \xi)\right| \leq C_{\beta}|t| . \tag{7.37}
\end{equation*}
$$

From this, (7.34), and (7.36), we have for $\xi \in X^{\prime} \backslash\{0\}$

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(t, x, \xi)\right| \leq C_{\alpha \beta}\langle t\rangle^{-1-\delta / 2}\langle x\rangle^{|\alpha|+|\beta|} \tag{7.38}
\end{equation*}
$$

Thus by (7.33), (7.36) and (7.38), there exists the limit for any $\alpha, \beta$ and $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$

$$
\lim _{t \rightarrow \infty} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} R(t, x, \xi)=\int_{0}^{\infty} \partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left(\nabla_{\xi} R(t, x, \xi) \cdot a(t, x, \xi)\right) d t+\partial_{x}^{\alpha} \partial_{\xi}^{\beta}(x \cdot \xi) .
$$

In particular, $\phi^{+}(x, \xi)=\lim _{t \rightarrow \infty} R(t, x, \xi)$ and $\eta(\infty, 0, x, \xi)=\lim _{t \rightarrow \infty} \nabla_{x} \phi(t, x, \xi)$ exist and are $C^{\infty}$ in $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$.

Next we show (7.31). By the arguments above, the following limit exist:

$$
\begin{aligned}
\nabla_{x} \phi^{+}(x, \xi) & =\lim _{t \rightarrow \infty} \nabla_{x} \phi(t, x, \xi)=\lim _{t \rightarrow \infty} \eta(t, 0, x, \xi) \\
& =\lim _{t \rightarrow \infty} p(0, t, y(0, t, x, \xi), \xi) .
\end{aligned}
$$

Thus for a sufficiently large $\left|x_{i j}\right|$ (i.e. for $\left.\left|\rho x_{i j}\right| \geq 2((i j) \not \leq a)\right)$ we have

$$
\begin{equation*}
2^{-1}\left|\nabla_{x} \phi^{+}(x, \xi)\right|^{2}+I_{a}^{L}(x)=2^{-1} \lim _{t \rightarrow \infty}|p(0, t, y(0, t, x, \xi), \xi)|^{2}+I_{a \rho}^{L}(0, x) . \tag{7.39}
\end{equation*}
$$

Set for $0 \leq s \leq t<\infty$

$$
f_{t}(s, y, \xi)=2^{-1}|p(s, t, y, \xi)|^{2}+I_{a \rho}^{L}(s, q(s, t, y, \xi))
$$

Then by (7.6) we have

$$
\begin{aligned}
\frac{\partial f_{t}}{\partial s}(s, y, \xi) & =p(s, t, y, \xi) \cdot \partial_{s} p(s, t, y, \xi)+\left(\nabla_{x} I_{a \rho}^{L}\right)(s, q(s, t, y, \xi)) \cdot \partial_{s} q(s, t, y, \xi) \\
& +\frac{\partial I_{a \rho}^{L}}{\partial t}(s, q(s, t, y, \xi)) \\
& =\frac{\partial I_{a \rho}^{L}}{\partial t}(s, q(s, t, y, \xi)) .
\end{aligned}
$$

On the other hand we have from (7.17), (7.18), (7.19) and (7.20)

$$
\begin{aligned}
q(s, t, y(0, t, x, \xi), \xi) & =q(s, t, q(t, 0, x, \eta(t, 0, x, \xi)), \xi) \\
& =q(s, 0, x, \eta(t, 0, x, \xi)) \\
p(s, t, y(0, t, x, \xi), \xi) & =p(s, t, q(t, 0, x, \eta(t, 0, x, \xi)), \xi) \\
& =p(s, 0, x, \eta(t, 0, x, \xi)) .
\end{aligned}
$$

Now using Proposition 7.1, we have for $\cos \left(x_{i j}, \xi_{i j}\right) \geq \theta((i j) \nsucceq a)$

$$
\begin{aligned}
& \left|q_{i j}(s, t, y(0, t, x, \xi), \xi)\right|=\left|q_{i j}(s, 0, x, \eta(t, 0, x, \xi))\right| \\
& \geq\left|x_{i j}+s p_{i j}(s, 0, x, \eta(t, 0, x, \xi))\right|-C_{0} \rho^{\delta_{0}}\langle s\rangle^{1-\delta_{1}} \\
& =\left|x_{i j}+s p_{i j}(s, t, y(0, t, x, \xi), \xi)\right|-C_{0} \rho^{\delta_{0}}\langle s\rangle^{1-\delta_{1}} \\
& \geq c\left(\left|x_{i j}\right|+s\left|\xi_{i j}\right|\right)-C_{0} \rho^{\delta_{0}}\langle s\rangle^{1-\delta_{1}}-C_{0} \rho^{\delta_{0}}\langle s\rangle^{1-\delta_{1}},
\end{aligned}
$$

where $c>0$ is a constant independent of $s, t, x, \xi$. By $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$, we have $\left|\xi_{i j}\right| \geq d$, and from the definition (7.2) of $I_{a \rho}^{L}(t, x)$

$$
\operatorname{supp} \frac{\partial I_{a \rho}^{L}}{\partial t}(s, x) \subset\left\{x|1 \leq\langle\log \langle s\rangle\rangle| x_{i j} \mid /\langle s\rangle \leq 2((i j) \not \leq a)\right\} .
$$

Thus there is a constant $S=S_{d, \theta}>1$ independent of $t$ such that for any $s \in[S, t]$ and $(x, \xi) \in$ $\Gamma_{a}^{+}(R, d, \theta)$

$$
\frac{\partial f_{t}}{\partial s}(s, y(0, t, x, \xi), \xi)=0
$$

For $s \in[0, S]$, taking $R=R_{S}>1$ large enough, we have for $\left|x_{i j}\right| \geq R$ and $\cos \left(x_{i j}, \xi_{i j}\right) \geq \theta$

$$
\frac{\partial f_{t}}{\partial s}(s, y(0, t, x, \xi), \xi)=0
$$

Therefore we have shown that for $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$

$$
f_{t}(s, y(0, t, x, \xi), \xi)=\text { constant for } 0 \leq s \leq t<\infty .
$$

In particular we have

$$
f_{t}(0, y(0, t, x, \xi), \xi)=f_{t}(t, y(0, t, x, \xi), \xi)
$$

which means

$$
2^{-1}|p(0, t, y(0, t, x, \xi), \xi)|^{2}+I_{a \rho}^{L}(0, x)=2^{-1}|\xi|^{2}+I_{a \rho}^{L}(t, y(0, t, x, \xi))
$$

Since $I_{a \rho}^{L}(t, y) \rightarrow 0$ uniformly in $y \in \mathbb{R}^{n}$ when $t \rightarrow \infty$ by (7.3), we have from this and (7.39)

$$
2^{-1}\left|\nabla_{x} \phi^{+}(x, \xi)\right|^{2}+I^{L}(x)=2^{-1}|\xi|^{2} \quad \text { for } \quad(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)
$$

if $R>1$ is sufficiently large.
We finally prove the estimates (7.32). We first consider the derivatives with respect to $\xi:$

$$
\begin{equation*}
\partial_{\xi}^{\beta}\left(\phi^{+}(x, \xi)-x \cdot \xi\right)=\int_{0}^{\infty} \partial_{\xi}^{\beta} \partial_{t} R(t, x, \xi) d t \tag{7.40}
\end{equation*}
$$

where $R(t, x, \xi)=\phi(t, x, \xi)-\phi(t, 0, \xi)$ as above. Set

$$
\gamma(t, x, \xi)=y(0, t, x, \xi)-(x+t \xi)
$$

for $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$. Then by (7.24) we have for $\sigma \in[0,1]$

$$
\begin{align*}
& \left|\nabla_{\xi_{i j}} \phi(t, 0, \xi)+\sigma \nabla_{\xi_{i j}} R(t, x, \xi)\right| \\
& =\left|y_{i j}(0, t, 0, \xi)+\sigma\left(y_{i j}(0, t, x, \xi)-y_{i j}(0, t, 0, \xi)\right)\right| \\
& =\left|t \xi_{i j}+\gamma_{i j}(t, 0, \xi)+\sigma\left(x_{i j}+\gamma_{i j}(t, x, \xi)-\gamma_{i j}(t, 0, \xi)\right)\right|  \tag{7.41}\\
& =\left|\sigma x_{i j}+t \xi_{i j}+(1-\sigma) \gamma_{i j}(t, 0, \xi)+\sigma \gamma_{i j}(t, x, \xi)\right| \\
& \geq c_{0}\left(\sigma\left|x_{i j}\right|+t\left|\xi_{i j}\right|\right)-c_{1} \rho^{\delta_{0}} \min \left(\langle t\rangle^{1-\delta_{1}},|t|\right)
\end{align*}
$$

for some constants $c_{0}, c_{1}>0$ independent of $x, \xi, \sigma$ and $t \geq 0$. Thus there are constants $\rho \in(0,1)$ and $T=T_{d, \theta}>0$ such that for all $t \geq T$ and $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$

$$
\left\langle\nabla_{\xi_{i j}} \phi(t, 0, \xi)+\sigma \nabla_{\xi_{i j}} R(t, x, \xi)\right\rangle^{-1} \leq C\langle\sigma| x_{i j}|+t| \xi_{i j}| \rangle^{-1}
$$

Therefore $a(t, x, \xi)$ defined by (7.34) satisfies by (7.36) and (7.37)

$$
\begin{equation*}
\left|\partial_{\xi}^{\beta} a(t, x, \xi)\right| \leq C_{\beta} \sum_{(i j) \nsubseteq a} \int_{0}^{1}\langle\sigma| x_{i j}|+t| \xi_{i j}| \rangle^{-1-\delta} d \sigma . \tag{7.42}
\end{equation*}
$$

Using (7.41), we see that (7.42) holds also for $t \in[0, T]$ if we take $\rho>0$ small enough. Therefore for all $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$ we have from (7.33), (7.36) and (7.40)

$$
\begin{aligned}
\left|\partial_{\xi}^{\beta}\left(\phi^{+}(x, \xi)-x \cdot \xi\right)\right| & \leq C_{T, \beta, d} \sum_{(i j) \nsubseteq a}\left\langle x_{i j}\right\rangle \int_{0}^{\infty} \int_{0}^{1}\langle\sigma| x_{i j}|+t| \xi_{i j}| \rangle^{-1-\delta} d \sigma d t \\
& \leq C_{T, \beta, d} \sum_{(i j) \nsubseteq a}\left\langle x_{i j}\right\rangle\left|\xi_{i j}\right|^{-1} \int_{0}^{1} \int_{0}^{\infty}\langle\sigma| x_{i j}|+\tau\rangle^{-1-\delta} d \tau d \sigma \\
& \leq C_{T, \beta, d} \sum_{(i j) \nsubseteq a}\left\langle x_{i j}\right\rangle^{1-\delta}\left|\xi_{i j}\right|^{-1}
\end{aligned}
$$

We next consider

$$
\begin{align*}
\nabla_{x} \phi^{+}(x, \xi)-\xi & =\lim _{t \rightarrow \infty}\left(\nabla_{x} \phi(t, x, \xi)-\xi\right) \\
& =\lim _{t \rightarrow \infty}(p(0, t, y(0, t, x, \xi), \xi)-\xi) \\
& =\lim _{t \rightarrow \infty} \int_{0}^{t}\left(\nabla_{x} I_{a \rho}^{L}\right)(\tau, q(\tau, t, y(0, t, x, \xi), \xi)) d \tau  \tag{7.43}\\
& =\lim _{t \rightarrow \infty} \int_{0}^{t}\left(\nabla_{x} I_{a \rho}^{L}\right)(\tau, q(\tau, 0, x, \eta(t, 0, x, \xi))) d \tau \\
& =\int_{0}^{\infty}\left(\nabla_{x} I_{a \rho}^{L}\right)(\tau, q(\tau, 0, x, \eta(\infty, 0, x, \xi))) d \tau .
\end{align*}
$$

By (7.7) and (7.14) of Proposition 7.1

$$
\begin{aligned}
\left|q_{i j}(\tau, 0, x, \eta(\infty, 0, x, \xi))\right| & \geq\left|x_{i j}+\tau p_{i j}(\tau, 0, x, \eta(\infty, 0, x, \xi))\right|-C_{0} \rho^{\delta_{0}}\langle\tau\rangle^{1-\delta_{1}} \\
& \geq\left|x_{i j}+\tau p_{i j}(\tau, \infty, y(0, \infty, x, \xi), \xi)\right|-C_{0} \rho^{\delta_{0}}\langle\tau\rangle^{1-\delta_{1}} \\
& \geq c_{1}\left(\left|x_{i j}\right|+\tau\left|\xi_{i j}\right|\right)-C_{0} \rho^{\delta_{0}}\langle\tau\rangle^{1-\delta_{1}}-C_{0} \rho^{\delta_{0}}\langle\tau\rangle^{1-\delta_{1}}
\end{aligned}
$$

for some constant $c_{1}>0$ and for all $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$. Thus taking $\rho>0$ sufficiently small and $R=R_{d, \theta, \rho}>1$ sufficiently large, we have for $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$

$$
\left|q_{i j}(\tau, 0, x, \eta(\infty, 0, x, \xi))\right| \geq c_{0}\left(\left|x_{i j}\right|+\tau\left|\xi_{i j}\right|\right)
$$

for some constant $c_{0}>0$. Therefore we obtain

$$
\left|\nabla_{x} \phi^{+}(x, \xi)-\xi\right| \leq C \sum_{(i j) \nsubseteq a} \int_{0}^{\infty}\langle | x_{i j}|+\tau| \xi_{i j}| \rangle^{-1-\delta} d \tau \leq C \max _{(i j) \neq a}\left\langle x_{i j}\right\rangle^{-\delta} .
$$

For higher derivatives, the proof is similar. For example let us consider

$$
\begin{aligned}
\partial_{\xi} \partial_{x} \phi^{+}(x, \xi)-I & =\int_{0}^{\infty} \partial_{\xi}\left\{\left(\nabla_{x} I_{a \rho}^{L}\right)(\tau, q(\tau, 0, x, \eta(\infty, 0, x, \xi)))\right\} d \tau \\
& =\int_{0}^{\infty}\left(\nabla_{x} \nabla_{x} I_{a \rho}^{L}\right)(\tau, q(\tau, 0, x, \eta(\infty, 0, x, \xi))) \nabla_{\xi} q \cdot \nabla_{\xi} \eta d \tau
\end{aligned}
$$

where we abbreviated $q=q(\tau, 0, x, \eta(\infty, 0, x, \xi))$ and $\eta=\eta(\infty, 0, x, \xi)$. The RHS is bounded by a constant times

$$
\sum_{(i j) \nsubseteq a} \int_{0}^{\infty}\langle | x_{i j}|+\tau| \xi_{i j}| \rangle^{-2-\delta}\langle\tau\rangle d \tau \leq c_{d} \max _{(i j) \nsubseteq a}\left\langle x_{i j}\right\rangle^{-\delta}
$$

for $(x, \xi) \in \Gamma_{a}^{+}(R, d, \theta)$ by (7.10) and (7.23) of Propositions 7.1 and 7.2. Other estimates are proved similarly by using (7.8), (7.21), (7.10), (7.15), (7.23), (7.25), (7.43) and the following relations.

$$
\begin{aligned}
& \nabla_{x} \phi^{+}(x, \xi)-\xi=\lim _{t \rightarrow \infty} \int_{0}^{t}\left(\nabla_{x} I_{a \rho}^{L}\right)(\tau, q(\tau, t, y(0, t, x, \xi), \xi)) d \tau, \\
& q(\tau, t, y(0, t, x, \xi), \xi)=q(\tau, 0, x, \eta(t, 0, x, \xi)) .
\end{aligned}
$$

From this we can derive the following theorem in the same way as in Theorem 2.5 of [17]. Let $0<\theta<1$ and let $\psi_{ \pm}(\tau) \in C^{\infty}([-1,1])$ satisfy

$$
\begin{align*}
& 0 \leq \psi_{ \pm}(\tau) \leq 1, \\
& \psi_{+}(\tau)= \begin{cases}1 & \text { for } \theta \leq \tau \leq 1, \\
0 & \text { for }-1 \leq \tau \leq \theta / 2,\end{cases}  \tag{7.44}\\
& \psi_{-}(\tau)= \begin{cases}0 & \text { for }-\theta / 2 \leq \tau \leq 1, \\
1 & \text { for }-1 \leq \tau \leq-\theta .\end{cases}
\end{align*}
$$

We set for $(x, \xi) \in X \times\left(X^{\prime} \backslash\{0\}\right)$

$$
\chi_{a}^{ \pm}(x, \xi)=\prod_{(i j) \pm a} \psi_{ \pm}\left(\cos \left(x_{i j}, \xi_{i j}\right)\right)
$$

and define $\varphi_{a}(x, \xi)=\varphi_{a, \theta, d, R_{0}}(x, \xi)$ by

$$
\begin{align*}
& \varphi_{a}(x, \xi) \\
& =\left\{\left(\phi_{a}^{+}(x, \xi)-x \cdot \xi\right) \chi_{a}^{+}(x, \xi)+\left(\phi_{a}^{-}(x, \xi)-x \cdot \xi\right) \chi_{a}^{-}(x, \xi)\right\}  \tag{7.45}\\
& \times \prod_{(i j) \notin a} \chi_{0}\left(2 \xi_{i j} / d\right) \chi_{0}\left(2 x_{i j} / R_{0}\right)+x \cdot \xi
\end{align*}
$$

for $d, R_{0}>0$. Note that $\varphi_{a, \theta, d, R_{0}}\left(x, \xi_{a}\right)=\varphi_{a, \theta, d^{\prime}, R_{0}^{\prime}}\left(x, \xi_{a}\right)$ when $\left|x_{i j}\right| \geq \max \left(R_{0}, R_{0}^{\prime}\right),\left|\xi_{i j}\right| \geq$ $\max \left(d, d^{\prime}\right)$ for all $(i j) \nsucceq a$. We remark that when all long-range pair potentials vanish: $V_{i j}^{L}=0$, one has $\varphi_{a}(x, \xi)=x \cdot \xi$ since $\phi_{a}^{ \pm}(x, \xi)=x \cdot \xi$ as mentioned. We now have

Theorem 7.4. Let Assumption 1.1 be satisfied. Let $0<\theta<1$ and $d>0$. Then there exists a constant $R_{0}>1$ such that the $C^{\infty}$ function $\varphi_{a}(x, \xi)$ defined above satisfies the following properties.
i) $\quad \operatorname{For}(x, \xi) \in \Gamma_{a}^{+}\left(R_{0}, d, \theta\right) \cup \Gamma_{a}^{-}\left(R_{0}, d, \theta\right), \varphi_{a}$ is a solution of

$$
\begin{equation*}
\frac{1}{2}\left|\nabla_{x} \varphi_{a}(x, \xi)\right|^{2}+I_{a}^{L}(x)=\frac{1}{2}|\xi|^{2} . \tag{7.46}
\end{equation*}
$$

ii) For any $(x, \xi) \in X \times X^{\prime}$ and multi-indices $\alpha, \beta, \varphi_{a}$ satisfies

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left(\varphi_{a}(x, \xi)-x \cdot \xi\right)\right| \leq C_{\alpha \beta} \max _{(i j) \pm a}\left(\left\langle x_{i j}\right\rangle^{1-\delta-|\alpha|}\right) . \tag{7.47}
\end{equation*}
$$

In particular, if $\alpha \neq 0$,

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta}\left(\varphi_{a}(x, \xi)-x \cdot \xi\right)\right| \leq C_{\alpha \beta} R_{0}^{-\delta_{0}} \max _{(i j) \pm a}\left(\left\langle x_{i j}\right\rangle^{1-\delta_{1}-|\alpha|}\right) \tag{7.48}
\end{equation*}
$$

for any $\delta_{0}, \delta_{1} \geq 0$ with $\delta_{0}+\delta_{1}=\delta$. Further

$$
\begin{equation*}
\varphi_{a}(x, \xi)=x \cdot \xi \tag{7.49}
\end{equation*}
$$

when $\left|x_{i j}\right| \leq R_{0} / 2$ or $\left|\xi_{i j}\right| \leq d / 2$ for some $(i j) \nsubseteq a$.
iii) Let

$$
\begin{equation*}
A_{a}(x, \xi)=e^{-i \varphi_{a}(x, \xi)}\left(H_{0}+I_{a}^{L}(x)-\frac{1}{2}|\xi|^{2}\right) e^{i \varphi_{a}(x, \xi)} \tag{7.50}
\end{equation*}
$$

Then

$$
\begin{equation*}
A_{a}(x, \xi)=\frac{1}{2}\left|\nabla_{x} \varphi_{a}(x, \xi)\right|^{2}+I_{a}^{L}\left(x_{a}, x^{a}\right)-\frac{1}{2}|\xi|^{2}-\frac{1}{2} i \Delta_{x} \varphi_{a}(x, \xi) \tag{7.51}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} A_{a}(x, \xi)\right| \\
& \leq \begin{cases}C_{\alpha \beta} \max _{(i j) \nsubseteq a}\left(\left\langle x_{i j}\right\rangle^{-1-\delta-|\alpha|}\right), & (x, \xi) \in \Gamma_{a}^{+}\left(R_{0}, d, \theta\right) \cup \Gamma_{a}^{-}\left(R_{0}, d, \theta\right), \\
C_{\alpha \beta} \max _{(i j) \nsubseteq a}\left(\left\langle x_{i j}\right\rangle^{-\delta-|\alpha|}\right), & \text { otherwise. }\end{cases} \tag{7.52}
\end{align*}
$$

In the same way, we obtain the following theorem with setting $x^{a}=0, \xi^{a}=0$ in the above. We note that by this setting $x^{a}=\xi^{a}=0$ we have $x_{i j}=z_{a k}, \xi_{i j}=\zeta_{a k}$ for some $k$ with $1 \leq k \leq k_{a}$ for $2 \leq|a| \leq N$, hence

$$
\begin{equation*}
\Gamma_{a}^{ \pm}\left(R_{0}, d, \theta\right)=\left\{(x, \xi)| | z_{a k}\left|\geq R_{0},\left|\zeta_{a k}\right| \geq d, \pm \cos \left(z_{a k}, \zeta_{a k}\right) \geq \theta,\left(1 \leq k \leq k_{a}\right)\right\}\right. \tag{7.53}
\end{equation*}
$$

We let $X_{a}=\mathbb{R}^{v(|a|-1)}$ and $X_{a}^{\prime}$ be the conjugate momentum space $\mathbb{R}^{v(|a|-1)}$.
Theorem 7.5. Let Assumption 1.1 be satisfied. Let $0<\theta<1$ and $d>0$. Then there exists $a$ constant $R_{0}>1$ such that the $C^{\infty}$ function $\varphi_{a}\left(x_{a}, \xi_{a}\right):=\varphi_{a}\left(x_{a}, 0, \xi_{a}, 0\right)$ satisfies the following properties.
i) $\operatorname{For}\left(x_{a}, \xi_{a}\right) \in \Gamma_{a}^{+}\left(R_{0}, d, \theta\right) \cup \Gamma_{a}^{-}\left(R_{0}, d, \theta\right), \varphi_{a}$ is a solution of

$$
\begin{equation*}
\frac{1}{2}\left|\nabla_{x} \varphi_{a}\left(x_{a}, \xi_{a}\right)\right|^{2}+I_{a}^{L}\left(x_{a}, 0\right)=\frac{1}{2}\left|\xi_{a}\right|^{2} \tag{7.54}
\end{equation*}
$$

ii) For any $\left(x_{a}, \xi_{a}\right) \in X_{a} \times X_{a}^{\prime}$ and multi-indices $\alpha, \beta, \varphi_{a}$ satisfies

$$
\begin{equation*}
\left|\partial_{x_{a}}^{\alpha} \partial_{\xi_{a}}^{\beta}\left(\varphi_{a}\left(x_{a}, \xi_{a}\right)-x_{a} \cdot \xi_{a}\right)\right| \leq C_{\alpha \beta} \max _{1 \leq k \leq k_{a}}\left(\left\langle z_{a k}\right\rangle^{1-\delta-|\alpha|}\right) \tag{7.55}
\end{equation*}
$$

In particular, if $\alpha \neq 0$,

$$
\begin{equation*}
\left|\partial_{x_{a}}^{\alpha} \partial_{\xi_{a}}^{\beta}\left(\varphi_{a}\left(x_{a}, \xi_{a}\right)-x_{a} \cdot \xi_{a}\right)\right| \leq C_{\alpha \beta} R_{0}^{-\delta_{0}} \max _{1 \leq k \leq k_{a}}\left(\left\langle z_{a k}\right\rangle^{1-\delta_{1}-|\alpha|}\right) \tag{7.56}
\end{equation*}
$$

for any $\delta_{0}, \delta_{1} \geq 0$ with $\delta_{0}+\delta_{1}=\delta$. Further

$$
\begin{equation*}
\varphi_{a}\left(x_{a}, \xi_{a}\right)=x_{a} \cdot \xi_{a} \tag{7.57}
\end{equation*}
$$

when $\left|z_{a k}\right| \leq R_{0} / 2$ or $\left|\zeta_{a k}\right| \leq d / 2$ for some $1 \leq k \leq k_{a}$.
iii) Let

$$
\begin{equation*}
A_{a}\left(x_{a}, \xi_{a}\right)=e^{-i \varphi_{a}\left(x_{a}, \xi_{a}\right)}\left(T_{a}+I_{a}^{L}\left(x_{a}, 0\right)-\frac{1}{2}\left|\xi_{a}\right|^{2}\right) e^{i \varphi_{a}\left(x_{a}, \xi_{a}\right)} \tag{7.58}
\end{equation*}
$$

Then

$$
\begin{equation*}
A_{a}\left(x_{a}, \xi_{a}\right)=\frac{1}{2}\left|\nabla_{x_{a}} \varphi_{a}\left(x_{a}, \xi_{a}\right)\right|^{2}+I_{a}^{L}\left(x_{a}, 0\right)-\frac{1}{2}\left|\xi_{a}\right|^{2}-\frac{1}{2} i \Delta_{x_{a}} \varphi_{a}\left(x_{a}, \xi_{a}\right) \tag{7.59}
\end{equation*}
$$

and

$$
\begin{align*}
& \left|\partial_{x_{a}}^{\alpha} \partial_{\xi_{a}}^{\beta} A_{a}\left(x_{a}, \xi_{a}\right)\right| \\
& \leq \begin{cases}\left.C_{\alpha \beta} \max _{1 \leq k \leq k_{a}}\left(\left\langle z_{a k}\right\rangle\right\rangle^{-1-\delta-|\alpha|}\right), & \left(x_{a}, \xi_{a}\right) \in \Gamma_{a}^{+}\left(R_{0}, d, \theta\right) \cup \Gamma_{a}^{-}\left(R_{0}, d, \theta\right), \\
C_{\alpha \beta} \max _{1 \leq k \leq k_{a}}\left(\left\langle z_{a k}\right\rangle^{-\delta-|\alpha|}\right), & \text { otherwise. }\end{cases} \tag{7.60}
\end{align*}
$$

We now define a Fourier integral operator $J_{a}=J_{a, \theta, d, R_{0}}$ by

$$
\begin{equation*}
J_{a} f(x)=(2 \pi)^{-\nu(a \mid-1) / 2} \int_{\mathbb{R}^{\gamma}(|a|-1)} e^{i \varphi_{a}\left(x_{a}, \xi_{a}\right)} \hat{f}\left(\xi_{a}, x^{a}\right) d \xi_{a} \tag{7.61}
\end{equation*}
$$

for $f \in \mathcal{H}=\mathcal{H}_{a} \otimes \mathcal{H}^{a}=L^{2}\left(\mathbb{R}^{v(|a|-1)}\right) \otimes L^{2}\left(\mathbb{R}^{\nu(N-|a|)}\right)$, where $\hat{f}\left(\xi_{a}, x^{a}\right)$ is the partial Fourier transform defined by (5.8). We note that this definition yields that $H^{a}$ and $J_{a}$ commute: [ $H^{a}, J_{a}$ ] $=0$. We remark that when all long-range pair potentials vanish: $V_{i j}^{L}=0$, one has $\varphi_{a}\left(x_{a}, \xi_{a}\right)=x_{a} \cdot \xi_{a}$, hence $J_{a}=I$.

## 8 Existence of modified wave operators

In this section we will prove the following theorem.
Theorem 8.1. Let Assumptions 1.1 and 1.2 hold. Let a be a cluster decomposition with $2 \leq|a| \leq N$, and $0<d_{1}<d_{2}<\infty$ be the constants in (3.47) in the definition of $\chi_{a}\left(\xi_{a}\right)$. Let $J_{a}$ be the Fourier integral operator defined by (7.61). Let $\varepsilon_{a}>0$ and constants $\rho_{j}>\theta_{j}>0$ satisfy (5.27):

$$
\begin{equation*}
\rho_{|a|} \geq 2^{10} d_{1}^{-2} \varepsilon_{a}>2^{14} d_{2}^{2} d_{1}^{-2} \omega_{|a|}^{-1}, \tag{8.1}
\end{equation*}
$$

and let $P_{a}^{\varepsilon}(t)=P_{a, d_{1}, d_{2}}^{\varepsilon}(t)$ be the pseudodifferential operator defined by (5.6)-(5.7). Let $M \geq 0$ be an integer. Then for any $f \in \mathcal{H}$ the following limits exist.

$$
\begin{align*}
& \Omega_{a} f=\lim _{t \rightarrow \infty} P_{M}^{a} e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f=\lim _{t \rightarrow \infty} P_{M}^{a} e^{i t H_{a}} P_{a}^{\varepsilon_{a}}(t) J_{a}^{*} e^{-i t H} f,  \tag{8.2}\\
& W_{a} f=\lim _{t \rightarrow \infty} e^{i t H} P_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} P_{M}^{a} f=\lim _{t \rightarrow \infty} e^{i t H} J_{a} P_{a}^{\varepsilon_{a}}(t) e^{-i t H_{a}} P_{M}^{a} f \\
& =\lim _{t \rightarrow \infty} e^{i t H} J_{a} e^{-i t H_{a}} P_{M}^{a} \chi_{a}\left(D_{a}\right)^{2} f,  \tag{8.3}\\
& G_{a} f=\lim _{t \rightarrow \infty} e^{i t H} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f,  \tag{8.4}\\
& K_{a} f=\lim _{t \rightarrow \infty} e^{i t H_{a}} P_{a}^{\varepsilon_{a}}(t)^{*} e^{-i t H_{a}} f=\lim _{t \rightarrow \infty} e^{i t H_{a}} P_{a}^{\varepsilon_{a}}(t) e^{-i t H_{a}} f . \tag{8.5}
\end{align*}
$$

In particular when the long-range part vanishes, i.e. when $V_{i j}^{L} \equiv 0$ for all pairs ( $i, j$ ), the limits (8.2)-(8.3) exist with $J_{a}$ replaced by the identity operator I. Further we have the existence of the following limits.

$$
\begin{align*}
& \tilde{\Omega}_{a} f=\lim _{t \rightarrow \infty} e^{i t H_{a}} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f,  \tag{8.6}\\
& \tilde{W}_{a} f=\lim _{t \rightarrow \infty} e^{i t H} P_{a}^{\varepsilon_{a}}(t) e^{-i t H_{a}} P_{M}^{a} f . \tag{8.7}
\end{align*}
$$

The wave operators $W_{a}(2 \leq|a| \leq N)$ satisfy the following properties.

1) Let $a$ and $a^{\prime}$ be different cluster decompositions: $a \neq a^{\prime}$. Then $\mathcal{R}\left(W_{a}\right)$ and $\mathcal{R}\left(W_{a^{\prime}}\right)$ are orthogonal.

$$
\begin{equation*}
\mathcal{R}\left(W_{a}\right) \perp \mathcal{R}\left(W_{a^{\prime}}\right) \tag{8.8}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\mathcal{R}\left(G_{a}\right) \perp \mathcal{R}\left(G_{a^{\prime}}\right) . \tag{8.9}
\end{equation*}
$$

2) $W_{a}$ is an isometry on $P_{M}^{a} E_{T_{a}}\left(\left[d_{1}^{2} / 2, d_{2}^{2} / 2\right]\right) \mathcal{H}$ and satisfies the intertwining property.

$$
\begin{equation*}
E_{H}(B) W_{a}=W_{a} E_{H_{a}}(B), \quad B \subset \mathbb{R}(\text { Borel set }) \tag{8.10}
\end{equation*}
$$

Proof. Proof is done by smooth operator technique as follows. Let $\tilde{H}_{a}=H^{a}+T_{a}+I_{a}^{L}\left(x_{a}, 0\right)$. Then we have by Theorem 7.5 and $\left[V^{a}, P_{a}^{\varepsilon_{a}}(t)\right]=0$

$$
\begin{align*}
& \left(\tilde{H}_{a} J_{a}-J_{a} H_{a}\right) f(x)=(2 \pi)^{-v(|a|-1) / 2} \int_{\mathbb{R}^{v(a \mid-1)}} e^{i \varphi_{a}\left(x_{a}, \xi_{a}\right)} A_{a}\left(x_{a}, \xi_{a}\right) \mathcal{F}_{a} f\left(\xi_{a}, x^{a}\right) d \xi_{a}  \tag{8.11}\\
& {\left[\tilde{H}_{a}, P_{a}^{\varepsilon_{a}}(t)\right]=\left[H_{0}, P_{a}^{\varepsilon_{a}}(t)\right]+\left[I_{a}^{L}\left(x_{a}, 0\right), P_{a}^{\varepsilon_{a}}(t)\right]}
\end{align*}
$$

This and Proposition 5.1 yield that

$$
\begin{align*}
& \frac{d}{d t}\left(e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} f\right) \\
& =e^{i t H_{a}}\left\{i\left(H_{a} J_{a}^{*}-J_{a}^{*} \tilde{H}_{a}\right) P_{a}^{\varepsilon_{a}}(t) J_{a}+J_{a}^{*} i\left[\tilde{H}_{a}, P_{a}^{\varepsilon_{a}}(t)\right] J_{a}\right. \\
& \left.+J_{a}^{*} P_{a}^{\varepsilon_{a}}(t)\left(\tilde{H}_{a} J_{a}-J_{a} H_{a}\right)+J_{a}^{*} \partial_{t} P_{a}^{\varepsilon_{a}}(t) J_{a}\right\} e^{-i t H_{a}} f  \tag{8.12}\\
& =e^{i t H_{a}} J_{a}^{*} \frac{1}{t} Q_{a}^{\varepsilon_{a}}(t)^{*} Q_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} f+O\left(t^{-1-\delta}\right) f
\end{align*}
$$

where $O\left(t^{-1-\delta}\right)$ denotes an operator such that $\left\|O\left(t^{-1-\delta}\right)\right\| \leq C t^{-1-\delta}$. Thus for $t>s>1$

$$
\begin{align*}
& \left|\left(e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} f, f\right)-\left(e^{i s H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(s) J_{a} e^{-i s H_{a}} f, f\right)\right| \\
& =\left|\int_{s}^{t} \frac{d}{d \tau}\left(e^{i \tau H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(\tau) J_{a} e^{-i \tau H_{a}} f, f\right) d t\right|  \tag{8.13}\\
& \geq \int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) J_{a} e^{-i \tau H_{a}} f\right\|^{2} d \tau-C s^{-\delta}\|f\|^{2}
\end{align*}
$$

This gives

$$
\begin{equation*}
\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) J_{a} e^{-i \tau H_{a}} f\right\|^{2} d \tau \leq M_{1}^{2}\|f\|^{2} \tag{8.14}
\end{equation*}
$$

for some constant $M_{1}>0$ independent of $t>s>1$. Similarly

$$
\begin{align*}
\frac{d}{d t}\left(e^{i t H} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f\right) & =e^{i t H}\left\{i\left[H, P_{a}^{\varepsilon_{a}}(t)\right]+\partial_{t} P_{a}^{\varepsilon_{a}}(t)\right\} e^{-i t H} f \\
& =e^{i t H} \frac{1}{t} Q_{a}^{\varepsilon_{a}}(t)^{*} Q_{a}^{\varepsilon_{a}}(t) e^{-i t H} f+O\left(t^{-1-\delta}\right) f \tag{8.15}
\end{align*}
$$

gives

$$
\begin{equation*}
\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) e^{-i \tau H} f\right\|^{2} d \tau \leq M_{2}^{2}\|f\|^{2} . \tag{8.16}
\end{equation*}
$$

for some constant $M_{2}>0$ independent of $t>s>1$. On the other hand, since

$$
\begin{equation*}
\left(H J_{a}-J_{a} H_{a}\right) f(x)=\left(\tilde{H}_{a} J_{a}-J_{a} H_{a}\right)+\left(I_{a}^{L}\left(x_{a}, x^{a}\right)-I_{a}^{L}\left(x_{a}, 0\right)+I_{a}^{S}\left(x_{a}, x^{a}\right)\right) J_{a} \tag{8.17}
\end{equation*}
$$

and $P_{M}^{a}$ satisfies $\left\|P_{M}^{a} \mid x^{a}\right\| \|<\infty$ by Assumption 1.2, one has with using (1.14)

$$
\begin{align*}
& \frac{d}{d t}\left(P_{M}^{a} e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f, g\right) \\
& =\left(P_{M}^{a} e^{i t H_{a}}\left\{i\left(H_{a} J_{a}^{*}-J_{a}^{*} H\right) P_{a}^{\varepsilon_{a}}(t)+J_{a}^{*} i\left[H, P_{a}^{\varepsilon_{a}}(t)\right]+J_{a}^{*} \partial_{t} P_{a}^{\varepsilon_{a}}(t)\right\} e^{-i t H} f, g\right) \\
& =\left(P _ { M } ^ { a } e ^ { i t H _ { a } } \left\{-i\left(\tilde{H}_{a} J_{a}-J_{a} H_{a}\right)^{*} P_{a}^{\varepsilon_{a}}(t)\right.\right.  \tag{8.18}\\
& -i J_{a}^{*}\left(I_{a}^{L}\left(x_{a}, x^{a}\right)-I_{a}^{L}\left(x_{a}, 0\right)+I_{a}^{S}\left(x_{a}, x^{a}\right)\right) P_{a}^{\varepsilon_{a}}(t) \\
& \left.\left.+J_{a}^{*}\left(i\left[H_{0}, P_{a}^{\varepsilon_{a}}(t)\right]+\partial_{t} P_{a}^{\varepsilon_{a}}(t)\right)+J_{a}^{*} i\left[I_{a}, P_{a}^{\varepsilon_{a}}(t)\right]\right\} e^{-i t H} f, g\right) \\
& =\left(P_{M}^{a} e^{i t H_{a}}\left\{J_{a}^{*} t^{-1} Q_{a}^{\varepsilon_{a}}(t)^{*} Q_{a}^{\varepsilon_{a}}(t)+O\left(t^{-1-\delta}\right)\right\} e^{-i t H} f, g\right) .
\end{align*}
$$

Integrating this on the interval $[s, t]$ and applying (8.14) and (8.16) yield that for $t>s>1$

$$
\begin{align*}
& \left|\left(P_{M}^{a} e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f, g\right)-\left(P_{M}^{a} e^{i s H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(s) e^{-i s H} f, g\right)\right| \\
& \leq\left(\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) e^{-i \tau H} f\right\|^{2} d \tau\right)^{1 / 2}\left(\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) J_{a} e^{-i \tau H_{a}} P_{M}^{a} g\right\|^{2} d \tau\right)^{1 / 2}  \tag{8.19}\\
& +O\left(s^{-\delta}\right)\|f\|\|g\| \\
& \leq\left(\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) e^{-i \tau H} f\right\|^{2} d \tau\right)^{1 / 2} M_{1}\|g\|+C s^{-\delta}\|f\|\|g\| .
\end{align*}
$$

Thus for $t>s \rightarrow \infty$

$$
\begin{align*}
& \left\|P_{M}^{a} e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f-P_{M}^{a} e^{i s H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(s) e^{-i s H} f\right\| \\
& \leq M_{1}\left(\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) e^{-i \tau H} f\right\|^{2} d \tau\right)^{1 / 2}+C s^{-\delta}\|f\| \rightarrow 0, \tag{8.2.2}
\end{align*}
$$

In the same way we have as $t>s \rightarrow \infty$

$$
\begin{align*}
& \left\|e^{i t H} P_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} P_{M}^{a} f-e^{i s H} P_{a}^{\varepsilon_{a}}(s) J_{a} e^{-i s H_{a}} P_{M}^{a} f\right\| \\
& \leq M_{2}\left(\int_{s}^{t}\left\|\frac{1}{\sqrt{\tau}} Q_{a}^{\varepsilon_{a}}(\tau) J_{a} e^{-i \tau H_{a}} P_{M}^{a} f\right\|^{2} d \tau\right)^{1 / 2}+C s^{-\delta}\|f\| \rightarrow 0 . \tag{8.21}
\end{align*}
$$

We have proved the existence of

$$
\begin{align*}
& \Omega_{a} f=\lim _{t \rightarrow \infty} P_{M}^{a} e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f,  \tag{8.22}\\
& W_{a} f=\lim _{t \rightarrow \infty} e^{i t H} P_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} P_{M}^{a} f . \tag{8.23}
\end{align*}
$$

Lemma 11.1 in the Appendix implies

$$
\left[J_{a}, P_{a}^{\varepsilon_{a}}(t)\right] f(x)=O\left(\langle t\rangle^{-\delta}\right)\|f\| .
$$

This yields that for $f \in \mathcal{H}$

$$
\begin{align*}
W_{a} f & =\lim _{t \rightarrow \infty} e^{i t H} P_{a}^{\varepsilon_{a}}(t) J_{a} e^{-i t H_{a}} P_{M}^{a} f \\
& =\lim _{t \rightarrow \infty} e^{i t H} J_{a} P_{a}^{\varepsilon_{a}}(t) e^{-i t H_{a}} P_{M}^{a} f . \tag{8.24}
\end{align*}
$$

Using the identity $\left(x_{a}-t D_{a}\right) e^{-i t T_{a}}=e^{-i t T_{a}} x_{a}$, we can prove that for the constant $\rho_{2}\left(>\theta_{2}>\right.$ $\cdots>\theta_{N}>0$ ) in (8.1) there exists $f_{\rho_{2}} \in \mathcal{H}$ such that

$$
\left(\chi_{a}\left(D_{a}\right)^{2}-P_{a}^{\varepsilon_{a}}(t)\right) e^{-i t H_{a}} P_{M}^{a} f_{\rho_{2}} \rightarrow 0(t \rightarrow \infty), \quad \lim _{\rho_{2} \downarrow 0}\left\|f_{\rho_{2}}-f\right\|=0
$$

so that we have in the limit $\rho_{2} \downarrow 0$

$$
\begin{equation*}
W_{a}=\lim _{t \rightarrow \infty} e^{i t H} J_{a} e^{-i t H_{a}} P_{M}^{a} \chi_{a}\left(D_{a}\right)^{2} f . \tag{8.25}
\end{equation*}
$$

The existence of $G_{a}$ and $K_{a}$ is proved similarly. Lemma 5.2 proves 1 ). That $W_{a}$ is an isometry on $P_{M}^{a} E_{T_{a}}\left(\left[d_{1}^{2} / 2, d_{2}^{2} / 2\right]\right) \mathcal{H}$ follows from (8.24)-(8.25) and Lemma 11.2. Let $s \in \mathbb{R}$ be fixed. Then for $f \in \mathcal{H}$

$$
\begin{aligned}
e^{i s H} W_{a} f & =\lim _{t \rightarrow \infty} e^{i(s+t) H} J_{a} e^{-i(s+t) H_{a}} P_{M}^{a} \chi_{a}\left(D_{a}\right)^{2} e^{i s H_{a}} f \\
& =W_{a} e^{i s H_{a}} f .
\end{aligned}
$$

This gives 2).

## 9 Short-range case

In this section we assume that all long-range pair potentials vanish: $V_{i j}^{L}(x) \equiv 0$. Under this assumption we will prove the asymptotic completeness of short-range wave operators.

Theorem 9.1. Let Assumptions 1.1 and 1.2 be satisfied with $V_{i j}^{L}=0$ for any pair $(i, j)$, $1 \leq i<j \leq N$. Then the wave operators

$$
\begin{equation*}
W_{a} f=\lim _{t \rightarrow \infty} e^{i t H} e^{-i t H_{a}} P^{a} f \tag{9.1}
\end{equation*}
$$

exists for $f \in \mathcal{H}$ and $2 \leq|a| \leq N$, and the asymptotic completeness of wave operators holds.

$$
\begin{equation*}
\bigoplus_{2 \leq a \mid \leq N} \mathcal{R}\left(W_{a}\right)=\mathcal{H}_{c}(H) . \tag{9.2}
\end{equation*}
$$

Proof. By Theorem 8.1, for arbitrary constants $0<d_{1}<d_{2}<\infty$ and the functions $\chi_{a}\left(\xi_{a}\right)$ $(2 \leq|a| \leq N)$ in (3.47), wave operators

$$
\begin{equation*}
W_{a} f=\lim _{t \rightarrow \infty} e^{i t H} e^{-i t H_{a}} P^{a} \chi_{a}\left(D_{a}\right)^{2} f \tag{9.3}
\end{equation*}
$$

exist for $f \in \mathcal{H}$ and $2 \leq|a| \leq N$. As $\chi_{a}\left(\xi_{a}\right)=1$ for $\left|\xi_{a}\right| \in\left[d_{1}, d_{2}\right]$ we can extend the isometry $W_{a}$ on $E_{T_{a}}\left(\left[d_{1}^{2} / 2, d_{2}^{2} / 2\right]\right) P^{a} \mathcal{H}$ to the whole of $P^{a} \mathcal{H}$ with retaining the isometry, which gives the definition of wave operator $W_{a}$ in the theorem. The intertwining property (8.10) implies $\mathcal{R}\left(W_{a}\right) \subset \mathcal{H}_{c}(H)$. We have to show the reverse relation

$$
\begin{equation*}
\mathcal{H}_{c}(H) \subset \bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}\right) \tag{9.4}
\end{equation*}
$$

We prove this by mathematical induction on $|a|$. Our induction hypothesis is that (9.4) holds with $H$ replaced by any $H^{a}$ with $2 \leq|a| \leq N$. When $|a|=N, P^{a}=I$ so there occurs no scattering: $\mathcal{H}_{c}\left(H^{a}\right)=\{0\}$, and the result is trivial. Assuming (9.4) for $2 \leq|a| \leq N$, we will prove (9.4) for $|a|=1$, i.e. for $H$. We recall relation (3.5).

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\overline{\sum_{B \in \mathbb{R} \backslash \mathcal{T}} E_{H}(B) \mathcal{H}} \tag{9.5}
\end{equation*}
$$

It thus suffices to show for given $B \Subset \mathbb{R} \backslash \mathcal{T}$ and $f=E_{H}(B) \in \mathcal{H}_{c}(H)$

$$
\begin{equation*}
f \in \bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}\right) \tag{9.6}
\end{equation*}
$$

By Theorem 6.2, there exist constants $0<d_{1}<d_{2}<\infty$ such that for the sequence $t_{m}$ in Theorem 3.2 and sufficiently small $\varepsilon_{a}>0$

$$
\begin{equation*}
e^{-i t H} f \sim \sum_{2 \leq|a| \leq N} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f \tag{9.7}
\end{equation*}
$$

asymptotically as $t=t_{m} \rightarrow \infty$. On the other hand, Theorem 8.1 implies that the following limit exists.

$$
\begin{equation*}
\Omega_{a} f=\lim _{t \rightarrow \infty} e^{i t H_{a}} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f \quad(f \in \mathcal{H}) \tag{9.8}
\end{equation*}
$$

Therefore using (9.1) we have as $t \rightarrow \infty$

$$
\begin{align*}
P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f & \sim e^{-i t H_{a}} \Omega_{a} f=e^{-i t H_{a}} P^{a} \Omega_{a} f \oplus e^{-i t H_{a}}\left(I-P^{a}\right) \Omega_{a} f \\
& \sim e^{-i t H} W_{a} \Omega_{a} f+e^{-i t H_{a}}\left(I-P^{a}\right) \Omega_{a} f \tag{9.9}
\end{align*}
$$

Combining this with (9.7) gives as $t=t_{m} \rightarrow \infty$

$$
\begin{equation*}
e^{-i t H} f \sim \sum_{2 \leq|a| \leq N}\left\{e^{-i t H} W_{a} \Omega_{a} f+\left(e^{-i t T_{a}} \otimes e^{-i t H^{a}}\left(I-P^{a}\right)\right) \Omega_{a} f\right\} \tag{9.10}
\end{equation*}
$$

Our induction hypothesis (9.4) for $2 \leq|a| \leq N$ implies for any $h \in L^{2}\left(X^{a}\right)$ and $a_{1}<a$ there exists some $w_{a_{1}} h \in L^{2}\left(X^{a}\right)$ such that

$$
\begin{equation*}
e^{-i t H^{a}}\left(I-P^{a}\right) h \sim \sum_{a_{1}<a} e^{-i t H_{a_{1}}^{a}} P^{a_{1}} w_{a_{1}} h=\sum_{a_{1}<a}\left(e^{-i t T_{a_{1}}^{a}} \otimes e^{-i t H^{a_{1}}} P^{a_{1}}\right) w_{a_{1}} h \tag{9.11}
\end{equation*}
$$

as $t \rightarrow \infty$, where $H_{a_{1}}^{a}=T_{a_{1}}^{a}+H^{a_{1}}, T_{a_{1}}^{a}=T_{a_{1}}-T_{a}$. Applying this to (9.10), we obtain

$$
\begin{align*}
e^{-i t H} f & \sim \sum_{2 \leq|a| \leq N}\left\{e^{-i t H} W_{a} \Omega_{a} f+\left(e^{-i t T_{a}} \otimes \sum_{a_{1}<a}\left(e^{-i t T_{a_{1}}^{a}} \otimes e^{-i t H^{a_{1}}} P^{a_{1}}\right) w_{a_{1}}\right) \Omega_{a} f\right\} \\
& =\sum_{2 \leq|a| \leq N}\left\{e^{-i t H} W_{a} \Omega_{a} f+\sum_{a_{1}<a}\left(e^{-i t T_{a_{1}}} \otimes e^{-i t H^{a_{1}}} P^{a_{1}}\right) w_{a_{1}} \Omega_{a} f\right\} \\
& =\sum_{2 \leq|a| \leq N}\left\{e^{-i t H} W_{a} \Omega_{a} f+\sum_{a_{1}<a} e^{-i t H_{a_{1}}} P^{a_{1}} w_{a_{1}} \Omega_{a} f\right\}
\end{align*}
$$

Thus

$$
\begin{equation*}
f=\sum_{2 \leq|a| \leq N}\left\{W_{a} \Omega_{a} f+\sum_{a_{1}<a} W_{a_{1}} w_{a_{1}} \Omega_{a} f\right\} \in \bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}\right) . \tag{9.13}
\end{equation*}
$$

This completes the proof.
The proof above uses the existence of the limit $\Omega_{a}$, which makes it possible to decompose the second term on the RHS of (9.9). The proof of the existence of $\Omega_{a}=\lim _{t \rightarrow \infty}$ $e^{i t H_{a}} J_{a}^{*} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f$ in the long-range case requires strong condition on the decay rate as one needs to prove the existence of the limit without the eigenprojection $P^{a}$ in $\Omega_{a}$. This makes it necessary to analyze the internal motion of each cluster and assume the decay rate $\delta>\sqrt{3}-1$ of long-range part of the pair potentials as in Dereziński [3]. It is however possible to eliminate the second term on the RHS of (9.9) by appealing to the concept of scattering spaces before ${ }^{4}$ taking any limit as $t \rightarrow \infty$ in (9.7). This will make it possible to deal with the long-range tail without worrying about the internal motion and prove the asymptotic completeness for some long-range pair potentials with $\delta>1 / 2$ as will be done in the next section.

## 10 Scattering spaces - Long-range case

We define scattering spaces following [28]. In the following we consider the case $t \rightarrow \infty$ only. The case $t \rightarrow-\infty$ is treated similarly. As before we use the notation $f(t) \sim g(t)$ as $t \rightarrow \infty$ to mean that $\|f(t)-g(t)\| \rightarrow 0$ as $t \rightarrow \infty$ for $\mathcal{H}$-valued functions $f(t)$ and $g(t)$ of $t>1$.

Definition 10.1. Let real numbers $r, \sigma, \mu$ and a cluster decomposition $a$ satisfy $0 \leq r \leq 1$, $\sigma, \mu>0$ and $2 \leq|a| \leq N$. Let $B \Subset \mathbb{R} \backslash \mathcal{T}$ be a closed set.
i) We define $S_{a}^{r \sigma \mu}(B)$ for $0<r \leq 1$ by

$$
\begin{align*}
S_{a}^{r \sigma \mu}(B)= & \left\{f \in E_{H}(B) \mathcal{H} \mid\right. \\
& \left.e^{-i t H} f \sim \prod_{(i, j) \nsubseteq a} F\left(\left|x_{i j}\right| \geq \sigma t\right) F\left(\left|x^{a}\right| \leq \mu t^{r}\right) e^{-i t H} f \text { as } t \rightarrow \infty\right\} . \tag{10.1}
\end{align*}
$$

[^3]For $r=0$ we define $S_{a}^{0 \sigma}(B)$ by

$$
\begin{align*}
& S_{a}^{0 \sigma}(B)=\left\{f \in E_{H}(B) \mathcal{H} \mid\right. \\
& \left.\quad \lim _{R \rightarrow \infty} \limsup _{t \rightarrow \infty}\left\|e^{-i t H} f-\prod_{(i, j) \nsubseteq a} F\left(\left|x_{i j}\right| \geq \sigma t\right) F\left(\left|x^{a}\right| \leq R\right) e^{-i t H} f\right\|=0\right\} . \tag{10.2}
\end{align*}
$$

ii) We define the localized scattering space $S_{a}^{r}(B)$ of order $r \in(0,1]$ for $H$ as the closure of

$$
\begin{align*}
& \sum_{\sigma>0} \bigcap_{\mu>0} S_{a}^{r \sigma \mu}(B)=\left\{f \in E_{H}(B) \mathcal{H} \mid \exists \sigma>0, \forall \mu>0:\right.  \tag{10.3}\\
& \left.e^{-i t H} f \sim \prod_{(i, j) \nsubseteq a} F\left(\left|x_{i j}\right| \geq \sigma t\right) F\left(\left|x^{a}\right| \leq \mu t^{r}\right) e^{-i t H} f \text { as } t \rightarrow \infty\right\} .
\end{align*}
$$

$S_{a}^{0}(B)$ is defined as the closure of

$$
\begin{align*}
& \sum_{\sigma>0} S_{a}^{0 \sigma}(B)=\left\{f \in E_{H}(B) \mathcal{H} \mid \exists \sigma>0:\right. \\
& \left.\quad \lim _{R \rightarrow \infty} \limsup _{t \rightarrow \infty}\left\|e^{-i t H} f-\prod_{(i, j) \notin a} F\left(\left|x_{i j}\right| \geq \sigma t\right) F\left(\left|x^{a}\right| \leq R\right) e^{-i t H} f\right\|=0\right\} . \tag{10.4}
\end{align*}
$$

iii) We define the scattering space $S_{a}^{r}$ of order $r \in[0,1]$ for $H$ as the closure of

$$
\begin{equation*}
\sum_{B \in \mathbb{R} \mid \mathcal{T}} S_{a}^{r}(B) . \tag{10.5}
\end{equation*}
$$

We note that $S_{a}^{r \sigma \mu}(B), S_{a}^{0 \sigma}(B), S_{a}^{r}(B) \subset E_{H}(B) \mathcal{H}$ and $S_{a}^{r} \subset \mathcal{H}_{c}(H)$ define closed subspaces.

Proposition 10.2. Let Assumptions 1.1 and 1.2 be satisfied. Let $B \Subset \mathbb{R} \backslash \mathcal{T}$ and $f \in S_{a}^{r \sigma \mu}(B)$ for $0<r \leq 1$ or $f \in S_{a}^{0 \sigma}(B)$ for $r=0$ with $\sigma, \mu>0$ and $2 \leq|a| \leq N$. Then the following limit relations hold:
i) Let $(i, j) \npreceq a$. Then for $0<r \leq 1$ we have when $t \rightarrow \infty$

$$
\begin{equation*}
F\left(\left|x_{i j}\right|<\sigma t\right) F\left(\left|x^{a}\right| \leq \mu t^{r}\right) e^{-i t H} f \rightarrow 0 . \tag{10.6}
\end{equation*}
$$

For $r=0$ we have

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \limsup _{t \rightarrow \infty}\left\|F\left(\left|x_{i j}\right|<\sigma t\right) F\left(\left|x^{a}\right| \leq R\right) e^{-i t H} f\right\|=0 . \tag{10.7}
\end{equation*}
$$

ii) For $0<r \leq 1$ we have when $t \rightarrow \infty$

$$
\begin{equation*}
F\left(\left|x^{a}\right|>\mu t^{r}\right) e^{-i t H} f \rightarrow 0 . \tag{10.8}
\end{equation*}
$$

For $r=0$

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \limsup _{t \rightarrow \infty}\left\|F\left(\left|x^{a}\right|>R\right) e^{-i t H} f\right\|=0 \tag{10.9}
\end{equation*}
$$

iii) There exists a sequence $t_{m} \rightarrow \infty$ as $m \rightarrow \infty$ depending on $f \in S_{a}^{r \sigma \mu}(B)$ or $f \in S_{a}^{0 \sigma}(B)$ such that

$$
\begin{equation*}
\left\|\left(\varphi\left(x_{a} / t_{m}\right)-\varphi\left(D_{a}\right)\right) e^{-i t_{m} H} f\right\| \rightarrow 0 \quad \text { as } \quad m \rightarrow \infty \tag{10.10}
\end{equation*}
$$

for any function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{v(|a|-1)}\right)$.
Proof. i) and ii) are clear from the definition of $S_{a}^{r \sigma \mu}(B)$ or $S_{a}^{0 \sigma}(B)$. We prove iii). Since $f \in E_{H}(B) \mathcal{H} \subset H_{c}(H)$, we have by (3.3) and $f \in S_{a}^{r \sigma \mu}(B)$ (or $f \in S_{a}^{0 \sigma}(B)$ )

$$
\begin{equation*}
e^{-i t H} f \sim \sum_{d \leq a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f \tag{10.11}
\end{equation*}
$$

as $t \rightarrow \infty$. Theorem 3.2 and the restriction $d \leq a$ in the sum of the RHS of (10.11) imply (10.10).

The following propositions are obvious by definition.
Proposition 10.3. Let $2 \leq|a| \leq N$. If $1 \geq r^{\prime} \geq r>0, \sigma \geq \sigma^{\prime}>0$ and $\mu^{\prime} \geq \mu>0$ and $B \in \mathbb{R} \backslash \mathcal{T}$, then $S_{a}^{0 \sigma}(B) \subset S_{a}^{0 \sigma^{\prime}}(B), S_{a}^{0 \sigma}(B) \subset S_{a}^{r \sigma \mu}(B) \subset S_{a}^{r^{\prime} \sigma^{\prime} \mu^{\prime}}(B), S_{a}^{0}(B) \subset S_{a}^{r}(B) \subset S_{a}^{r^{\prime}(B), S_{a}^{0}(B) \subset}$ $S_{a}^{r}(B) \subset S_{a}^{r}$, and $S_{a}^{0} \subset S_{a}^{r} \subset S_{a}^{r^{\prime}}$.

Proposition 10.4. Let $a$ and $a^{\prime}$ be different cluster decompositions: $a \neq a^{\prime}$. Then for any $0 \leq r, r^{\prime} \leq 1, S_{a}^{r}$ and $S_{a^{\prime}}^{r^{\prime}}$ are orthogonal: $S_{a}^{r} \perp S_{a^{\prime}}^{r^{\prime}}$.

Now we will prove the asymptotic completeness for the long-range case in a series of Theorems. In the following we always assume that the constants $\rho_{j}>\theta_{j}>\sigma>0$ and $\varepsilon_{a}>0$ satisfy the condition (5.27) for the constants $d_{2}>d_{1}>0$ determined by a given set $B \in \mathbb{R} \backslash \mathcal{T}$.

Theorem 10.5. Let Assumptions 1.1 and 1.2 be satisfied. Let $f=E_{H}(B) f \in \mathcal{H}_{c}(H)$ with $B \Subset \mathbb{R} \backslash \mathcal{T}$, and let $d_{2}>d_{1}>0$ be the constants specified in Theorem 6.2 corresponding to the set B. Let $\chi_{a}$ be defined by (3.47) for the constants $d_{2}>d_{1}>0$. Let $P_{a}^{\varepsilon_{a}}(t)(2 \leq|a| \leq N)$ be defined by (5.6)-(5.7) with this $\chi_{a}$, and let $G_{a}$ be defined by (8.4) with this $P_{a}^{\varepsilon_{a}}(t)$. Then we have

$$
\begin{equation*}
f=\bigoplus_{2 \leq|a| \leq N} G_{a} f . \tag{10.12}
\end{equation*}
$$

Further we have

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\bigoplus_{2 \leq|a| \leq N} S_{a}^{1} . \tag{10.13}
\end{equation*}
$$

Proof. The relation (10.12) follows from Theorem 6.2 and Theorem 8.1. From the definition (8.4) of $G_{a}$, we see that $G_{a} f$ approximates an element of $S_{a}^{1}(B)$ by taking $\varepsilon_{a}>0$ in (8.4) small, and the approximation is better when $\varepsilon_{a}>$ is smaller. Hence from (10.12) and the reverse inclusion $S_{a}^{1}(B) \subset E_{H}(B) \mathcal{H}$, we have

$$
\begin{equation*}
E_{H}(B) \mathcal{H}=\bigoplus_{2 \leq|a| \leq N} S_{a}^{1}(B) . \tag{10.14}
\end{equation*}
$$

This holds for arbitrary $B \Subset \mathbb{R} \backslash \mathcal{T}$. Hence we have (10.13) by

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\overline{\sum_{B \in \mathbb{R} \backslash \mathcal{T}} E_{H}(B) \mathcal{H}} \tag{10.15}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{a}^{1}=\overline{\sum_{B \in \mathbb{R} \backslash \mathcal{T}} S_{a}^{1}(B)} \tag{10.16}
\end{equation*}
$$

Theorem 10.6. Let Assumptions 1.1 and 1.2 be satisfied. Let $B \Subset \mathbb{R} \backslash \mathcal{T}$ and $f=E_{H}(B) f \in$ $S_{a}^{1}(B)$. Let $d_{2}>d_{1}>0$ be the constants specified in Theorem 6.2 corresponding to the set B. Let $\chi_{a}$ be defined by (3.47) for the constants $d_{2}>d_{1}>0$ and let the constants in $\Phi_{a}$ be chosen suitably as in the proof of Theorem 6.2. Let $P_{a}^{\varepsilon_{a}}(t)(2 \leq|a| \leq N)$ be defined by (5.6)-(5.7) with this $\chi_{a}$ and $\Phi_{a}$. Then for the sequence $t_{m} \rightarrow \infty$ in Theorem 3.2 we have as $m \rightarrow \infty$

$$
\begin{align*}
& \left\|e^{-i t_{m} H} f-\Phi_{a}\left(x / t_{m}\right) e^{-i t_{m} H} f\right\| \rightarrow 0  \tag{10.17}\\
& \left\|e^{-i t_{m} H} f-P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f\right\| \rightarrow 0 \tag{10.18}
\end{align*}
$$

In particular the following limits exist for $f \in S_{a}^{1}(B)$ and we have

$$
\begin{align*}
& f=\lim _{t_{m} \rightarrow \infty} e^{i t_{m} H} \Phi_{a}\left(x / t_{m}\right) e^{-i t_{m} H} f \in S_{a}^{1}(B),  \tag{10.19}\\
& f=\lim _{t_{m} \rightarrow \infty} e^{i t_{m} H} P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f \in S_{a}^{1}(B) \tag{10.20}
\end{align*}
$$

Proof. By Theorem 6.2-(6.4) and Theorem 3.4, we have for $f=E_{H}(B) f \in S_{a}^{1}(B)$ as $m \rightarrow \infty$

$$
\begin{equation*}
\left\|e^{-i t_{m} H} f-\sum_{2 \leq\left|a^{\prime}\right| \leq N} \Phi_{a^{\prime}}\left(x / t_{m}\right) \sum_{d \leq a^{\prime}} \chi_{d}\left(D_{d}\right) \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f\right\| \rightarrow 0 . \tag{10.21}
\end{equation*}
$$

If $a \not \leq a^{\prime}$, there is a pair $(i, j) \not \leq a^{\prime}$ with $(i, j) \leq a$. By the definition of $S_{a}^{1}$ we have $\left|x_{i j}\right| \leq\left|x^{a}\right| \leq$ $\mu t$ for any $\mu>0$ while arguing similarly to the proof of Theorem 6.2, by the factor $\Phi_{a^{\prime}}\left(x / t_{m}\right)$ we obtain $\left|x_{i j}\right| \geq c t_{m}$ for any $(i, j) \nsubseteq a^{\prime}$ with some constant $c>0$. Thus the terms $\Phi_{a^{\prime}}$ with $a \not \leq a^{\prime}$ in the above sum must vanish asymptotically as $t=t_{m} \rightarrow \infty$. On the other hand if $a^{\prime} \not \leq a$, there is a pair $(i, j) \not \leq a$ such that $\left|x_{i j}\right| \leq\left|x^{a^{\prime}}\right|$. The condition $f \in S_{a}^{1}$ gives $\left|x_{i j}\right| \geq \sigma t$ for some $\sigma>0$. The factor $\Phi_{a^{\prime}}$ yields that $\left|x_{i j}\right| \leq\left|x^{a^{\prime}}\right| \leq \omega_{\left|a^{\prime}\right|}^{-1}\left|x_{a^{\prime}}\right| \leq \omega_{\left|a^{\prime}\right|}^{-1}\left|x_{d}\right|$ by $d \leq a^{\prime}$. Thus the factor $\chi_{d}\left(D_{d}\right)$ gives $\left|x_{i j}\right| \leq 2 \omega_{\left|a^{\prime}\right|}^{-1} d_{2} t_{m}$ for the constant $d_{2}>0$ in Theorem 3.4, and the terms with $a^{\prime} \not \leq a$ in the sum of (10.21) vanish asymptotically as $t=t_{m} \rightarrow \infty$ if we take the constants $\theta_{\left|a^{\prime}\right|}>0$ and $\sigma>0$ in the definition of $\Phi_{a^{\prime}}$ small enough. These with Theorem 3.4 yield

$$
\begin{equation*}
\left\|e^{-i t_{m} H} f-\Phi_{a}\left(x / t_{m}\right) \sum_{d \leq a} \tilde{P}_{M_{d}^{m}}^{d} e^{-i t_{m} H} f\right\| \rightarrow 0 \tag{10.22}
\end{equation*}
$$

Recovering the terms with $d \not \leq a$ similarly to the proof of Theorem 6.2 proves (10.17). From (10.22) follows (10.18) in the same way as in the proof of Theorem 6.2.

Theorem 10.7. Let Assumptions 1.1 and 1.2 be satisfied. Let $B \Subset \mathbb{R} \backslash \mathcal{T}$ and $f=E_{H}(B) f \in$ $S_{a}^{0}(B)$. Let $t_{m}$ and $M^{m}$ be th sequences specified in Theorem 3.2 for $f \in \mathcal{H}_{c}(H)$. Then

$$
\begin{equation*}
f=\lim _{m \rightarrow \infty} e^{i t_{m} H} P_{M^{m}}^{a} P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f \tag{10.23}
\end{equation*}
$$

In particular we have

$$
\begin{equation*}
\mathcal{R}\left(W_{a}\right)=S_{a}^{0} . \tag{10.24}
\end{equation*}
$$

Proof. By (3.3) and $f \in S_{a}^{0}(B) \subset \mathcal{H}_{c}(H)$ we have

$$
\begin{equation*}
e^{-i t H} f \sim \sum_{d \leq a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f \tag{10.25}
\end{equation*}
$$

as $t \rightarrow \infty$. This, Theorem 3.2-(3.21) and $f \in \mathcal{H}_{c}(H)$ imply

$$
\begin{equation*}
e^{-i t_{m} H} f \sim P_{M^{m}}^{a} e^{-i t_{m} H} f \tag{10.26}
\end{equation*}
$$

as $m \rightarrow \infty$. Using Theorem 10.6-(10.18), we obtain from this that

$$
\begin{equation*}
f=\lim _{m \rightarrow \infty} e^{i t_{m} H} P_{M^{m}}^{a} P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f \tag{10.27}
\end{equation*}
$$

By the definition (8.3) of $W_{a}$ it is clear that $\mathcal{R}\left(W_{a}\right) \subset S_{a}^{0}$. Thus we have only to show the reverse inclusion $S_{a}^{0} \subset \mathcal{R}\left(W_{a}\right)$. Let $B \Subset \mathbb{R} \backslash \mathcal{T}$ and let $f=E_{H}(B) f \in S_{a}^{0}(B)$. By Theorem 10.6-(10.18), (10.23), $\left\|\left[P_{a}^{\varepsilon}\left(t_{m}\right), P_{M^{m}}^{a}\right]\right\| \rightarrow 0\left(t_{m} \rightarrow \infty\right)$, Lemma 11.2 and Theorem 8.1-(8.2) and (8.3) we have

$$
\begin{align*}
f & =\lim _{m \rightarrow \infty} e^{i t_{m} H} P_{a}^{\varepsilon}\left(t_{m}\right) J_{a} e^{-i t_{m} H_{a}} P_{M^{m}}^{a} e^{i t_{m} H_{a}} J_{a}^{*} P_{a}^{\varepsilon}\left(t_{m}\right) e^{-i t_{m} H} f  \tag{10.28}\\
& =W_{a} \Omega_{a} f \in \mathcal{R}\left(W_{a}\right)
\end{align*}
$$

The proof is complete.
Let $\mathcal{T}_{a}(1 \leq|a| \leq N)$ be defined by

$$
\begin{equation*}
\mathcal{T}_{a}=\bigcup_{b \leq a} \sigma_{p}\left(H^{b}\right) . \tag{10.29}
\end{equation*}
$$

We note that $0 \in \mathcal{T}_{a}(1 \leq|a| \leq N)$, and $\mathcal{T}_{a}=\mathcal{T}$ when $|a|=1$. Let $\psi_{a}(\lambda) \in C_{0}^{\infty}(\mathbb{R})$ satisfy

$$
\begin{align*}
& 1 \geq \psi_{a}(\lambda) \geq 0, \\
& \psi_{a}(\lambda)=1 \text { in a neighborhood of each } \lambda \in \mathcal{T}_{a} . \tag{10.30}
\end{align*}
$$

For any real numbers $\rho>0$ and $y \in \mathbb{R}$, set $B_{\rho}(y)=\left\{x|x \in \mathbb{R},|x-y|<\rho\}\right.$. We write supp $\psi_{a} \downarrow \mathcal{T}_{a}$ if and only if for any $\rho>0$ there is $\psi_{a}$ satisfying (10.30) and a finite covering $\left\{B_{\rho_{j}}\left(y_{j}\right)\right\}_{j=1}^{L}$ of supp $\psi_{a}$ such that for $1 \leq j \leq L, \rho>\rho_{j}>0, y_{j} \in \mathcal{T}_{a}, \mathcal{T}_{a} \subset \operatorname{supp} \psi_{a} \subset \bigcup_{j=1}^{L} B_{\rho_{j}}\left(y_{j}\right)$, and $\sum_{j=1}^{L} \rho_{j}<\rho$. Since $\mathcal{T}_{a}$ is a closed countable subset of [ $b, 0$ ] for some $b \leq 0$ by [11] and [37], and non-threshold eigenvalues can accumulate only at thresholds by Theorem 1.5 of [37], it is possible to take such covering of $\operatorname{supp} \psi_{a}$ for any $\rho>0$. We notice that

$$
\begin{equation*}
\lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{F}_{a}} \psi_{a}\left(H^{a}\right) h=P^{a} h=\lim _{M \rightarrow \infty} P_{M}^{a} h \tag{10.31}
\end{equation*}
$$

for $h \in \mathcal{H}^{a}$. In fact since $\psi_{a}\left(H^{a}\right)-P^{a}=\psi_{a}\left(H^{a}\right)\left(I-P^{a}\right)$ and $H^{a}$ has no singular continuous spectrum by Theorem 1.5 of [37], we have only to consider the operator $\psi_{a}\left(H^{a}\right)$ restricted to the absolutely continuous subspace $\mathcal{H}_{a c}^{a}\left(H^{a}\right)$ of $H^{a}$. When supp $\psi_{a} \downarrow \mathcal{T}_{a}$, the Lebesgue measure of supp $\psi_{a}$ goes to zero by the above definition. Thus for $h \in \mathcal{H}_{a c}^{a}\left(H^{a}\right)$ we have $\left\|\psi_{a}\left(H^{a}\right) h\right\| \leq\left\|E_{H^{a}}\left(\operatorname{supp} \psi_{a}\right) h\right\|^{2} \rightarrow 0$ when supp $\psi_{a} \downarrow \mathcal{T}_{a}$ uniformly with respect to the way of letting $\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}$. This proves (10.31).

Theorem 10.8. Let the assumptions of Theorem 1.3 be satisfied. Let $B \Subset \mathbb{R} \backslash \mathcal{T}$. Then for $f=E_{H}(B) f \in S_{a}^{1}(B)$ the following limit exists and we have

$$
\begin{equation*}
f=\lim _{t \rightarrow \infty} e^{i t H} P^{a} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f \tag{10.32}
\end{equation*}
$$

In particular we have

$$
\begin{equation*}
S_{a}^{1}=S_{a}^{0} \tag{10.33}
\end{equation*}
$$

Proof. Let $t_{m} \rightarrow \infty$ and $M_{a}^{m} \rightarrow \infty$ be the sequences in Theorem 3.2 for $f \in S_{a}^{1}(B) \subset \mathcal{H}_{c}(H)$. Let $\psi_{a}(\lambda) \in C_{0}^{\infty}(\mathbb{R})$ satisfy (10.30). We decompose

$$
\begin{equation*}
e^{-i t H} f=\psi_{a}\left(H^{a}\right) e^{-i t H} f+\left(I-\psi_{a}\left(H^{a}\right)\right) e^{-i t H} f \tag{10.34}
\end{equation*}
$$

We will use the same convention as in Theorem 6.2: $x^{a}=\left(x_{d}^{a}, x^{d}\right)=\left(x_{d}-x_{a}, x^{d}\right)=\left(x^{a}-\right.$ $\left.x^{d}, x^{d}\right)(d \leq a), D_{d}=D_{x_{d}}, D_{d}^{a}=D_{x_{d}^{a}}, T_{d}^{a}=T_{d}-T_{a}, H_{d}^{a}=T_{d}^{a}+H^{d}$. The functions $\Phi_{b}^{a}\left(x^{a}\right)$ $(b<a)$ are defined as in section 4 for the variable $x^{a} \in X^{a}=\mathbb{R}^{v(N-|a|)}$ which form a partition of unity such that $\sum_{b<a} \Phi_{b}^{a}\left(x^{a} / t\right)=1$. Now applying Theorem 10.6-(10.17) or (10.22) and Theorem 3.2, we have the following asymptotic relation for $t=t_{m}$ and $M_{d}=M_{d}^{m}$ when $m \rightarrow \infty$.

$$
\begin{align*}
\left(I-\psi_{a}\left(H^{a}\right)\right) e^{-i t H} f & \sim\left(I-\psi_{a}\left(H^{a}\right)\right) \Phi_{a}\left(x_{a} / t\right) \sum_{d \leq a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f \\
& =\Phi_{a}\left(x_{a} / t\right)\left(I-\psi_{a}\left(H^{a}\right)\right) \sum_{d \leq a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f \tag{10.35}
\end{align*}
$$

Noting that $\left(I-\psi_{a}\left(H^{a}\right)\right) P_{M}^{a}=0$ we obtain from this

$$
\begin{align*}
\left(I-\psi_{a}\left(H^{a}\right)\right) e^{-i t H} f & =\Phi_{a}\left(x_{a} / t\right)\left(I-\psi_{a}\left(H^{a}\right)\right) \sum_{d<a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f \\
& =\Phi_{a}\left(x_{a} / t\right) \sum_{b<a} \Phi_{b}^{a}\left(x^{a} / t\right)\left(I-\psi_{a}\left(H^{a}\right)\right) \sum_{d<a} \tilde{P}_{M_{d}}^{d} e^{-i t H} f  \tag{10.36}\\
& \sim \Phi_{a}\left(x_{a} / t\right) \sum_{b<a} \Phi_{b}^{a}\left(x^{a} / t\right) \sum_{d<a}\left(I-\psi_{a}\left(H_{d}^{a}\right)\right) \tilde{P}_{M_{d}}^{d} e^{-i t H} f .
\end{align*}
$$

As $\psi_{a}(\lambda)=1$ in a neighborhood of each $\lambda \in \mathcal{T}_{a},\left(I-\psi_{a}\left(H_{d}^{a}\right)\right) \tilde{P}_{M_{d}}^{d} \neq 0$ implies $T_{d}^{a} \geq d_{1}^{2} / 2>0$ for some constant $d_{1}>0$. On the other hand Theorem 3.4 gives $d_{2}^{2} / 2 \geq T_{d}$ for some $d_{2}>d_{1}>$ 0 . Thus $d_{2} \geq\left|D_{d}\right| \geq\left|D_{d}^{a}\right| \geq d_{1}>0$ asymptotically on each state $\left(I-\psi_{a}\left(H_{d}^{a}\right)\right) \tilde{P}_{M_{d}}^{d} e^{-i t H} f(d<a)$ as $t=t_{m} \rightarrow \infty$. Hence Theorem 3.2 gives $d_{2} \geq\left|x_{d}^{a} / t_{m}\right| \geq d_{1},\left|x^{a} / t_{m}\right| \sim\left|x_{d}^{a} / t_{m}\right|$ and $\left|x^{a}\right| \geq d_{1} t_{m}$ asymptotically. So if $d<a$ satisfies $d \not \leq b(<a)$, we can find a pair $(i, j) \leq d$ with $(i, j) \not \leq b$ so that by the factor $\Phi_{b}^{a}\left(x^{a} / t\right)$ and $\left|x^{a}\right| \geq d_{1} t_{m}$ we have $\left|x_{i j}\right| \geq c t$ for some constant $c>0$. Thus $\left|x^{d}\right| \geq\left|x_{i j}\right| \geq c t$, while the factor $\tilde{P}_{M_{d}}^{d}$ bounds $x^{d}$ by Theorem 3.2-(3.20). Therefore the terms
with $d \npreceq b$ vanish asymptotically as $t=t_{m} \rightarrow \infty$ in the second sum of the RHS of (10.36) and we get

$$
\begin{equation*}
\left(I-\psi_{a}\left(H^{a}\right)\right) e^{-i t H} f \sim \Phi_{a}\left(x_{a} / t\right) \sum_{b<a} \Phi_{b}^{a}\left(x^{a} / t\right) \sum_{d \leq b}\left(I-\psi_{a}\left(H_{d}^{a}\right)\right) \tilde{P}_{M_{d}}^{d} e^{-i t H} f . \tag{10.37}
\end{equation*}
$$

The RHS behaves like $\sum_{b<a} e^{-i t H} g_{b}$ with $g_{b} \in S_{b}^{1 \sigma \mu}(b<a)$ for some $\sigma, \mu>0$ along the sequence $t=t_{m} \rightarrow \infty$. Thus we have from (10.34)

$$
\begin{align*}
\left\|e^{-i t H} f-\psi_{a}\left(H^{a}\right) e^{-i t H} f\right\|^{2} & =\left(e^{-i t H} f-\psi_{a}\left(H^{a}\right) e^{-i t H} f,\left(I-\psi_{a}\left(H^{a}\right)\right) e^{-i t H} f\right) \\
& \sim \sum_{b<a}\left(e^{-i t H} f-\psi_{a}\left(H^{a}\right) e^{-i t H} f, e^{-i t H} g_{b}\right) \tag{10.38}
\end{align*}
$$

as $t=t_{m} \rightarrow \infty$ for some $g_{b} \in S_{b}^{1 \sigma \mu}$ with $b<a$. Theorem 10.6-(10.17) implies

$$
\begin{equation*}
\psi_{a}\left(H^{a}\right) e^{-i t H} f \sim \psi_{a}\left(H^{a}\right) \Phi_{a}\left(x_{a} / t\right) e^{-i t H} f=\Phi_{a}\left(x_{a} / t\right) \psi_{a}\left(H^{a}\right) e^{-i t H} f \tag{10.39}
\end{equation*}
$$

as $t=t_{m} \rightarrow \infty$, where $\Phi_{a}$ can have constants different from those for $\Phi_{a}$ in (10.36). This means that there exist $h \in S_{a}^{1 \sigma \mu}$ and $\sigma>0$ such that $\psi_{a}\left(H^{a}\right) e^{-i t H} f$ behaves like $e^{-i t H} h$ for any $\mu>0$ along $t=t_{m} \rightarrow \infty$, which and $f \in S_{a}^{1}(B)$ imply that the factor $e^{-i t H} f-\psi_{a}\left(H^{a}\right) e^{-i t H} f$ in (10.38) behaves like $e^{-i t H} \tilde{h}$ with some $\tilde{h} \in S_{a}^{1 \sigma \mu}$ and $\sigma>0$ for any $\mu>0$. Hence it is asymptotically orthogonal to $e^{-i t H} g_{b}(b<a)$, and the RHS of (10.38) goes to 0 as $t=t_{m} \rightarrow \infty$. We then have for $t=t_{m} \rightarrow \infty$

$$
\begin{equation*}
e^{-i t H} f \sim \psi_{a}\left(H^{a}\right) e^{-i t H} f \tag{10.40}
\end{equation*}
$$

Thus

$$
\begin{equation*}
f=\lim _{t_{m} \rightarrow \infty} e^{i t_{m} H} \psi_{a}\left(H^{a}\right) e^{-i t_{m} H} f . \tag{10.41}
\end{equation*}
$$

From this and Theorem 10.6-(10.18) follows that

$$
\begin{equation*}
f=\lim _{t_{m} \rightarrow \infty} e^{i t_{m} H} \psi_{a}\left(H^{a}\right) P_{a}^{\varepsilon_{a}}\left(t_{m}\right) e^{-i t_{m} H} f \tag{10.42}
\end{equation*}
$$

In virtue of the factor $P_{a}^{\varepsilon_{a}}\left(t_{m}\right)$ this limit exists without taking the sequence $t_{m}$ as seen by the same argument as in the proof of Theorem 8.1 with using smooth operator technique.

$$
\begin{equation*}
f=\lim _{t \rightarrow \infty} e^{i t H} \psi_{a}\left(H^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f \tag{10.43}
\end{equation*}
$$

Similarly by the same technique with using (1.14) and $\left[H, P^{a}\right]=\left[H-\tilde{H}_{a}, P^{a}\right]$ where $\tilde{H}_{a}=$ $H^{a}+T_{a}+I_{a}^{L}\left(x_{a}, 0\right)$ and recalling that we assume that $P^{a}=P_{M}^{a}$ for some finite integer $M \geq 0$, we can prove the existence of the following limit for $f \in \mathcal{H}$.

$$
\begin{equation*}
Q f:=\lim _{t \rightarrow \infty} e^{i t H} P^{a} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f . \tag{10.44}
\end{equation*}
$$

We let $\varphi$ be a $C_{0}^{\infty}(\mathbb{R})$-function such that $0 \leq \varphi(\lambda) \leq 1$ and $\varphi(\lambda)=1$ for $\lambda \in \operatorname{supp} \psi_{a}, P_{M}^{a}=$ $\sum_{j=1}^{M} P_{j}^{a}$ with $P_{j}^{a}$ being a finite dimensional eigenprojection onto the eigenspace spanned
by eigenfunctions of $H^{a}$ with eigenvalue $E_{j}$, and $\psi_{a j}(\lambda)$ be a $C_{0}^{\infty}$-function equal to 1 near $\lambda=E_{j}$ such that $\sum_{j=1}^{M} \psi_{a j}=\psi_{a}$. We set for $j=1, \ldots, M$

$$
\begin{equation*}
\Omega_{j} f=\lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}} \lim _{t \rightarrow \infty} e^{i t H} \varphi\left(H^{a}\right)\left(\psi_{a j}\left(H^{a}\right)-P_{j}^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f \tag{10.45}
\end{equation*}
$$

Then we have for $f=E_{H}(B) f \in S_{a}^{1}(B)$

$$
\begin{align*}
f-Q f & =\lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}} \lim _{t \rightarrow \infty} e^{i t H}\left(\psi_{a}\left(H^{a}\right)-P^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f . \\
& =\lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}} \lim _{t \rightarrow \infty} e^{i t H} \varphi\left(H^{a}\right)\left(\psi_{a}\left(H^{a}\right)-P^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f  \tag{10.46}\\
& =\sum_{j=1}^{M} \Omega_{j} f .
\end{align*}
$$

Let $U_{a}(t)$ be the fundamental solution of the equation

$$
\begin{equation*}
i^{-1} \partial_{t} U_{a}(t)+H_{a}(t) U_{a}(t)=0, \quad U_{a}(0)=I, \tag{10.47}
\end{equation*}
$$

where $H_{a}(t)=H^{a}+T_{a}+I_{a}^{L}(t, x)$ and

$$
\begin{equation*}
I_{a}^{L}(t, x)=I_{a}^{L}\left(x_{a}, x^{a}\right) \prod_{(i . j) \nsubseteq a} \chi_{0}\left(100 x_{i j} /\left(\varepsilon_{a} t\right)\right) \tag{10.48}
\end{equation*}
$$

with $\chi_{0}(x)\left(x \in \mathbb{R}^{\nu}\right)$ being the function defined by (7.1). Then as $t \rightarrow \infty$

$$
\begin{align*}
e^{-i t H}(f-Q f) & =e^{-i t H} \sum_{j=1}^{M} \Omega_{j} f  \tag{10.49}\\
& \sim U_{a}(t) \lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}} \lim _{t \rightarrow \infty} U_{a}(t)^{*} \varphi\left(H^{a}\right)\left(\psi_{a}\left(H^{a}\right)-P^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f
\end{align*}
$$

Set

$$
\begin{equation*}
\tilde{\Omega}_{j} f=\lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}} \lim _{t \rightarrow \infty} U_{a}(t)^{*} \varphi\left(H^{a}\right)\left(\psi_{a j}\left(H^{a}\right)-P_{j}^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f \tag{10.50}
\end{equation*}
$$

Then as $t \rightarrow \infty$

$$
\begin{equation*}
\left\|\left(H^{a}-E_{j}\right) U_{a}(t) \tilde{\Omega}_{j} f\right\| \rightarrow 0 \tag{10.51}
\end{equation*}
$$

and

$$
\begin{equation*}
e^{-i t H}(f-Q f)=e^{-i t H} \sum_{j=1}^{M} \Omega_{j} f \sim U_{a}(t) \sum_{j=1}^{M} \tilde{\Omega}_{j} f \tag{10.52}
\end{equation*}
$$

Let $g=\sum_{j=1}^{M} \tilde{\Omega}_{j} f$ and $\tilde{U}_{a j}(t)$ be the fundamental solution of

$$
\begin{equation*}
i^{-1} \partial_{t} \tilde{U}_{a j}(t)+\left(E_{j}+T_{a}+I_{a}^{L}(t, x)\right) \tilde{U}_{a j}(t)=0, \quad \tilde{U}_{a j}(0)=I . \tag{10.53}
\end{equation*}
$$

Lemma 10.9. For $g=\sum_{j=1}^{M} \tilde{\Omega}_{j} f$ there exists a constant $C>0$ such that for any $j=1, \ldots, M$ and $t>1$

$$
\begin{equation*}
\left\|\left(H^{a}-E_{j}\right) U_{a}(t) g\right\| \leq C t^{-2 \delta} \tag{10.54}
\end{equation*}
$$

Proof. By $E_{j} \leq 0$ and $V^{a} \geq 0$, we have

$$
\begin{align*}
\left\|\left\|D^{a} \mid U_{a}(t) g\right\|^{2}\right. & \leq C\left(H_{0}^{a} U_{a}(t) g, U_{a}(t) g\right) \\
& \leq C\left(\left(H^{a}-E_{j}\right) U_{a}(t) g, U_{a}(t) g\right)+C\left(\left(E_{j}-V^{a}\right) U_{a}(t) g, U_{a}(t) g\right)  \tag{10.55}\\
& \leq C\left\|\left(H^{a}-E_{j}\right) U_{a}(t) g\right\|\|g\| .
\end{align*}
$$

Setting

$$
\begin{equation*}
f(t)=\left\|\left(H^{a}-E_{j}\right) U_{a}(t) g\right\|^{2}, \tag{10.56}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
f^{\prime}(t)=\frac{d}{d t}\left(\left(H^{a}-E_{j}\right)^{2} U_{a}(t) g, U_{a}(t) g\right)=\left(i\left[I_{a}^{L}(t, x),\left(H^{a}-E_{j}\right)^{2}\right] U_{a}(t) g, U_{a}(t) g\right) . \tag{10.57}
\end{equation*}
$$

The commutator equals

$$
\begin{equation*}
2 \operatorname{Re}\left(\left(H^{a}-E_{j}\right)\left(\sum_{(i, j) \pm a} \nabla_{x^{a}} V_{i j}^{L}\left(t, x_{i j}\right) \cdot D^{a}+O\left(t^{-2-\delta}\right)\right)\right) . \tag{10.58}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\left|f^{\prime}(t)\right| \leq C t^{-1-\delta}\left\|\left(H^{a}-E_{j}\right) U_{a}(t) g\right\|\| \| D^{a} \mid U_{a}(t) g\left\|+C t^{-2-\delta}\right\|\left(H^{a}-E_{j}\right) U_{a}(t) g \| . \tag{10.59}
\end{equation*}
$$

We have from (10.55)

$$
\begin{equation*}
\left|f^{\prime}(t)\right| \leq C t^{-1-\delta} f(t)^{\frac{3}{4}}+C t^{-2-\delta} f(t)^{\frac{1}{2}} . \tag{10.60}
\end{equation*}
$$

This and (10.51) give

$$
\begin{equation*}
f(t)=-\int_{t}^{\infty} f^{\prime}(\tau) d \tau \tag{10.61}
\end{equation*}
$$

Since $f(t)$ is uniformly bounded, this and (10.60) yield

$$
\begin{equation*}
|f(t)| \leq C t^{-\delta} . \tag{10.62}
\end{equation*}
$$

Inserting this into (10.60) and integrating by (10.61) we get

$$
\begin{equation*}
|f(t)| \leq C t^{-\delta\left(1+\frac{3}{4}\right)}+C t^{-1-\delta\left(1+\frac{1}{2}\right)} . \tag{10.63}
\end{equation*}
$$

Repeating this procedure we finally arrive at the estimate

$$
\begin{equation*}
|f(t)| \leq C t^{-4 \delta} . \tag{10.64}
\end{equation*}
$$

By Lemma 10.9

$$
\begin{equation*}
\left\|\frac{d}{d t}\left(\tilde{U}_{a j}(t)^{*} U_{a}(t) \tilde{\Omega}_{j} f\right)\right\|=\left\|i \tilde{U}_{a j}(t)^{*}\left(E_{j}-H^{a}\right) U_{a}(t) \tilde{\Omega}_{j} f\right\| \leq C t^{-2 \delta} . \tag{10.65}
\end{equation*}
$$

Thus the following limit exists.

$$
\begin{align*}
h_{j} & =\lim _{\operatorname{supp} \psi_{a l} \mathcal{F}_{a} t \rightarrow \infty} \lim _{a j} \tilde{U}_{a j}(t)^{*} U_{a}(t) \tilde{\Omega}_{j} f \\
& =\lim _{\operatorname{supp} \psi_{a} \mathcal{F}_{a} t \rightarrow \infty} \lim _{a j} \tilde{U}_{a j}(t)^{*} \varphi\left(H^{a}\right)\left(\psi_{a j}\left(H^{a}\right)-P_{j}^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f . \tag{10.66}
\end{align*}
$$

Since $\left\|\chi_{\left.\|\left|x^{a}\right|>R\right\}} h_{j}\right\| \rightarrow 0(R \rightarrow \infty)$ and $\left[\chi_{\left.\|\left|x^{a}\right|>R\right\}}, \tilde{U}_{a j}(t)^{*}\right]=0$, we have as $R \rightarrow \infty$

$$
\begin{equation*}
\lim _{\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}} \lim _{t \rightarrow \infty}\left\|\chi_{\left.\|\left|x^{a}\right|>R\right\}} \varphi\left(H^{a}\right)\left(\psi_{a j}\left(H^{a}\right)-P_{j}^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f\right\| \rightarrow 0 . \tag{10.67}
\end{equation*}
$$

On the other hand, since $\chi_{\left.\|\left|x^{a}\right|<R\right\}} \varphi\left(H^{a}\right)$ is a compact operator we have for any $R>0$

$$
\begin{equation*}
\left\|\chi_{\left.\|\left|x^{a}\right|<R\right\}} \varphi\left(H^{a}\right)\left(\psi_{a j}\left(H^{a}\right)-P_{j}^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f\right\| \rightarrow 0 \tag{10.68}
\end{equation*}
$$

as $\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}$. Thus when $\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|\varphi\left(H^{a}\right)\left(\psi_{a j}\left(H^{a}\right)-P_{j}^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f\right\| \rightarrow 0 . \tag{10.69}
\end{equation*}
$$

In particular we have when $\operatorname{supp} \psi_{a} \downarrow \mathcal{T}_{a}$

$$
\begin{equation*}
\|f-Q f\|=\left\|\lim _{t \rightarrow \infty} e^{i t H} \varphi\left(H^{a}\right)\left(\psi_{a}\left(H^{a}\right)-P^{a}\right) P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f\right\| \rightarrow 0 \tag{10.70}
\end{equation*}
$$

Namely

$$
\begin{equation*}
f=Q f=\lim _{t \rightarrow \infty} e^{i t H} P^{a} P_{a}^{\varepsilon_{a}}(t) e^{-i t H} f . \tag{10.71}
\end{equation*}
$$

It is now obvious that the following theorem follows from Theorems 10.5, 10.7 and 10.8.

Theorem 10.10. Let the assumptions of Theorem 1.3 be satisfied. Let a be a cluster decomposition with $2 \leq|a| \leq N$. Similarly to the proof of Theorem 9.1, we extend the domain of the wave operator $W_{a}$ in Theorem 8.1 to the whole of $P^{a} \mathcal{H}$, which we will denote by the same notation $W_{a}$. Then we have

$$
\begin{equation*}
\mathcal{R}\left(W_{a}\right)=S_{a}^{0}=S_{a}^{1} \tag{10.72}
\end{equation*}
$$

In particular we have the asymptotic completeness.

$$
\begin{equation*}
\mathcal{H}_{c}(H)=\bigoplus_{2 \leq|a| \leq N} \mathcal{R}\left(W_{a}\right) \tag{10.73}
\end{equation*}
$$

## 11 Appendix

We prove some lemmata.
Lemma 11.1. Let $a(x, \xi), p(x, \xi) \in C^{\infty}\left(X \times X^{\prime}\right)$ satisfy for any multiindices $\alpha, \beta$

$$
\begin{align*}
& \sup _{(x, \xi) \in X \times X^{\prime}}\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} a(x, \xi)\right|<\infty, \\
& \sup _{(x, \xi) \in X \times X^{\prime}}\left|\partial_{x}^{\alpha} \partial_{\xi}^{\beta} p(x, \xi)\right|<\infty . \tag{11.1}
\end{align*}
$$

Set for $f \in \mathcal{S}(X)$

$$
\begin{align*}
& a_{\varphi_{a}}\left(x, D_{x}\right) f(x)=(2 \pi)^{-v(N-1)} \iint_{X \times X^{\prime}} e^{i\left(\varphi_{a}(x, \xi)-y \xi\right)} a(x, \xi) f(y) d y d \xi,  \tag{11.2}\\
& p\left(x, D_{x}\right) f(x)=(2 \pi)^{-v(N-1)} \iint_{X \times X^{\prime}} e^{i(x-y) \xi} p(x, \xi) f(y) d y d \xi .
\end{align*}
$$

Then we have
1)

$$
\begin{equation*}
a_{\varphi_{a}}\left(x, D_{x}\right) p\left(x, D_{x}\right) f(x)=(2 \pi)^{-\nu(N-1)} \iint_{X \times X^{\prime}} e^{i\left(\varphi_{a}(x, \xi)-y \xi\right)} s(x, \xi) f(y) d y d \xi, \tag{11.3}
\end{equation*}
$$

where

$$
\begin{align*}
& s(x, \xi)=(2 \pi)^{-v(N-1)} \iint e^{-i(\eta-\xi) y} a(x, \eta) p\left(y+\nabla_{\xi} \varphi_{a}(\eta, x, \xi), \xi\right) d y d \eta,  \tag{11.4}\\
& \nabla_{\xi} \varphi_{a}(\xi, x, \eta)=\int_{0}^{1} \nabla_{\xi} \varphi_{a}(x, \eta+\theta(\xi-\eta)) d \theta .
\end{align*}
$$

2) 

$$
\begin{equation*}
p\left(x, D_{x}\right) a_{\varphi_{a}}\left(x, D_{x}\right) f(x)=(2 \pi)^{-\nu(N-1)} \iint_{X \times X^{\prime}} e^{i\left(\varphi_{a}(x, \xi)-y \xi\right)} r(x, \xi) f(y) d y d \xi, \tag{11.5}
\end{equation*}
$$

where

$$
\begin{align*}
& r(x, \xi)=(2 \pi)^{-\nu(N-1)} \iint e^{i(x-y) \eta} p\left(x, \eta+\nabla_{x} \varphi_{a}(x, \xi, y)\right) a(y, \xi) d y d \eta, \\
& \nabla_{x} \varphi_{a}(x, \xi, y)=\int_{0}^{1} \nabla_{x} \varphi_{a}(y+\theta(x-y), \xi) d \theta . \tag{11.6}
\end{align*}
$$

3) 

$$
\begin{equation*}
\left[a_{\varphi_{a}}\left(x, D_{x}\right), p\left(x, D_{x}\right)\right] f(x)=(2 \pi)^{-v(N-1)} \iint e^{i\left(\varphi_{a}(x, \xi)-y \xi\right)} u(x, \xi) f(y) d y x \xi, \tag{11.7}
\end{equation*}
$$

where

$$
\begin{align*}
& u(x, \xi)=s(x, \xi)-r(x, \xi) \\
& =(2 \pi)^{-\nu(N-1)} \iint e^{-i \eta y}\left\{a(x, \xi+\eta) p\left(y+\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right)\right. \\
& \left.-p\left(x, \eta+\nabla_{x} \varphi_{a}(x, \xi, x+y)\right) a(x+y, \xi)\right\} d y d \eta \\
& =a(x, \xi)\left(p\left(\nabla_{\xi} \varphi_{a}(x, \xi), \xi\right)-p\left(x, \nabla_{x} \varphi_{a}(x, \xi)\right)\right) \\
& +\sum_{|\gamma|=1}(2 \pi)^{-\nu(N-1)} \iint e^{-i y \eta}  \tag{11.8}\\
& \times\left\{D_{\eta}^{\gamma}\left\{a(x, \xi+\eta) \int_{0}^{1} \partial_{y}^{\gamma} p\left(\theta y+\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right) d \theta\right\}\right. \\
& \left.-D_{y}^{\gamma}\left\{\int_{0}^{1} \partial_{\eta}^{\gamma} p\left(x, \theta \eta+\nabla_{x} \varphi_{a}(x, \xi, x+y)\right) d \theta a(x+y, \xi)\right\}\right\} d y d \eta .
\end{align*}
$$

Proof. 1) A direct calculation of oscillatory integrals yields

$$
\begin{equation*}
a_{\varphi_{a}}\left(x, D_{x}\right) p\left(x, D_{x}\right) f(x)=(2 \pi)^{-v(N-1)} \iint_{X \times X^{\prime}} e^{i\left(\varphi_{a}(x, \eta)-z \eta\right)} s(x, \eta) f(z) d z d \eta, \tag{11.9}
\end{equation*}
$$

where

$$
\begin{equation*}
s(x, \eta)=(2 \pi)^{-v(N-1)} \iint e^{i\left(\varphi_{a}(x, \xi)-\varphi_{a}(x, \eta)-(\xi-\eta) y\right)} a(x, \xi) p(y, \eta) d y d \xi \tag{11.10}
\end{equation*}
$$

The following relation and a change of variable $y^{\prime}=y-\nabla_{\xi} \varphi_{a}(\xi, x, \eta)$ give 1).

$$
\begin{equation*}
\varphi_{a}(x, \xi)-\varphi_{a}(x, \eta)=(\xi-\eta) \cdot \nabla_{\xi} \varphi_{a}(\xi, x, \eta) \tag{11.11}
\end{equation*}
$$

2) Similarly we have

$$
\begin{equation*}
p\left(x, D_{x}\right) a_{\varphi_{a}}\left(x, D_{x}\right) f(x)=(2 \pi)^{-v(N-1)} \iint_{X \times X^{\prime}} e^{i\left(\varphi_{a}(x, \eta)-z \eta\right)} r(x, \eta) f(z) d z d \eta \tag{11.12}
\end{equation*}
$$

where

$$
\begin{equation*}
r(x, \eta)=(2 \pi)^{-v(N-1)} \iint e^{i\left(\varphi_{a}(y, \eta)-\varphi_{a}(x, \eta)+(x-y) \xi\right)} p(x, \xi) a(y, \eta) d y d \xi \tag{11.13}
\end{equation*}
$$

Noting

$$
\begin{equation*}
\varphi_{a}(y, \eta)-\varphi_{a}(x, \eta)+(x-y) \xi=(x-y)\left(\xi-\nabla_{x} \varphi_{a}(x, \eta, y)\right) \tag{11.14}
\end{equation*}
$$

we make a change of variable

$$
\begin{equation*}
\tilde{\eta}=\xi-\nabla_{x} \varphi_{a}(x, \eta, y) \tag{11.15}
\end{equation*}
$$

in (11.13). Then we get

$$
\begin{align*}
& p\left(x, D_{x}\right) a_{\varphi_{a}}\left(x, D_{x}\right) f(x) \\
& =(2 \pi)^{-v(N-1)} \iint e^{i\left(\varphi_{a}(x, \xi)-z \xi\right)}  \tag{11.16}\\
& \times \iint e^{i(x-y) \eta} p\left(x, \eta+\nabla_{x} \varphi_{a}(x, \xi, y)\right) a(y, \xi) d y d \eta f(z) d z d \xi
\end{align*}
$$

The proof of 2) is complete.
3) By 1) and 2) we have

$$
\begin{align*}
u(x, \xi) & =s(x, \xi)-r(x, \xi) \\
& =(2 \pi)^{-v(N-1)} \iint e^{-i \eta y} a(x, \xi+\eta) p\left(y+\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right) d y d \eta  \tag{11.17}\\
& -(2 \pi)^{-v(N-1)} \iint e^{-i \eta y} p\left(x, \eta+\nabla_{x} \varphi_{a}(x, \xi, x+y)\right) a(x+y, \xi) d y d \eta .
\end{align*}
$$

Taylor expanding the integrand of the first term with respect to $y$ around $y=0$ and that
of the second term with respect to $\eta$ around $\eta=0$, we obtain

$$
\begin{align*}
& p\left(y+\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right) \\
& =\sum_{|\alpha|<L} \frac{y^{\alpha}}{\alpha!} \partial_{y}^{\alpha} p\left(\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right) \\
& +L \sum_{|\gamma|=L} \frac{y^{\gamma}}{\gamma!} \int_{0}^{1}(1-\theta)^{L-1} \partial_{y}^{\gamma} p\left(\theta y+\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right) d \theta,  \tag{11.18}\\
& p\left(x, \eta+\nabla_{x} \varphi_{a}(x, \xi, x+y)\right) \\
& =\sum_{|\alpha|<L} \frac{\eta^{\alpha}}{\alpha!} \partial_{\eta}^{\alpha} p\left(x, \nabla_{x} \varphi_{a}(x, \xi, x+y)\right) \\
& +L \sum_{|\gamma|=L} \frac{\eta^{\gamma}}{\gamma!} \int_{0}^{1}(1-\theta)^{L-1} \partial_{\eta}^{\gamma} p\left(x, \theta \eta+\nabla_{x} \varphi_{a}(x, \xi, x+y)\right) d \theta .
\end{align*}
$$

Substituting these with $L=1$ to (11.17), integrating by parts and some calculation yield the following as desired (see [32] for details).

$$
\begin{align*}
u(x, \xi) & =a(x, \xi)\left(p\left(\nabla_{\xi} \varphi_{a}(x, \xi), \xi\right)-p\left(x, \nabla_{x} \varphi_{a}(x, \xi)\right)\right) \\
& +\sum_{|\gamma|=1}(2 \pi)^{-v(N-1)} \\
& \times \iint e^{-i y \eta}\left\{D_{\eta}^{\gamma}\left\{a(x, \xi+\eta) \int_{0}^{1} \partial_{y}^{\gamma} p\left(\theta y+\nabla_{\xi} \varphi_{a}(\xi+\eta, x, \xi), \xi\right) d \theta\right\}\right.  \tag{11.19}\\
& \left.-D_{y}^{\gamma}\left\{\int_{0}^{1} \partial_{\eta}^{\gamma} p\left(x, \theta \eta+\nabla_{x} \varphi_{a}(x, \xi, x+y)\right) d \theta a(x+y, \xi)\right\}\right\} d y d \eta
\end{align*}
$$

The following lemma follows from Theorem 7.5.
Lemma 11.2. Let $J_{a}$ be defined by (7.61).

$$
\begin{equation*}
J_{a} f(x)=(2 \pi)^{-v(a \mid-1) / 2} \int_{\mathbb{R}^{\gamma}(a \mid-1)} e^{i \varphi_{a}\left(x_{a}, \xi_{a}\right)} \hat{f}\left(\xi_{a}, x^{a}\right) d \xi_{a} . \tag{11.20}
\end{equation*}
$$

Then $P_{a}^{\varepsilon}(t)\left(J_{a}^{*} J_{a}-I\right),\left(J_{a}^{*} J_{a}-I\right) P_{a}^{\varepsilon}(t), P_{a}^{\varepsilon}(t)\left(J_{a} J_{a}^{*}-I\right)$ and $\left(J_{a} J_{a}^{*}-I\right) P_{a}^{\varepsilon}(t)$ satisfy the following estimates.

$$
\begin{align*}
& \left\|P_{a}^{\varepsilon}(t)\left(J_{a}^{*} J_{a}-I\right)\right\| \leq C\langle t\rangle^{-\delta},  \tag{11.21}\\
& \left\|\left(J_{a}^{*} J_{a}-I\right) P_{a}^{\varepsilon}(t)\right\| \leq C\langle t\rangle^{-\delta},  \tag{11.22}\\
& \left\|P_{a}^{\varepsilon}(t)\left(J_{a} J_{a}^{*}-I\right)\right\| \leq C\langle t\rangle^{-\delta},  \tag{11.23}\\
& \left\|\left(J_{a} J_{a}^{*}-I\right) P_{a}^{\varepsilon}(t)\right\| \leq C\langle t\rangle^{-\delta} . \tag{11.24}
\end{align*}
$$

Proof. We note

$$
\begin{align*}
& J_{a} f(x)=c_{a} \int_{\mathbb{R}^{2 v(l a \mid-1)}} e^{i\left(\varphi_{a}\left(x_{a}, \xi_{a}\right)-y_{a} \xi_{a}\right)} f\left(y_{a}, x^{a}\right) d y_{a} d \xi_{a},  \tag{11.25}\\
& J_{a}^{*} g(x)=c_{a} \int_{\mathbb{R}^{2 v(l a l-1)}} e^{i\left(x_{a} \xi_{a}-\varphi_{a}\left(y_{a}, \xi_{a}\right)\right)} g\left(y_{a}, x^{a}\right) d y_{a} d \xi_{a}, \tag{11.26}
\end{align*}
$$

where $c_{a}=(2 \pi)^{-v(|a|-1)}$. Then we have

$$
\begin{align*}
& \mathcal{F}_{a}\left(J_{a}^{*} J_{a}-I\right) \mathcal{F}_{a}^{-1} g\left(\xi_{a}, x^{a}\right) \\
& =c_{a} \iint_{\mathbb{R}^{2 v(|a|-1)}} e^{-i\left(\xi_{a}-\eta_{a}\right) z_{a}}\left(\left|\operatorname{det} \nabla_{z_{a}} \nabla_{\xi_{a}} \varphi_{a}^{-1}\left(\xi_{a}, z_{a}, \eta_{a}\right)\right|-1\right) g\left(\eta_{a}\right) d \eta_{a} d z_{a} \tag{11.27}
\end{align*}
$$

where $\nabla_{\xi_{a}} \varphi_{a}^{-1}\left(\xi_{a}, z_{a}, \eta_{a}\right)$ is the inverse map of $y_{a} \mapsto z_{a}=\nabla_{\xi_{a}} \varphi_{a}\left(\xi_{a}, y_{a}, \eta_{a}\right)$. On the other hand Theorem 7.5-ii) gives

$$
\begin{equation*}
\left|\partial_{z_{a}}^{\alpha} \partial_{\xi_{a}}^{\beta} \partial_{\eta_{a}}^{\gamma}\left(\left|\operatorname{det} \nabla_{z_{a}} \nabla_{\xi_{a}} \varphi_{a}^{-1}\left(\xi_{a}, z_{a}, \eta_{a}\right)\right|-1\right)\right| \leq C_{\alpha \beta \gamma} \max _{1 \leq k \leq k_{a}}\left(\left\langle z_{a k}\right\rangle^{-\delta-|\alpha|}\right) \tag{11.28}
\end{equation*}
$$

This and the factor $P_{a}^{\varepsilon}(t)$ give $\left\|P_{a}^{\varepsilon}(t)\left(J_{a}^{*} J_{a}-I\right)\right\| \leq C\langle t\rangle^{-\delta}$. Other estimates are proved similarly.

The following lemma is obvious, and the proof is left to the reader.

## Lemma 11.3.

$$
\begin{equation*}
\left\|P_{a}^{\varepsilon}(t)-P_{a}^{\varepsilon}(t)^{*}\right\| \leq C\langle t\rangle^{-1} \tag{11.29}
\end{equation*}
$$
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    ${ }^{1}$ See [14], [36] for the case when external forces are included. Especially [36] deals with time-dependent external force.

[^1]:    ${ }^{2}$ historical order

[^2]:    ${ }^{3}$ Here ' $K_{1}$ bounds $x^{d}$ ' means that $\left\|F\left(\left|x^{d}\right|>L\right) K_{1}\right\| \rightarrow 0$ as $L \rightarrow \infty$.

[^3]:    ${ }^{4}$ This is the original idea developed in the preprint [25] in 1984, in which it is attempted to prove the asymptotic completeness without using the existence of particular limits except for wave operators and with utilizing the asymptotic orthogonality of different scattering spaces.

