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Abstract

We consider standard European as well as double-barrier European options for un-
derlyings that are given by the superposition of a Guassian and a compound Poisson
(jump) process with discrete values. We derive a formula for calculating such options
and furthermore show that as the barriers tend to±∞, the value of the double-barrier
option tends asymptotically to that of the standard option. Numerical examples are
provided.
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1 Introduction

The problem of determining the price of a double barrier option when the stock price is
modeled by geometric Brownian motion is considered in [15, 18, 19, 25, 32, 37, 38]. In
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[18, 19, 32, 38] the approach is to solve the Black-Scholes partial differential equation on
a strip of finite width. However, for many situations geometric Brownian motion is not an
adequate model for stock price, and in recent years Lévy processes have come to be used as
models for logarithmic stock price. In this context European options [2, 10, 28, 29, 33, 34],
perpetual American options [6, 7, 30], and single barrier options [6, 7, 8, 30] have been
examined in detail. Recent papers concerning double barrier options under Lévy processes
include [4, 5, 9, 14, 35].

In [3] European double-barrier options were considered whose underlyings are Lévy
processes formed by the superposition of a Gaussian and a compound Poisson process with
discrete values. The determination of the price of such options leads to a Black-Scholes
system which is perturbed by a Toeplitz matrix. On the basis of this observation, an effective
algorithm was designed for the computation of the price.

This article is a continuation of the investigation in [3]. In the framework of that market
model, we derive a calculable formula (Theorem 4.2) for the value of the European option.
We further consider the asymptotics of the price of the double barrier option when the upper
and lower barriers tend to±∞. We construct and justify asymptotic expansions in which,
as might be expected, the main term is the price of the standard European option (without
barriers). Numerical examples are provided.

This problem was considered in [3] with barriers which were fixed. The algorithm
derived there was based on the calculation of eigenvalues and eigenvectors of a system of
differential equations. That algorithm is effective when the quotients+/s− of the barriers
(or logarithmically, the differencex+ − x− in the notation of Section 2 below) is not very
large. In contrast, in the present work we consider the case ofx+− x− large. We obtain and
justify asymptotic formulas whenx− → −∞ (s− → 0) andx+→ +∞ (s+→∞).

It is well known that the problem of defining the option priceu(x, t) in the right way
can be delicate. Under our assumptions, we do not have a complete market. As a result,
in general an equivalent martingale measure (EMM), which is essential for the valuation
of options in this context, is not unique [6, p. 97]. A convenient EMM is produced by the
Esscher transform [6, pp. 98–99] with very little calculation. However, our formulas for
option evaluation can be used with any preferred EMM; naturally the results produced will
depend to some degree on this choice.

In Section 2 we give the necessary background details on the market model and de-
scribe the EMM. In Section 3 we describe the Black-Scholes system corresponding to the
knock-out double barrier option problem and give the existence result for this system.1 Sec-
tion 4 describes the problem of the European option (i.e. without barriers) and includes a
calculable formula for its exact solution. Section 5 is devoted to obtaining and justifying
the asymptotic expansion of the double barrier option price in the framework of the model.
Section 6 specializes the results for double barriers to the classical case for which the market
has no jumps. Finally, numerical aspects of the algorithm are discussed in Section 7.

1The classical Black-Scholes fórmula, which refers specifically to put and call options, is technically ex-
cluded from our discussion since it involves a payoff which is not inL2(R).
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2 Market Model

2.1 Notation and terminology

The mathematical setting will be that of a filtered probability space (Ω,F , {Fτ},P) on which
{Xτ}τ≥0 is the Ĺevy process [36, p. 202] specified by its characteristic exponentψ(ξ),

EP(eiξXτ) = e−τψ(ξ),

ψ(ξ) =
σ̃2

2
ξ2− iμ̃ξ+ λ̃

(
1−

∞∑

j=−∞

p̃je
iỹjξ

)
. (2.1)

HereEP denotes the expected value taken with respect to the probability measureP. The
parameters ˜σ, μ̃, λ̃, p̃j , ỹj are real numbers subject to the constraints ˜σ> 0, μ̃ ∈R, λ̃≥ 0, p̃j ≥
0,

∑
j p̃j = 1. We consider{Xτ}τ≥0 under the assumption that we are given two absorbing

barriers, located atx± wherex− < x+. Let g(x) be the payoff function, satisfyingg ∈ L2(R).
We denote byT0 the purchase date of the option, while the expiration date isT1 = T0+ t.

Our objective is to compute the expected value of the discounted payoff e−rtg(XT1) with
respect to an equivalent martingale measure (EMM)Q for P under the condition thatXT0 is
known to be a given valuex in the interval (x−, x+). Thus, we look for the quantity

U(x,T0,T1) = EQ
[
e−r(T1−T0) g(XT1)1η>T1 |FT0

XT0 = x
]
,

where1(∙) denotes the characteristic function of a set and where the hitting timeη is the
random variable

η = inf {τ > 0: Xτ ∈ (−∞, x−] or Xτ ∈ [x+,∞)}.

We think ofT0 as being fixed. Then the quantityU(x,T0,T1) is a function of onlyx and of
t = T1−T0, and therefore we henceforth consider the function

u(x, t) = EQ
[
e−rt g(XT0+t)1η>T0+t

∣∣∣
FT0

XT0 = x
]
. (2.2)

Thus the valueS0u(x, t) may be interpreted as the price for a knock-out double-barrier
option. We interpret

Sτ = S0eXτ (2.3)

as the market price of a stock at timeτ. The market drift and volatility are ˜μ andσ̃, while
the parameterr is the rate of interest of the riskless asset (bond). Fixt > 0 and letX0 = x.
At time τ = 0 the holder pays the premiumu(x, t) to the writer and at timeτ = t receives
in return the payoff h(St) := S0eg(Xt) from the writer provided that the barrier condition
x− < Xτ < x+, i.e.,s− < Sτ/S0 < s+ (wheres± = ex±), is maintained for allτ ∈ [0, t].

Our assumptions on the market say that

Xτ = σ̃
2Wτ+ μ̃τ+

Nτ∑

k=1

Yk (2.4)

whereWτ ∼ N(0,
√
τ) is normalized Brownian motion, ˜μ characterizes the drift,Nτ is the

Poisson process at rateλ̃,

P(Nτ = ỹk) =
(λ̃τ)k

k!
e−λ̃τ, k= 0,1,2, . . . , (2.5)
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andY1,Y2, . . . are independent identically distributed random variables with

P(Yk = ỹj) = p̃j , j = 0,±1,±2, . . . (2.6)

As was mentioned in the introduction, the choice of an EMM is a delicate matter which
can influence the option valuation in an incomplete market. In [12] a specific formula,
known as the Esscher transform, was introduced which is easy to calculate and which has
been used since in many investigations on option pricing, appearing in standard texts such
as [6]. In the present work it does not matter whether or not the Esscher transform is the
particular EMM chosen. We will simply assume thatQ is an EMM for P determined by
some parameters

σ,μ,λ, pj ,yj

satisfyingσ > 0, μ ∈ R, λ ≥ 0, pj ≥ 0,
∑

pj = 1, andyj = ỹj . The characteristic functionψQ

of Q is given analogously to (2.1) by

ψQ(ξ) =
σ2

2
ξ2− iμξ+λ

(
1−

∞∑

j=−∞

pje
iy jξ

)
. (2.7)

2.2 Almost-periodic part of Lévy process

Now we calculate the density functionρQ(y) corresponding to the martingale measureQ.
According to the Ĺevy-Khintchine formula for the EMMQ [6, p. 105] we have that

ρQ(y) =
1
2π

∫ ∞

−∞
e−tψQ(ξ)+iξydξ.

We denote byΠW(R) the class of functions of the form

J(ξ) =
∞∑

j=−∞

cje
iσ jξ, ξ ∈ R, (2.8)

whereσ j ∈ R, cj ∈ C, and
∑∞

j=−∞ |cj | <∞. This classΠW(R) is called theclass of Wiener
almost-periodic functionsand is an algebra of functions. Moreover, if the functionF(z) is
analytic on a neighborhood of the closure of the range of the functionJ(ξ), thenF(J(ξ)) ∈
ΠW(R) (see [26]).

The almost-periodic part of the characteristic exponentψQ(ξ) of Q defined in (2.7) is
[17]

J0(ξ) := λ
(
1−

∞∑

j=−∞

pje
iy jξ

)
, yj ∈ R, (2.9)

wherepj ≥ 0,
∑∞

j=−∞ pj = 1 andJ0 ∈ ΠW(R). By the above remarks, we have a representa-
tion

e−tJ0(ξ) =

∞∑

j=−∞

cj(t)e
iσ jξ, σ j ∈ R, (2.10)

with coefficients inl1(C), that is
∞∑

j=−∞

|cj(t)| <∞. (2.11)
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Therefore we can write

ρQ(y) =
1
2π

∞∑

j=−∞

cj(t)
∫ ∞

−∞
e−t(σ2/2)ξ2+i(μt+y+σ j )ξ dξ

=
1
2π

∞∑

j=−∞

cj(t)e
−(μt+y+σ j )2/(2σ2t)×

∫ ∞

−∞
exp

{−σ2t
2

[
ξ− i

(μt+y+σ j

σ2t

)]2}
dξ

=

√
2

2πσ
√

t

∞∑

j=−∞

cj(t)e
−(μt+y+σ j )2/(2σ2t)

∫ ∞

−∞
e−ξ

′2
dξ′,

so

ρQ(y) =
1

σ
√

2πt

∞∑

j=−∞

cj(t)e
−(μt+y+σ j )2/(2σ2t). (2.12)

From this we can see that the measureQ has the form

Q(A) =
∫

A
ρQ(y)dy,

whereA is any Borel set ofR, andρQ is given by (2.12) and thus is absolutely continuous
with respect to Lebesgue measure.

3 The Generalized Black-Scholes Equation

We derive here the partial differental equation (heat equation) which describes solutions to
the option problem as a function ofx andt.

Let σ > 0 andr > 0, and letμ,λ, pj be the EMM market parameters withyj as in (2.5),
(2.6). Letx− < x+ and writeI ∗ = (x−, x+); we will also abbreviatex∗ = min(|x−|, |x+|) when
convenient.

3.1 Heat equation for Lévy market

Consider the operatorA defined by

(A f)(x) := −
σ2

2
f ′′(x)−μ f ′(x)+ r f (x)+λ f (x)

− λ
∞∑

j=−∞

pj f (x+yj)1I ∗(x+yj). (3.1)

We think ofA as an operator onL2(I ∗) with the (dense) domainD(A) = C2(closI ∗). In [6]
it is shown that the function given by (2.2) satisfies the generalized Black-Scholes equation

ut(x, t)+ (Au)(x, t) = 0, (x, t) ∈ I ∗ × (0,∞), (3.2)
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whereA is taken in the variablex, along with the boundary conditions

u(x,0)= g(x), x ∈ I ∗, (3.3)

while for t > 0 the functionu(x, t) is continuous inx ∈ R and

u(x, t) = 0, (x, t) ∈ (I ∗)c× (0,∞). (3.4)

Here (I ∗)c := R \ I ∗ is the region outside the barrier.
More exactly, Theorem 2.13 of [6, p. 65] applies when the Lévy process satisfies the so-

called ACP condition [6, p. 59]. For us, whenσ , 0, the remarks at the end of the previous
section show that the measureQ is absolutely continuous with respect to Lebesgue measure.
Therefore by Lemma 2.4 of [6], the ACP condition holds.

Condition (3.4) is in fact superfluous because we considerA as acting only onL2(I ∗).
We may also write (3.2)–(3.4) in the form

ut(x, t) =
σ2

2
uxx(x, t)+μux(x, t)− (r +λ)u(x, t)

+ λ

∞∑

j=−∞

pju(x+yj , t)1I∗(x+yj) (3.5)

on I ∗ × (0,∞) with boundary condition

u(x,0)= g(x) for x ∈ I ∗, (3.6)

while we haveu(∙, t) ∈ C0(closI ∗) satisfying

u(x−, t) = u(x+, t) = 0 for t ∈ (0,∞). (3.7)

3.2 Associated Cauchy problem

For t ∈ [0,∞), we definẽu(t) ∈ L2(I ∗) by (̃u(t)) (x) := u(x, t). Then problem (3.2)–(3.3) can
be interpreted as the Cauchy problem

d
dt

ũ(t) = −A(̃u(t)), ũ(0)= g (3.8)

in which the operatorA is understood as having (dense) domainC2
0(closI ∗), the subspace

of C2(closI ∗) of functions vanishing atx±.

Theorem 3.1.Let A be the operator(3.1). Problem(3.8) is well-posed in the sense that−A
generates aC0-contraction semigroup and

‖e−tAg‖2 ≤ e−rt‖g‖2.

The resolvent operator(λ1+A)−1 is compact and hence the spectrum of−A consists entirely
of isolated eigenvalues of finite algebraic multiplicity.
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Proof. Writing Dx = d/dx, we have

−A=
σ2

2
D2

x+μDx− r1−λ(1−V) (3.9)

where (V f)(x) :=
∑

j pj f (x+yj)1I ∗(x+yj). Clearly, the desired inequality will follow once
we have shown that (σ2/2)D2

x+μDx−λ(1−V) generates aC0-contraction semigroup. By
[3, Theorem 2] and [16, Theorem 2.6.1], it suffices to show that−λ(1−V) is bounded and
dissipative. The boundedness is obvious. To show that−λ(1−V) is dissipative, letF denote
the Fourier transform,

(F f )(ξ) =
∫ ∞

−∞
e−iξx f (x)dx

(ξ ∈ R), and note that−λ(1−V) can be written as−λF J0F −1 with J0(ξ) defined by (2.9).
Since

Re〈−λ(1−V) f , f 〉 = −λRe〈 1I ∗ F J0F
−1 f , f 〉

= −λRe〈F J0F
−1 f , f 〉 = −λRe〈 J0F

−1 f , F −1 f 〉

≤ 0

(recall that ReJ0 ≥ 0), we see that−λ(1−V) is dissipative.
Finally, since (σ2/2)D2

x+μDx− r1 has compact resolvent and using [22, p. 187], we see
by (3.9) that−A differs from (σ2/2)D2

x+μDx− r1 by a bounded operator, and deduce that
−A must also have a compact resolvent [22, p. 214]. �

Consider the non-homogeneous Cauchy problem corresponding to problem (3.8),

d
dt

ũ(t) = −(Aũ)(t)+ f̃ (t), ũ(0)= g, (3.10)

where for eacht, the function f̃ (t)(x) = f (t, x) is in L2(I ∗), and f̃ (t) varies continuously int
as an element ofL2(I ∗).

Let ũ0(t) = e−tAg be the solution of problem (3.8). Then by [24, Section 61] the solution
of (3.10) is unique and has the form

ũ(t) = ũ0(t)+
∫ t

0
ũ0(t−τ) f̃ (τ)dτ.

This produces the functionu(x, t) = ũ(t)(x), which according to Theorem 3.1 satisfies the
following L2-estimate, which we will use in Section 5:

‖u(∙, t)‖2 ≤ e−rt‖g‖2+
∫ t

0
e−r(t−τ)‖ f (∙, τ)‖2dτ

≤ e−rt‖g‖2+
∫ t

0
‖ f (∙, τ)‖2dτ. (3.11)
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4 European Option with a Compound Poisson Component

In this section we derive a calculable formula (Theorem 4.2) for the value of a European
option on an underlying driven by a Lévy process with jump discontinuities. Furthermore,
we prove growth estimates on the value of this option as a funcion of barriers tending
simultaneously to±∞. These estimates will be needed to justify the asymptotic formulas
of sections 5 and 6.

4.1 Formula for European option

Consider the standard European style option (i.e., no barriers) in the particular case of the
time-τ stock price of the form (2.3) whereXτ is a Lévy process satisfying (2.4)–(2.6) with
characteristic exponent of the form (2.1). Analogously to (2.2) we look now for the quantity

u∞(x, t) = EQ[ e−rtg(XT0+t)|FT0
XT0 = x ] (4.1)

whereQ is an EMM for P. The valueS0u∞(x, t) may be interpreted as the price of a
European option with payoff g(x) at expiry dateT1 = T0+ t. At time τ = 0 the holder pays
a premium ofu(x, t) to the writer and at timeτ = t receives in return the amount

h(St) = S0eg(Xt).

According to [6, Ch. 4, p. 105] the value (4.1) can be represented in the form

u∞(x, t) =
e−rt

2π

∫ ∞

−∞
e−tψQ(ξ)+iξx ĝ(ξ)dξ (4.2)

whereĝ= F g is again the Fourier transform ofg. We thus have that

u∞(x, t) = e−rt
(
F −1e−tψQ(∙)F g

)
(x, t). (4.3)

Theorem 4.1. Let g∈ L2(R). Then for t> 0,

‖u∞(∙, t)‖L2(R) ≤ e−rt‖g‖L2

and
lim

x±→±∞
‖u∞(∙, τ)‖L2((I ∗)c) = 0

uniformly in the intervalτ ∈ [τ0, t] for anyτ0 between 0 and t.

Proof. From the Ĺevy-Khintchine forQ we have that ReψQ(ξ) ≥ 0 for all ξ ∈ R, conse-
quently ‖e−tψQ(∙)F g‖L2 ≤ ‖F g‖L2. It is well known that‖F g‖L2 = ‖g‖L2 for an arbitrary
functiong ∈ L2(R), so the norm inequality onL2(R) is verified. Consider now the function

a(τ, x−, x+) := e−τt‖u∞(∙, τ)‖L2((I∗)c)

(wheret is ). This function is continuous inτ on the interval [τ0, t] by (4.3) and for any
fixedτ ∈ [τ0, t],

lim
x±→±∞

a(τ, x−, x+) = 0.

Sinceg is in L2(R), we have uniform convergence as claimed. �
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Recalling (2.9),(2.10), we can now rewrite (4.2) as

u∞(x, t) =
e−rt

2π

∞∑

j=−∞

cj(t)
∫ ∞

−∞
eixξ

(
e−

σ2
2 tξ2

) (
ei(μt+σ j )ξĝ(ξ)

)
dξ.

By properties of the Fourier transform of the product, this becomes

u∞(x, t) = e−rt
∑

j

cj(t)
∫ ∞

−∞
g(ξ+μt+σ j)γ(ξ− x)dξ

where

γ(ξ) =
1
2π

∫ ∞

−∞
eiξve−

σ2t
2 v2

dv

=
e−

ξ2

2σ2t

2π

∫ ∞

−∞
e−

σ2t
2 (v− iξ

σ2t
)2

dv

=

√
2

2πσ
√

t
e−

ξ2

2σ2t

∫ ∞

−∞
e−v′2 dv′,

so

γ(ξ) =
1

σ
√

2πt
e−ξ

2/(2σ2t).

Recall thatt is strictly positive in the above reasoning. We have proved the following
theorem, which shows how we can recoveru∞(x, t) if we know the numbersσ j andcj(t).
But it is easy to see that{σ j} is the subgroup ofR generated by{yj}, while cj(t) is given by
the formula

cj(t) = lim
N→∞

1
2N

∫ N

−N
e−tJ0(ξ)−iσ jξ dξ. (4.4)

Theorem 4.2. The fair price u∞(x, t) of a European option with payoff g(x) under the Lévy
process Xτ is given by the formula

u∞(x, t) =
1

σ
√

2πt
e−rt

∞∑

j=−∞

cj(t)
∫ ∞

−∞
g(ξ+μt+σ j)e

−(ξ−x)2/(2σ2t) dξ (4.5)

for x ∈ R and t> 0, where the coefficients cj andσ j are determined by(2.10)and (4.4).
If the function J0(ξ) is a-periodic, i.e., if

J0(ξ) = λ
(
1−

∞∑

j=−∞

pje
i(2π/a) jξ

)
, (4.6)

then e−tJ0(ξ) is also a-periodic; that is, formula (4.5) takes the form

u∞(x, t) =
1

σ
√

2πt
e−rt

∞∑

j=−∞

cj(t)
∫ ∞

−∞
g(ξ+μt+

2π
a

j)e−(ξ−x)2/(2σ2t) dξ

with

cj(t) =
1
a

∫ a

0
e−tJ0(ξ)−i(2π/a) jξ dξ. (4.7)



Asymptotics of double-barrier option with compound Poisson component 49

The rate of convergence of the series (2.11) under the condition (4.6) depends on prop-
erties of the functionJ0(ξ). If J0(ξ) ∈ Ck[0,a], that isJ(k)

0 (ξ) ∈ C0[0,a], then

|cj(t)| ≤C| j|−k.

If the associated functioñJ0(z) := λ
(
1−

∑
j pjzj

)
is analytic in the annulus

{z∈ C : ρ ≤ |z| ≤
1
ρ
},

for some givenρ, 0< ρ < 1, then in fact

|cj(t)| ≤Cρ ρ
− j

for someCρ > 0 depending onρ. WhenJ0(ξ) is a (trigonometric) polynomial of the form

J0(ξ) = λ
(
1−

N∑

j=−N

pje
i j (2π/a)ξ

)
, (4.8)

then J̃0(z) is analytic inC \ {0} and so the growth estimate oncj(t) holds for allρ ∈ (0,1).
For the corresponding value of the European option in a market without jumps, see

equation (6.25) below.

4.2 Payoff with compact support

Now let g have compact support. Then it is possible to be more precise regarding the rate
of convergence in Theorem 4.1. This is because the Fourier transform ˆg(ξ) is now an entire
function of exponential type (see [1]) whose derivatives are bounded and square-integrable
on horizontal lines:

x 7→ ĝ(k)(x+ iρ) ∈ L∞(R)∩L2(R) (4.9)

for everyρ ∈ R.

Theorem 4.3. Let g be a function in L2(R) and of compact support. If the almost-periodic
function J0(ξ) of (2.9)has bounded k-th derivative, then for|x±| large enough,

‖u∞(∙, t)‖L2((I ∗)c) ≤Ck(|x
−|−k+ |x+|−k) (4.10)

where Ck > 0 does not depend on x± or t.
Letρ > 0. If J0(ξ) admits analytic continuation to the horizontal strip

{ξ ∈ C : |Imξ| ≤ ρ}

in such a way that
sup
|Imξ|≤ρ

ReJ0(ξ) <∞, (4.11)

then
‖u∞(∙, t)‖L2((I ∗)c) <Cρ

(
e−ρ|x

−|+e−ρ|x
+ |
)
, (4.12)



50 R. Carrada, S. Grudsky, C. Palomino, R. M. Porter

where Cρ does not depend on t or x−, x+.
If J0(ξ) is an almost-periodic polynomial, i.e., if

J0(ξ) = λ
(
1−

M∑

j=−M

pje
iy jξ

)
,

then the estimate (4.12) holds for allρ > 0.

Proof. We have that ˆg(ξ) is an entire function and condition (4.9) holds, so whenJ0(ξ) has
boundedk-th derivative we can integrate (4.2) by partsk times to obtain

u∞(x, t) =
e−rt

2π
1

(ix)k

∫ ∞

−∞

(
e−tψQ(ξ)ĝ(ξ)

)(k)
eiξxdξ,

where
(
e−tψQ(ξ)ĝ(ξ)

)(k)
∈ L2(R). Analogously to the proof of Theorem 4.1, one verifies state-

ment (4.10).
Now let (4.11) hold. Then it is possible to shift the contour of integration vertically in

(4.2), and we have forx> 0

u∞(x, t) =
e−rt

2π

∫ ∞+iρ

−∞+iρ
e−tψQ(ξ)+iξxĝ(ξ)dξ

=
e−rt

2π
e−ρx

∫ ∞

−∞
e−tψQ(ξ′+iρ)+iξ′xĝ(ξ′+ iρ)dξ′

Thus according to (4.9) there is a bound

‖u∞(∙, t)‖L2(x+,∞) ≤Cρe
−ρ x+

for some constantCρ.
One treats the casex< 0 analogously and thus (4.12) is verified. IfJ0(ξ) is an almost-

periodic polynomial, then (4.12) holds for everyρ > 0 and the last statement of the theorem
is proved. �

4.3 x-derivative of European option

Let us supposex+− x− > 2 and decompose the intervalI ∗ of the barrier as the union of the
shortened interval

I ∗1 = (x−+1, x+−1)

and the ends
(I ∗1)c := I ∗ \ I ∗1 = (x−, x−+1]∪ [x+−1, x+).

We will need estimates on theL2-norms of thex-derivative ofu∞(x, t) on the set (I ∗1)c, as
given in the results below.

Theorem 4.4. Let g∈ L2(R). Then for|x±| large enough, the European option u∞ satisfies

∥∥∥
∂

∂x
u∞(x, τ)

∥∥∥
L2((I∗1)c) ≤C0



exp{− (x∗/2)2

2σ2τ
}

x∗τ
+

b(x∗)

τ3/4


 ,
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where C0 is a constant, x∗ := min(|x−|, |x+| ), and b(x) is a function which does not depend
onτ ∈ (0, t], satisfying

lim
x→∞

b(x) = 0.

Proof. From (4.5) one may calculate that

∂

∂x
u∞(x, τ) =

1

σ3
√

2πτ3
e−rτ

∞∑

j=−∞

cj(τ)
∫ ∞

−∞
g(ξ+μt+σ j)

× (ξ− x)e−(ξ−x)2/(2σ2τ) dξ. (4.13)

Introduce the function

F(x, τ) :=
∫ ∞

−∞
f (ξ)(ξ− x)e−(ξ−x)2/(2σ2τ) dξ

where f ∈ L2(R), and note that

‖F(∙, τ)‖L2((I∗1)c) =
(∫

(I ∗1)c

∣∣∣∣

∫ ∞

−∞
f (ξ)(ξ− x)e−(ξ−x)2/(2σ2τ) dξ

∣∣∣∣
2
dx

)1/2

≤ A1(τ)+A2(τ)

where

A1(τ) :=
(∫

(I ∗1)c

∣∣∣∣∣∣

∫ x+/2

x−/2
f (ξ)(ξ− x)e−(ξ−x)2/(2σ2τ) dξ

∣∣∣∣∣∣

2

dx
)1/2

,

A2(τ) :=
(∫

(I ∗1)c

∣∣∣∣∣∣

∫

R\( x−
2 ,

x+
2 )

f (ξ)(ξ− x)e−(ξ−x)2/(2σ2τ) dξ

∣∣∣∣∣∣

2

dx
)1/2

.

We bound the integralsA1(τ), A2(τ) using the Cauchy-Buniakovski-Schwarz inequality.
First,

A1(τ) ≤ ‖ f ‖L2( x−
2 ,

x+
2 )

(∫

(I ∗1)c

(∫ x+
2

x−
2

(ξ− x)2e−(ξ−x)2/(σ2τ) dξ
)
dx

)1/2

≤ τ3/4‖ f ‖L2(R)

(∫

(I∗1)c

(∫ (x− x+
2 )/
√
τ

(x− x−
2 )/
√
τ

v2e−v2/σ2
dv

)
dx

)1/2
.

The integration endpoints (x− x−
2 )/
√
τ and (x− x+

2 )/
√
τ tend to±∞. Applying the asymp-

totic Laplace method we have

A1(τ) ≤ C1τ
3/4‖ f ‖L2(R)

(∫

(I ∗1)c

( |x− x+
2 |√
τ

e−(x−x+/2)2/(σ2τ)

+
|x− x−

2 |√
τ

e−(x−x−/2)2/(σ2τ)
)
dx

)1/2

≤ C2τ
1/2‖ f ‖L2(R)

( |x+−1|
2

e−((x+−1)/2)2/(2σ2τ)

+
|x−+1|

2
e−((x−+1)/2)2/(2σ2τ)

)
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whereC1, C2 are constants that do not depend onx andτ. Analogously,

A2(τ) ≤ ‖ f ‖L2(R\( x−
2 ,

x+
2 ))




∫

(I∗1)c




∫

R\( x−
2 ,

x+
2 )

(ξ− x)2e−(ξ−x)2/(σ2τ)dξ


dx




1/2

≤ τ3/4‖ f ‖L2(R\( x−
2 ,

x+
2 ))




∫

(I ∗1)c

(∫ ∞

−∞
v2e−v2/σ2

dv

)

dx




1/2

=
√

2τ3/4d(σ)‖ f ‖L2(R\( x−
2 ,

x+
2 )),

where

d(σ) =
(∫ ∞

−∞
v2e−v2/σ2

dv
)1/2

.

These bounds onA1(τ), A2(τ) give

‖F(∙, τ)‖L2((I ∗1)c) ≤ C
[
τ1/2‖ f ‖L2(R)

( |x+|
2

e−((x+−1)/2)2/(2σ2τ)

+
|x−|
2

e−((x−+1)/2)2/(2σ2τ)
)

+ τ3/4‖ f ‖L2(R\(x−/2,x+/2))

]
(4.14)

where the constantC does not depend onx andτ. Now recalling (4.13) we apply (4.14) to
f (ξ) = g(ξ−μt−σ j)(ξ− x) for eachj to obtain the following estimate: if we denote

a(x−, x+, τ) :=
( |x+|

2
e−(x+−1/2)2/(2σ2τ) +

|x−|
2

e−((x−+1)/2)2/(2σ2τ)
)

then

‖
∂

∂x
u∞(x, τ)‖L2((I ∗1)c) ≤

c

σ3τ
√

2π
e−rt

( ∞∑

j=−∞

|cj(τ)|
)
‖g‖L2(R)a(x−, x+, τ)

+
c

σ3τ3/4
√

2π

∞∑

j=−∞

|cj(τ)| ∙ ‖g(∙+ (μ+σ j))‖L2(R\( x−
2 ,

x+
2 )).

It is easy to show that the convergence of the series
∑∞

j=−∞ |cj(τ)| is uniform inτ ∈ [0, t]. So
on the one hand

∞∑

j=−∞

|cj(τ)| ≤ M,

whereM does not depend onτ, and on the other hand for anyε > 0 there existsN = N(ε)
not depending onτ such that ∑

| j|>N

|cj(τ)| ≤ ε.

Thus we have that

‖
∂

∂x
u∞(x, τ)‖L2((I ∗1)c) ≤

cM

σ3τ
√

2π
‖g‖L2(R)e

−rτa(x−, x+, τ)

+
cM

σ2τ3/4
√

2π
e−rt‖g‖L2(R\( x−

4 ,
x+
4 ))

+
c

σ3τ3/4
√

2π
e−rt‖g‖L2(R) ∙ ε. (4.15)
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Here we have taken|x±| large enough such that for| j| ≤ N andx ∈ R \ (x−/2, x+/2),

x+ (μt+σ j) ∈ R \ (
x−

4
,
x+

4
).

Therefore (4.15) implies the following estimate,

‖
∂

∂x
u∞(x, τ)‖L2((I ∗1)c) ≤C0

(a(x−, x+, τ)
τ

+
b(x∗)

τ3/4

)
,

wherex∗ = min(|x−|, |x+|), C0 is a constant not depending onτ, and as required, we have
limx→∞b(x) = 0. This concludes the proof. �

The analysis of Theorem 4.4 allows us to be more precise regarding the rate of conver-
gence when we impose additional conditions ong(x) andJ0(ξ). In particular the following
result holds.

Theorem 4.5. Let g be a function in L2(R) and of compact support. If the almost-periodic
part J0(ξ) of the characteristic function of Q is periodic and has bounded k-th derivative,
k≥ 2, then for|x±| large enough,

‖
∂

∂x
u∞(x, τ)‖L2((I∗1)c) ≤Ck



e−(x∗/2)2/(2σ2τ)

x∗τ
+

1

(x∗)k−1τ3/4




where Ck does not depend onτ.
If moreover, the function J0(ξ) admits analytic continuation in a horizontal strip{ξ :

|Imξ| ≤ ρ} such that condition (4.11) holds, then

‖
∂

∂x
u∞(x, τ)‖L2((I ∗1)c) ≤Cρ̃



e−(x∗/2)2/(2σ2τ)

x∗τ
+

e−ρ̃x∗

τ3/4




whereρ̃ < ρ is any positive number and Cρ̃ does not depend onτ.

5 Asymptotics of Barrier Options

We now return to the question of barriers. In this section we will determine the asymptotics
of the option price as the barriersx± tend to±∞ for Lévy processes with jumps.

5.1 Auxiliary heat equation

By construction, the functionu∞ defined by (4.1) or (4.2) solves the problem

∂

∂t
u∞(x, t)+ (A∞u∞)(x, t) = 0, (x, t) ∈ R× (0,∞), (5.1)

u∞(x,0) = g(x), (5.2)

where the operatorA∞ is defined analogously to (3.1) but without reference to barriers:

(A∞ f )(x) = −
σ2

2
f ′′(x)−μ f ′(x)+ r f (x)+λ f (x)−λ

∞∑

j=−∞

pj f (x+yj)

= (A f)(x)+λ
∞∑

j=−∞

pj f (x+yj)1(I ∗)c(x+yj) (5.3)
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for x ∈ R.
We think ofA∞ as an operator onL2(R) with the (dense) domain

D(A∞) = C2
2(R)∩L2(R),

whereC2
2(R) is the set of the all functions having continuous first and second derivatives

belonging toL2(R).
Recall the setI ∗1 introduced in Subsection 4.3. Letχ ∈ C∞(R) have support suppχ ⊆ I ∗

and satisfyχ(x) = 1 for all x in a neighborhood of closI ∗1, so in particularχ(k)(x− + 1) =
χ(k)(x+−1)= 0 for k≥ 1. We introduce the difference

u0(x, t) := u∞(x, t)χ(x)−u(x, t), x ∈ I ∗, (5.4)

whereu(x, t) is the solution of problem (3.5)–(3.7). Since the application of barriers tends
to reduce the value of an option, one would naturally expect thatu0(x, t) > 0.

Let us evaluate the corresponding heat equation operator foru0. By (3.2) and (5.3),

∂

∂t
u0+Au0 = (

∂

∂t
u∞)χ+A(u∞χ);

note that the summation
∑

pju∞(x+yj , t)χ(x+yj)1(I∗)c(x+yj) has vanished, sinceχ1(I∗)c = 0
identically. We expand the last term to obtain

(A(u∞χ))(x, t) = −
(σ2

2
∂2u∞
∂x2

+μ
∂u∞
∂x

+ (r −λ)u∞
)
(x, t)χ(x)

−u∞(x, t)
(σ2

2
χ′′(x)+μχ′(x)

)

−λ
∑

pju∞(x+yj , t)χ(x+yj).

In the light of this expression, since we consider problems (3.2)–(3.3) and (5.1)–(5.2) with
the sameg(x), our auxiliary functionu0(x, t) solves by construction the problem

∂

∂t
u0(x, t)+Au0(x, t) = f1(x, t)+ f2(x, t)+ f3(x, t),

(x, t) ∈ I ∗ × (0,∞), (5.5)

u0(x,0) = g1(x), x ∈ I ∗, (5.6)

u0(x−, t) = u0(x+, t) = 0, t ∈ (0,∞), (5.7)

where we have abbreviated

f1(x, t) = λ

∞∑

j=−∞

pju∞(x+yj , t)(χ(x+yj)−χ(x)),

f2(x, t) = −u∞(x, t)
(σ2

2
χ′′(x)+μχ′(x)

)
, and

f3(x, t) = −σ2∂u∞(x, t)
∂x

χ′(x),

g1(x) = g(x)
(
χ(x)−1

)
.
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5.2 Asymptotics of auxiliary function

We will show that f1, f2, f3, andg1 haveL2-norms tending to zero whenx± → ∞. It will
follow that the (unique) solution of problem (5.5)–(5.7) is small, see (3.10)–(3.11). More
exactly, we have the following result.

Theorem 5.1. If g ∈ L2(R), then the problem(5.5)–(5.7) has a unique solution u0. This
solution satisfies

lim
x±→±∞

‖u0(x, t)‖L2(I ∗) = 0.

Proof. According to (3.11) and (5.5),

‖u0(∙, t)‖2 ≤ e−rt‖g1‖2+
∫ t

0
(‖ f1(∙, τ)‖2+ ‖ f2(∙, τ)‖2+ ‖ f3(∙, τ)‖2)dτ. (5.8)

From the definition ofg1 it follows easily that limx±→±∞ ‖g1‖2 = 0. We proceed to estimate
f1(x, t) as follows,

‖ f1(∙, t)‖ ≤ 2λ
∞∑

j=−∞

pj‖u∞(∙, t)‖L2(I∗(yj )),

where we have taken the norms over the shifted intervals

I ∗(yj) :=

{
(x− −yj , x−+1)∪ (x+−yj , x+), yj > 0,
(x−, x−+yj)∪ (x+−1, x+−yj), yj < 0.

Let ε > 0 be small. Then takeN = N(ε) large enough so that

2λ‖u∞(∙, t)‖2
∑

| j|>N

pj ≤ ε.

Then we have

‖ f1(∙, t)‖2 ≤ λ
N∑

j=−N

pj‖u∞(∙, t)‖L2(I ∗(yj )) + ε.

According to Theorem 4.1, each term above of the sum tends to zero uniformly int when
x± → ±∞, so for|x±| large enough we have

‖ f1(∙, t)‖2 ≤ ε + ε = 2ε

and thus limx±→±∞ ‖ f1(∙, t)‖2 = 0.
Next, taking into in account that the function (σ2/2)χ′′(x)+ μχ′(x) is bounded with

support in (I ∗1)c we have limx±→±∞ ‖ f2(∙, τ)‖2 = 0. Note that the convergence is uniform in
τ ∈ [0, t].

Finally, we use Theorem 4.4 to estimate the last term in (5.8). Noting thatχ′(x) is
bounded with support in (I ∗1)c, say|χ′(x)| < M′ we have

∫ t

0
‖ f3(∙, τ)‖2dτ ≤ σ2M′

∫ t

0
‖
∂u
∂x

(∙, τ)‖L2((I∗1)c) dτ

≤ σ2C0M′
( 1
x∗

∫ t

0

1
τ

e−(x∗/2)2/(2σ2τ) dτ+b(x∗)
∫ t

0

dτ

τ3/4

)

≤ σ2C0M′
( 1
x∗

∫ 8tσ2/(x∗)2

0

1
v

e−1/vdv+4b(x∗)t1/4
)
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wherex∗ := min(|x−|, |x+|) andC0, b(x) are as in Theorem 4.4. This clearly tends to zero as
x∗ → ∞, because (1/v)e−1/v is integrable and the interval of integration degenerates. Thus
the proof is complete. �

Theorem 5.1 justifies thatu∞(x, t) is the main term of the asymptotic expansion ofu(x, t).
Indeed, we have shown

u(x, t) = u∞(x, t)+O(x, t) (5.9)

in theL2-sense, whereO(x, t) refers to (see (5.4))

−u∞(x, t)(1−χ(x))−u0(x, t).

Thus according to Theorem 4.1, for arbitraryg ∈ L2(R) and characteristic exponentψQ(ξ)
of (2.1) we have that

lim
x±→±∞

‖O(x, t)‖2 = 0. (5.10)

The rate of convergence in (5.10) depends on properties of the functionsg(x) andψQ(ξ).
Suppose that suppg(x) is compact and that the functionJ0(ξ) has boundedk-th derivative,
for somek≥ 2. Then from Theorems 4.3 and 4.5,

‖O(∙, t)‖2 ≤ d1(k) (x∗)−(k−1),

whered1(k) is a constant that does not depend onx− andx+. If furthermoreJ0(ξ) admits
analytic continuation in a horizontal strip{|Imξ| < ρ} such that condition (4.12) holds, then

‖O(∙, t)‖2 ≤ d2(ρ)e−d3x∗ (5.11)

where the positive constantsd2(ρ), d3 do not depend onx− andx+.

6 Asymptotics: Black-Scholes Case

We now consider the situation thatJ0(ξ) ≡ 0; that is, the characteristic exponent in (2.1)
(see (2.9)) with respect to the (unique) equivalent martingale measure can be reduced to the
form

ψQ(ξ) =
σ2

2
ξ2− i(r −

σ2

2
)ξ. (6.1)

This is the classical Black-Scholes model. The results of Section 5 can be specialized to
this case, and from (5.9)–(5.10) we see thatu∞(x, t) is the main term of the asymptotic
expansion for the functionu(x, t) in the sense of theL2-norm asx± → ±∞. Moreover, if
suppg(x) is compact, then by (5.11) the remainder termO(∙, t) in (5.9) has the following
norm estimate,

‖O(∙, t)‖2 ≤ dρe−ρx∗ , (6.2)

wheredρ depends only on the half-widthρ of the band on whichJ0(ξ) is analytic, and not on
t. We apply a variant of themethod of images(see for example [17, 20, 21, 23]), considered
from the point of view of asymptotics.
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6.1 Exact solution for Black-Scholes equation

In the Black-Scholes context we may obtain more precise results since problem (3.2)–(3.4)
has an exact solution. We shall produce the complete asymptotic expansion.

Consider the problem (3.5)–(3.7). SinceJ0(ξ) ≡ 0 we have that (3.5) reduces to

ut(x, t) =
σ2

2
uxx(x, t)− (r −

σ2

2
)ux(x, t)− ru(x, t),

for (x, t) ∈ I ∗ × (0,∞). Introduce the functionU(x, t) defined by

u(x, t) =: eαx+βtU(x, t), (6.3)

where

α := −
1
2

(1−
2r

σ2
), β := −

σ2

8
(1+

2r

σ2
)2. (6.4)

This function satisfies the following heat equation:

Ut(x, t) =
σ2

2
Uxx(x, t), (x, t) ∈ I ∗ × (0,∞), (6.5)

U(x,0) = gα(x), x ∈ I ∗, (6.6)

U(x−, t) = U(x+, t) = 0, t ∈ (0,∞), (6.7)

where
gα(x) := g(x)e−αx. (6.8)

In analogy to (6.3), let us defineU∞(x, t) via u∞(x, t) = eαx+βtU∞(x, t). Observe that our
assumptionJ0(ξ) ≡ 0 amounts to settingλ = 0 in (5.3). From this it follows thatU∞ is a
solution to problem (6.5)–(6.7) for allx ∈ R (rather than justx ∈ I ∗), i.e., without barriers.

It is easy to see from (4.2) that

U∞(x, t) =
1
2π

∫ ∞

−∞
e−t σ

2
2 ξ

2+iξxĝα(ξ)dξ. (6.9)

In analogy with (5.4) we introduce the difference

U0(x, t) := U∞(x, t)−U(x, t),

which solves the following problem:

U0,t(x, t) =
σ2

2
U0,xx(x, t), (x, t) ∈ I ∗ × (0,∞), (6.10)

U0(x,0) = 0, x ∈ I ∗, (6.11)

U0(x−, t) = U∞(x−, t), t ∈ (0,∞), (6.12)

U0(x+, t) = U∞(x+, t), t ∈ (0,∞). (6.13)

We can write down the exact solution to problem (6.10)–(6.13) by using the Laplace trans-
form V0 of U0,

V0(x,ω) := (LU0)(x,ω) =
∫ ∞

0
U0(x, t)e−ωtdt, ω ∈ C.
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Applying this transform to (6.10), (6.12)–(6.13) and taking into account (6.11) we find

σ2

2
V0,xx(x,ω)−ωV0(x,ω) = 0, x ∈ I ∗ (6.14)

V0(x+,ω) = ε+(ω), (6.15)

V0(x−,ω) = ε−(ω), (6.16)

where

ε±(ω) :=
1
2π

∫ ∞

−∞

eivx± ĝα(v)

(σ
2

2 v2+ω)
dv

=

∫ ∞

−∞
γ(x± − ξ,ω)gα(ξ)dξ

in which we recall thatgα was defined in (6.8) and we write for simplicity

γ(ξ,ω) :=
σ′

2
√
ω

e−σ
′ √ω|ξ|, σ′ :=

√
2/σ, (6.17)

taking the branch of
√
ω such that Re

√
ω ≥ 0. The problem (6.14)–(6.16) is an ordinary

differential equation with constant coefficients and its (unique) continuous solution is

V0(x,ω) =

(
ε+(ω)− ε−(ω)e−σ

′ √ω(x+−x−)
)
e−σ

′ √ω(x−x−)

(
1−e−2σ′

√
ω(x+−x−)

)

+

(
ε−(ω)− ε+(ω)e−σ

′ √ω(x+−x−)
)
eσ
′ √ω(x−x+)

(
1−e−2σ′

√
ω(x+−x−)

) (6.18)

for x ∈ I ∗. From this we recoverU0 via the inverse Laplace transform,

U0(x, t) =
1

2πi

∫ i∞

−i∞
V0(x,ω)eωt dω,

which we can express by means of the geometric series

1

1−e−2σ′
√
ω(x+−x−)

=

∞∑

k=0

e−2kσ′
√
ω(x+−x−), ω , 0,

in the form

U0(x, t) =

∞∑

k=0

1
2πi

∫ ∞

−∞

(
ε+(ω)e−R+

2k(x)σ′
√
ω+ ε−(ω)e−R−2k(x)σ′

√
ω

−ε−(ω)e−R+
2k+1(x)σ′

√
ω− ε+(ω)e−R−2k+1(x)σ′

√
ω
)
etωdω (6.19)

for x ∈ I ∗; this formula contains the abbreviations

R+
k (x) := (x− x−)+k(x+− x−),

R−k (x) := (x+− x)+k(x+− x−) (6.20)
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for k= 0,1, . . . In order to calculate (6.19) we must evaluate the integrals

A±±,k :=
1

2πi

∫ i∞

−i∞
ε±(ω)e−R±k (x)σ′

√
ωeωt dω

=
1

2πi

∫ i∞

−i∞

(∫ ∞

−∞
γ(ξ− x±,ω)gα(ξ)dξ

)
e−R±k (x)σ′

√
ωeωt dω

=
σ′

2πi

∫ ∞

−∞
gα(ξ)

∫ i∞

−i∞

e−R±k (x)σ′
√
ω−σ′|ξ−x±|

√
ω+ωt

2
√
ω

dωdξ

In these integrals, the lower index± of A±±,k is understood to agree with the sign inε±(ω),
the upper withR±k (x). Recall thatγ(ξ,ω) is defined in (6.17). Let us write also

R±±,k(x, ξ) := R±k (x)+ |ξ− x±|

with all four combinations of signs, and the lower index± referring to the choice ofx±.
With this notation we arrive at

A±±,k =
σ′

4πi

∫ ∞

−∞
gα(ξ)

(∫ i∞

−i∞

e−σ
′R±±,k(x,ξ)

√
ω+ωt

√
ω

dω
)
dξ. (6.21)

We now concentrate on the inner integral in (6.21). For the moment, we fixk and the choice
of signs, as well as the values ofx, t, andξ. With this value ofR±±(x, ξ), the integrand is an
analytic function ofω in the complement of the semiaxis{ω < 0}, and thus we can deform
the contour of integration (−i∞, i∞) to the double contourΓ = Γ+∪Γ− where

Γ+ =
{
ω =

(σ′R±±,k(x, ξ)

2t
+

iy
√

t

)2
, y ∈ (0,∞)

}
,

Γ− =
{
ω =

(σ′R±±,k(x, ξ)

2t
−

iy
√

t

)2
, y ∈ (0,∞)

}
.

Via the changes of variableω = (σ′R±±,k(x, ξ)/(2t)± iy/
√

t)2 we obtain

∫ i∞

−i∞

e−σ
′R±±,k(x,ξ)

√
ω+ωt

√
ω

dω =
4i
√

t

∫ ∞

0
e−

σ′2(R±±,k(x,ξ))2

4t −y2
dy

= 4i

√
2π
t

exp{
−σ′2(R±±,k(x, ξ))

2

4t
}.

Thus (6.21) becomes

A±±,k =
2σ′
√

2πt
e
−σ′2(R±k (x))2

4t B±±,k(x)

where we denote

B±±,k(x) :=
∫ ∞

−∞
gα(ξ)e−(1/(2σ2t))(2|ξ−x±|R±k (x)+|ξ−x±|2) dξ. (6.22)
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In this notation the two appearances ofx± share the same sign, which matches the lower
index ofB±±,k(x), whose upper index matches that ofR±k (x). With this, (6.19) can be rewritten
as

U0(x, t) =
2σ′
√

2πt

∞∑

k=0

(
e−(1/(2σ2t))(R+

2k(x))2
B+
+,2k(x)

+e−(1/(2σ2t))(R−2k(x))2
B−−,2k(x)

−e−(1/(2σ2t))(R−2k+1(x))2
B+
−,2k+1(x)

−e−(1/(2σ2t))(R+
2k+1(x))2

B−+,2k+1(x)
)

(6.23)

for x ∈ I ∗. Taking into account the definition (6.3) we see that we have arrived at the
following result.

Theorem 6.1. The fair value u(x, t) of the double-barrier option in the market model with
no jump discontinuities is equal to

u(x, t) = u∞(x, t)−u0(x, t), (6.24)

where u∞(x, t) = eαx+βtU∞(x, t) is the price of a European option (i.e. without barriers) as
given by(6.9), and u0(x, t) = eαx+βtU0(x, t) with U0(x, t) given by(6.23).

Since we are working with a model with no jumps, the exact form of the solutionu∞(x, t)
can also be obtained directly from (4.5) by settingJ0(ξ) ≡ 0:

u∞(x, t) =
e−rt

σ
√

2πt

∫ ∞

−∞
g(ξ+ t(r −

σ2

2
))e−(ξ−x)2/(2σ2t) dξ. (6.25)

Formula (6.24) is the exact solution of problem (6.3),(3.6),(3.7).

6.2 Asymptotic formula for barrier option in Black-Scholes model

We will now see that the expression (6.24) withU0(x, t) given by the series (6.23) is an
asymptotic expansion of the functionu(x, t) as x± → ±∞. More precisely, the following
results hold. Recall the functionsR±k (x) in our analysis ofU0.

Theorem 6.2. Let g∈ L2(R), and let x be a fixed element of I∗. For fixed k and fixed signs
±, the value(6.22)satisfies

B±±,k(x) = O
( 1

(R±k (x))1/2

)
(6.26)

as|x±| tend to infinity. If g∈ L2(R)∩C0
0(R), whereC0

0(R) is the set of all continuous functions
onR vanishing at infinity, then(6.22)satisfies

B±±,k(x) = 2σ2te−αx± g(x±)
R±k (x)

(
1+O

( 1
R±k (x)

))
. (6.27)
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If supp g⊆ [a−,a+] and g∈ C0[a−,a+] then

B±±,k(x) = 2σ2e−αx± g(x±)
R±k (x)

exp
{
−

1
2σ2t

(
2|a± − x±|R±k (x)+ |a± − x±|2

−α|a± − x±|
)}
∙
(
1+O

( 1
R±k (x)

))
(6.28)

where the signs of a±, x± agree with the lower index of B±±,k(x).

Note that whenx± → ±∞ in such a way that the proportionx+/(−x−) is bounded above
and below, one may replaceO(1/R±k (x)) with O(1/x+) in these asymptotic expansions.

Proof. From (6.22),

|B±±,k(x)| ≤
∣∣∣∣

∫

|ξ−x±|< |x
±|
2

(∙)dξ
∣∣∣∣+

∣∣∣∣

∫

|ξ−x±|> |x
±|
2

(∙)dξ
∣∣∣∣

≤
(∫

|ξ−x±|< |x
±|
2

|g(ξ)|2dξ
)1/2

∙
(∫

|ξ−x±|≤ |x
±|
2

e−
σ′2
2t

(
2|ξ−x±|R±k (x)+|ξ−x±|2

)
−2αξ dξ

)1/2

+
(∫

|ξ−x±|> |x
±|
2

|g(ξ)|2dξ
)1/2

∙
(∫

|ξ−x±|≥ |x
±|
2

e−
σ′2
2t

(
2|ξ−x±|R±k (x)+|ξ−x±|2

)
−2αξ dξ

)1/2

≤ ‖g‖L2( x±
2 ,

3x±
2 )

(
2eαx±

∫ ∞

0
e−

σ′2
2t (2|ξ′|R±k (x)+|ξ′|2)−2αξ′ dξ′

)1/2

+ ‖g‖L2(R)

(
2eαx±

∫ ∞

|x±|
2

e−
σ′2
2t (2|ξ′|R±k (x)+|ξ′|2)−2αξ′ dξ′

)1/2
.

When we take into account that

lim
x∗→∞

‖g‖L2( x±
2 ,

3x±
2 ) = 0

and note that according to the asymptotic theory (see for example thestandard Laplace
methodin [13] or [31])

∫ ∞

a
e−

σ′2
2t (2|ξ′|R±k (x)+|ξ′|2)−2αξ′ dξ′ =

t

σ′2
e−

σ′2
2t (aR±k (x)+a2)−2αa

R±k (x)

(
1+O

( 1
R±k (x)

))

for a≥ 0, we arrive at (6.26). f Analogously, formulas (6.27)–(6.28) are also obtained from
the asymptotic Laplace method [31]. �

Formulas (6.22)–(6.24) provide the main result of this section. Let us writeu(N)
0 (x, t) for
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the approximation foru0(x, t) obtained by the firstN terms of (6.23),

u(N)
0 (x, t) =

2eαx+βt

σ
√
πt

N−1∑

k=0

(

e−
1

2σ2t
(R+

2k(x))2

B+
+,2k(x)−e−

1
2σ2t

(R+
2k+1(x))2

B−+,2k+1(x)

+ e−
1

2σ2t
(R−2k(x))2

B−−,2k(x)−e−
1

2σ2t
(R−2k+1(x))2

B+
−,2k+1(x)

)
. (6.29)

The following result specifies the rate of convergence of the series (6.29) when used as
an approximation of the functionu0(x, t) introduced in equation (5.4).

Theorem 6.3. Let g∈ L2(R). Then the series(6.23) for U0(x, t) converges absolutely for
every t> 0 and x∈ I ∗. Further, for |x±| sufficiently large,

|u(x, t)−u∞(x, t)−u(N)
0 (x, t)| ≤

C̃eαx+βt
(
e−

1
2σ2t

R+
2N(x)2

|B+
+,2N(x)| + e−

1
2σ2t

R−2N(x)2

|B−−,2N(x)|
)

(6.30)

whereC̃ is a constant ,α andβ are given by(6.3), and R±k (x) and B±±,k(x) are given by(6.20)
and (6.22)respectively.

In particular, for N= 0 we have

|u(x, t)−u∞(x, t)| ≤

C̃eαx+βt
(
|B+

+,0(x)|e−
1

2σ2t
|x−x−|2

+ |B−−,0(x)|e−
1

2σ2t
|x+−x|2

)
. (6.31)

Remark6.4. The estimate (6.31) is stronger than (6.2). Moreover, the estimates (6.30)–
(6.31) hold for fixedx ∈ I ∗, while (6.2) is only anL2-estimate.

7 Numerical Results

Concerning numerical aspects of the main theorems, we will limit the discussion to one
example which facilitates comparison to an existing formula: a payoff function correspond-
ing to a “supershare” type option, that is, (s/K−)1[K−,K+] wheres= St is the market value
of the stock and 0< K− < K+. By the relation (2.3), the payoff is expressed in terms of
the logarithmic independent variablex = log(s/S0) asg(x) = (S0/K−)ex1[logK−,logK+] . To
calculateu∞, the option value without barriers, we consider for simplicity a market with
no jumps, effectively fixingλ = 0 in (2.9). For such a market the coefficientscj(t) vanish
when j , 0, leaving only one term in the sum in (4.5). On the other hand, it is well known
[38] that the classical supershare value ofu∞ can be calculated directly using the classical
Black-Scholes apparatus,

u∞(x, t) =
s

K−

(
1
2

Erf (
g+
√

2
)−

1
2

Erf (
g−
√

2
)

)

, (7.1)

where one definesg± = (1/(σ
√

t))(log(s/K±)+(r+σ2/2)t) and Erf (ζ)= (2/
√
π)

∫ ζ
−∞e−ξ

2
dξ.
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It is not difficult to work out an explicit formula for the double barrier supershare with
barriersX± = S0ex± , by a standard application of separation of variables (see for example
[18, 19, 32, 38]). Takeα andβ as given by (6.4), writeα′ = 1−α and for j = 1,2, . . . , define
the quantitiesβ j andI j = I j(x−, x+) by β j = jπ/(x+− x−) and

I j =
1

α′2+β2
j

(
α′(eα

′k− sin(β j(x
+−k−))−eα

′k+ sin(β j(x
+−k+))

−β j(e
α′k− cos(β j(x

+−k+))−eα
′k− sin(β j(x

+−k−))
)

wherek± = log(K±/S0). Then the supershare option with barriersx± is given by

u(x, t) =
2(s/K−)αe(1/2)βσ2t

x+− x−

∞∑

j=1

e−(1/2)σ2β2
j t I j sin(β j(x− x+)). (7.2)

This formula is valid whenx− < 0< k+ < x+, the other cases not being of interest to us.

To investigate the asymptotic behavior we will assumex− = −x+, and vary the value of
b = x+ to define the barrier. Figure 1 showsu(x, t) as a function ofb in the range 0.25<
b< 1.0. In this example,σ = 0.4, r = 0.1, K− = 0.8, K+ = 1.2, and four values oft. (These
graphs are produced equally by (6.29) or (7.2)). It is clear thatu0 tends to zero quite rapidly
asb→∞.

One may useu(1)
0 as an approximation ofu0, i.e., taking only the first summand of (6.29).

Since this series converges quite rapidly, this can provide an excellent approximation, as is
shown is Figure 2.

The relative portion|u0|/u can be used as an indication of the effect of barriers on option
value. When this is sufficiently small as indicated by calculations such as given here, an
investor may consider it justified to exchange a European option for a double barrier option
with the same payoff.

0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

b = |x±|

Figure 1. u(x, t) for supershare option evaluated atx = 0 for t = 0.25 (highest), 0.5, 0.75, 1.0
(lowest). Dotted lines mark the asymptotic valueu∞(x, t), which does not depend on the barrier.
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b = |x±|
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log10 u
(1)
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Figure 2. Ratio u(1)
0 (0, t)/u(0, t) (left) and order of magnitude (right) for the four timest under

consideration.
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