
Communications in Mathematical Analysis
Volume 9, Number 2, pp. 149–168 (2010)
ISSN 1938-9787

www.math-res-pub.org/cma

LOCAL EXISTENCE FOR PARTIAL NEUTRAL
FUNCTIONAL INTEGRODIFFERENTIAL EQUATIONS

WITH INFINITE DELAY

ABDERRAZZAK BOUFALA
Department of Mathematics

Faculty of Sciences and Technics
Sultan Moulay Slimane University
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Abstract
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1 Introduction

The purpose of this paper is to study local existence and uniqueness of integral solutions
for a class of partial neutral functional integrodifferential equations with infinite delay de-
scribed by the abstract form ∂

∂t
Dxt = ADxt +

R t
0 k(t,s,x(s))ds+F(t,xt), t ≥ 0,

x0 = ϕ ∈ B,
(1.1)

where A : D(A) ⊆ E → E is a linear operator on a Banach space (E, |.|), the phase space
B is a linear space of functions mapping (−∞,0] into E satisfying axioms which will be
described below; for every t ≥ 0, the history function xt ∈ B is defined by xt(θ) = x(t +θ),
for θ ∈ (−∞,0]; D is a bounded linear operator from B into E defined by

Dϕ = ϕ(0)−D0ϕ, for any ϕ ∈ B ,

D0 is a bounded linear operator from B into E; k : ∆(0,T )×E →E is a continuous function,
with ∆(0,T ) = {(t,s) : 0 ≤ s ≤ t ≤ T}. F is a nonlinear continuous function from [0,+∞)×
B into E and ϕ ∈ B is given.

In the literature devoted to equations with infinite delay, the phase space, the space of
initial data, is the space of continuous functions on (−∞,0] endowed with the uniform norm
topology. When the delay is infinite, the selection of the phase space B plays an important
role in the study of both qualitative and quantitative theories. The study of partial neutral
functional differential equations with infinite delay has received much attention in recent
years, we refer the reader to [7], [8], [1], [2], [13], [14], [22] and [15], where the basic
theory is given. Note that in the case where k = 0 we get the following equation ∂

∂t
Dxt = ADxt +F(t,xt), t ≥ 0,

x0 = ϕ ∈ B,
(1.2)

which has been studied by the second author of this paper in [7]. He has investigated local
existence and uniqueness of integral solutions using the integrated semigroup theory and
the well known Banach fixed point theorem.

In this paper, we use the basic theory developed in [7] for Eq. (1.2) to establish existence
of integral solutions to Eq. (1.1). We use the integrated semigroup theory and the strict
contraction principle to prove local existence and uniqueness of integral solutions.

As it was stated in [10], we point out that Eq. (1.1) can be transformed into Eq. (1.2)
by setting G(t,xt) =

R 0
−t k(t, t + s,xt(s))ds +F(t,xt). However, we have to assume that k is

a function from ∆(0,T )×B into E which is different from our assumption that k is defined
on ∆(0,T )×E. In general, the conclusions in [7] cannot be applied to our case.

This work is organized as follows. In section 2, we recall some preliminary results and
make some assumptions that will be used throughout. In section 3, we prove local existence
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and uniqueness of integral solutions to Eq. (1.1). Moreover, some properties of solutions
are also studied. To obtain existence and uniqueness of integral solutions, in [6] we have
supposed that F and k are globaly Lipschitz continuous. Here, we suppose that they are
Lipschitz continuous on the balls of B .

2 Preliminary notes

In this section we give some basic definitions, assumptions and preliminary results. Through-
out this paper, we suppose that (B,‖.‖B) is a (semi)normed abstract linear space of func-
tions mapping (−∞,0] into E, and satisfies the following fundamental axioms which have
been first introduced in [12] and widely discussed in [16].

(A) There exist a positive constant H and functions K(.), M(.) : IR+ → IR+, with K con-
tinuous and M locally bounded, such that for any σ ∈ IR and a > 0, if x : (−∞,σ+a]→ E,
xσ ∈ B and x(.) is continuous on [σ,σ+a], then for every t in [σ,σ+a] the following con-
ditions hold:
(i) xt ∈ B ,
(ii) |x(t)| ≤ H ‖xt‖B , which is equivalent to
(ii)′ |ϕ(0)| ≤ H ||ϕ||B , for every ϕ ∈ B ,
(iii) ‖xt‖B ≤ K(t−σ) sup

σ≤s≤t
|x(s)|+M (t−σ)‖xσ‖B .

(A1) For the function x(.) in (A), t 7→ xt is a B-valued continuous function for t in [σ,σ+a].
(B) The space B is complete.

Throughout, we also assume that the operator A satisfies the Hille-Yosida condition :

(H1) there exist M ≥ 0 and ω ∈ IR such that (ω,+∞)⊂ ρ(A) and

sup
{
(λ−ω)n

∥∥(λI−A)−n
∥∥ : n ∈ IN, λ > ω

}
≤M. (2.1)

Let A0 be the part of the operator A in D(A), which is defined by{
D(A0) =

{
x ∈ D(A) : Ax ∈ D(A)

}
,

A0x = Ax, for x ∈ D(A0).

It is well known that D(A0) = D(A) and the operator A0 generates a strongly continuous
semigroup (T0(t))t≥0 on D(A).
Recall that ([19]) for all x ∈ D(A) and t ≥ 0, one has

R t
0 T0(s)x ∈ D(A0) and(

A
Z t

0
T0(s)xds

)
+ x = T0(t)x. (2.2)

We also recall that (T0(t))t≥0 coincides on D(A0) with the derivative of the locally Lipschitz
integrated semigroup (S(t))t≥0 generated by A on E. Which is, according to [5] and [17], a
family of bounded linear operators on E, that satisfies
(i) S(0) = 0,
(ii) for any y ∈ E, t → S(t)y is strongly continuous with values in E,
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(iii) S(s)S(t) =
R s

0 (S(t + r)−S(r))dr for all t,s ≥ 0,
and for any τ > 0 there exists a constant l(τ) > 0 such that

‖S(t)−S(s)‖ ≤ l(τ) |t− s| , for all t,s ∈ [0,τ] .

This integrated semigroup is exponentially bounded, that is, there exist two constants M
and ω such that ‖S(t)‖ ≤Meωt for all t ≥ 0.

We need to recall the following results.
Consider the following system

 ∂

∂t
Dut = ADut if t ≥ 0,

u(θ) = ϕ(θ) if θ ∈ (−∞,0] with ϕ ∈ B.
(2.3)

Using equality (2.2), we can see that a necessary condition for u : (−∞,b)→ E, b > 0, to
be a solution of Eq. (2.3) is that it verifies the following integrated one on (−∞,b){

Dut = T0(t)Dϕ, t ≥ 0,
u0 = ϕ,

(2.4)

where
ϕ ∈ Y :=

{
ϕ ∈ B : Dϕ ∈ D(A)

}
.

Proposition 2.1. [7] Assume that Condition (H1) is satisfied and ‖D0‖K(0) < 1. Then,
for given ϕ ∈ Y there exists a unique function u which is continuous on [0,T ) and solves
Eq. (2.4) on (−∞,T ). Moreover, the family of operators (T (t))t≥0 defined on Y by T (t)ϕ =
ut(.,ϕ) is a C0-semigroup on Y .

We now define a fundamental integral solution Z(t) associated to Eq. (1.1). Consider for
given c ∈ E the following equation{

Dzt = S(t)c if t ≥ 0,
z(t) = 0 if t ∈ (−∞,0] .

(2.5)

To our purpose, we make the following condition

(H2) There exists a continuous nondecreasing function δ : [0,+∞)→ [0,+∞), δ(0) = 0 and
a family of continuous linear operators Wε : B → E, ε ∈ [0,+∞), such that

|D0ϕ−Dεϕ| ≤ δ(ε)‖ϕ‖B , for ε ∈ [0,+∞) and ϕ ∈ B ,

where the linear operator Dε : B → E is defined, for ε ∈ [0,+∞), by{
Dε = Wε ◦ τε,
τε(ϕ)(θ) = ϕ(θ− ε), for ϕ ∈ B and θ ∈ (−∞,0] .

Notice that Assumption (H2) means that the operator D0 does not depend very strongly
upon ϕ(0). It is the infinite delay version of the one introduced in [4] and [3].
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Proposition 2.2. [8] Assume that Conditions (H1) and (H2) are satisfied such that K(0)‖D0‖<
1. Then, for given c∈E, Eq. (2.5) has a unique integral solution z := z(.)c : (−∞,+∞)→E.
Moreover, the operator Z(t) : E → B defined by

Z(t)c = zt(.)c

satisfies, for any continuous function f : [0,+∞)→ E, the following properties
(i) For each T > 0, there exists a function α(.) ∈ L∞([0,T ] , IR+) and β ∈ IR such that
‖Z(t)‖ ≤ α(t)etβ for all t ∈ [0,T ];
(ii) Z(t)(E)⊆ Y , for all t ≥ 0;
(iii) For all τ > 0 there exists a constant k(τ) > 0 such that

‖Z(t)c−Z(s)c‖B ≤ k(τ) |t− s| |c| for all t,s ∈ [0,τ] and c ∈ E.

(iv) For any continuous function f : [0,+∞)→ E, the functions

t 7→
Z t

0
Z(t− s) f (s)ds and t 7→

Z t

0
S(t− s) f (s)ds

are continuously differentiable for all t ≥ 0 and satisfy

d
dt

(Z t

0
Z(t− s) f (s)ds

)
= lim

h→0+

1
h

Z t

0
T (t− s)Z(h) f (s)ds for all t ≥ 0.

D
(

d
dt

Z t

0
Z(t− s) f (s)ds

)
= lim

h→0+

1
h

Z t

0
S′(t− s)S(h) f (s)ds

=
d
dt

Z t

0
S(t− s) f (s)ds.

We recall the following definition.

Definition 2.3. [6] Let T > 0 and ϕ ∈ B . We say that a function x := x(.,ϕ) : (−∞,T )→
E, 0 < T ≤+∞, is an integral solution of Eq. (1.1), if
(i) x is continuous on [0,T ) ,
(ii)

R t
0 Dxs ds ∈ D(A) for t ∈ [0,T ) ,

(iii) Dxt = Dϕ+A
R t

0 Dxs ds+
R t

0 [
R s

0 k(s,τ,x(τ))dτ]ds+
R t

0 F(s,xs)ds for t ∈ [0,T ) ,
(iv) x(t) = ϕ(t), for all t ∈ (−∞,0].

We deduce from [1] and [21] that integral solutions of Eq. (1.1) are given for ϕ ∈ B such
that Dϕ ∈ D(A) by the following system


Dxt = S′(t)Dϕ+

d
dt

R t
0 S(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 S(t− s)F(s,xs)ds, t ∈ [0,T ) ,

x0 = ϕ ∈ B.

(2.6)

We also suppose that B is normed and satisfies one of the following two extra axioms.
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(C1) If (φn)n≥0 is a Cauchy sequence in B and if (φn)n≥0 converges compactly to φ on
(−∞,0], then φ is in B and ‖φn−φ‖B → 0, as n → ∞.

(D1) For a sequence (ϕn)n≥0 in B , if ‖ϕn‖B → 0, as n → ∞, then |ϕn(θ)| → 0, as n → ∞,
for each θ ∈ (−∞,0] .

Lemma 2.4. [18] Let B be a normed space which satisfies Axiom (C1) and f : [0,a]→ B,
a > 0, be a continuous function such that f (t)(θ) is continuous for (t,θ) ∈ [0,a]× (−∞,0].
Then [Z a

0
f (t)dt

]
(θ) =

Z a

0
f (t)(θ)dt, θ ∈ (−∞,0] .

We can obtain a similar result by using Axiom (D1).

Lemma 2.5. [[1], [9]] Let B satisfy Axiom (D1) and f : [0,a]→ B be a continuous func-
tion. Then for all θ ∈ (−∞,0] , the function f (.)(θ) is continuous and[Z a

0
f (t)dt

]
(θ) =

Z a

0
f (t)(θ)dt, θ ∈ (−∞,0] .

Proposition 2.6. Let B be a normed space which satisfies Axiom (C1) or Axiom (D1). If
there exists an integral solution x := x(.,ϕ) : (−∞,T )→ E, 0 < T ≤+∞, of Eq. (1.1), then
for t ∈ [0,T ) , the function t 7→ xt ∈ B satisfies

xt = T (t)ϕ+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,xs)ds

= T (t)ϕ+ lim
h→0+

1
h

R t
0 T (t− s)Z(h) [

R s
0 k(s,τ,x(τ))dτ]ds

+ lim
h→0+

1
h

R t
0 T (t− s)Z(h)F(s,xs)ds.

(2.7)

Conversely, if there exists a function y ∈ C ([0,T ) ,B) such that

y(t) = T (t)ϕ+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,y(s))ds, t ∈ [0,T ) ,

(2.8)

then y(t) = xt for all t ∈ [0,T ) , where

x(t) =
{

y(t)(0), t ∈ [0,T ) ,
ϕ(t), t ∈ (−∞,0] ,

and x(.) is an integral solution of Eq. (1.1).

Proof. We use similar arguments as in [8]. First, by Proposition 2.2, it is immediate that
for any continuous function f : [0,T )→ E,

W (t) :=
Z t

0
Z(t− s) f (s)ds.
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is continuously differentiable and W ′(0) = 0. Set

w(t) =
{

W (t)(0) if t ≥ 0,
0 if t ∈ (−∞,0] .

By use of axiom (A− (ii)′), w(t) is continuously differentiable. Lemma 2.4 or Lemma 2.5
implies that for all t ∈ [0,T )

w(t) =
(Z t

0
Z(t− s) f (s)ds

)
(0)

=
Z t

0
(Z(t− s) f (s))(0)ds

=
Z t

0
z(t− s) f (s)ds.

In general, for all t ∈ [0,T ) and θ ∈ (−∞,0]

(W (t))(θ) =
(Z t

0
Z(t− s) f (s)ds

)
(θ)

=
Z t

0
(Z(t− s) f (s))(θ)ds

=
Z t

0
z(t +θ− s) f (s)ds.

Besides, since z(s) = 0 for all s ∈ (−∞,0], we get

Z t

0
z(t +θ− s) f (s)ds =

Z t+θ

0
z(t +θ− s) f (s)ds, (2.9)

and (W (t))(θ) = w(t + θ). Which is equivalent to W (t) = wt . On the other hand, we can
see that for all t ∈ [0,T ) and θ ∈ (−∞,0]

(W ′(t))(θ) = w′(t +θ).

Hence W ′(t) = (w′)t for all t ∈ [0,T ) .
Now, suppose that y(.,ϕ) is a solution of Eq. (2.8). The function T (t)ϕ = ut with u :
(−∞,T )→ E is the integral solution of Dut = S′(t)Dϕ such that u0 = ϕ. Set

w(t) =
Z t

0
z(t− s)

[Z s

0
k(s,τ,y(τ)(0))dτ

]
ds+

Z t

0
z(t− s)F(s,y(s))ds. (2.10)
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From (2.10) and (2.10), we have for all t ∈ [0,T ) and θ ∈ (−∞,0]

w(t +θ) =
Z t+θ

0
z(t +θ− s)

[Z s

0
k(s,τ,y(τ)(0))dτ

]
ds

+
Z t+θ

0
z(t +θ− s)F(s,y(s))ds

=
Z t

0
z(t +θ− s)

[Z s

0
k(s,τ,y(τ)(0))dτ

]
ds

+
Z t

0
z(t +θ− s)F(s,y(s))ds

=
Z t

0
zt−s(θ)

[Z s

0
k(s,τ,y(τ)(0))dτ

]
ds

+
Z t

0
zt−s(θ)F(s,y(s))ds

=
Z t

0

(
Z(t− s)

[Z s

0
k(s,τ,y(τ)(0))dτ

])
(θ)ds

+
Z t

0
(Z(t− s)F(s,y(s)))(θ)ds

=
( R t

0 Z(t− s) [
R s

0 k(s,τ,y(τ)(0))dτ]ds
+

R t
0 Z(t− s)F(s,y(s))ds

)
(θ).

Hence

w′(t +θ) =
d
dt

( R t
0 Z(t− s) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

+
R t

0 Z(t− s)F(s,y(s))ds

)
(θ)

=

 d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,y(s))ds

(θ).

Then by the definition of y(t) in (2.8), we obtain

y(t)(θ) = (T (t)ϕ)(θ)+
(

d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

)
(θ)

+
(

d
dt

R t
0 Z(t− s)F(s,y(s))ds

)
(θ)

= ut(θ)+w′(t +θ).
then

y(t) = ut +(w′)t = (u+w′)t .

If we set x(t) = u(t)+w′(t), we obtain y(t) = xt and

xt = T (t)ϕ+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,y(s))ds

= T (t)ϕ+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,xs)ds.

Since D(T (t)ϕ) = S′(t)Dϕ and by Proposition 2.2
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D
(

d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds+

d
dt

R t
0 Z(t− s)F(s,xs)ds

)
=

d
dt

R t
0 S(t− s) [

R s
0 k(s,τ,x(τ))dτ]+

d
dt

R t
0 S(t− s)F(s,xs)ds,

x(t) is an integral solution of Eq. (1.1).
Conversely, let x(.,ϕ) be an integral solution of Eq. (1.1) on (−∞,T ), then

Dxt = S′(t)Dϕ+
d
dt

R t
0 S(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 S(t− s)F(s,xs)ds.

By definition of T (t), we get

Dxt = D(T (t)ϕ)+D(
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,xs)ds)

= D(T (t)ϕ)+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,xs)ds)

= D (ut +(w′)t) ,

where u : (−∞,T )→ E is the integral solution of Dut = S′(t)Dϕ, and w(t) is defined by

w(t) =
Z t

0
z(t− s)

[Z s

0
k(s,τ,y(τ)(0))dτ

]
ds+

Z t

0
z(t− s)F(s,y(s))ds.

We deduce that, D [(x− (u+w′))t ] = 0, and hence x− (u+w′) = 0. Consequently,

xt = ut +(w′)t

= T (t)ϕ+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,x(τ))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,xs)ds.

Which ends the proof of the proposition.

Remark 2.7. The proof of the above proposition needs computing integrals in B from in-
tegrals in E. That is why we suppose that B is normed and satisfies one of the two extra
axioms (C1) or (D1). See [18], [1] or [8] for more details.

3 Main Results

To obtain our main results on local existence and uniqueness of integral solutions to Eq. (1.1),
we make the following assumptions.
(H3) F : [0,+∞[×B is Lipschitz continuous with respect to ϕ on the balls of B , i.e., for each
r0 > 0, there exists a constant L0(r0) > 0 such that if t ≥ 0, ϕ1,ϕ2 ∈B and ‖ϕ1‖B ,‖ϕ2‖B ≤
r0 then

|F(t,ϕ1)−F(t,ϕ2)| ≤ L0(r0)‖ϕ1−ϕ2‖B .
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(H4) k : ∆(0,T )×E → E, with ∆(0,T ) = {(t,s) : 0 ≤ s ≤ t ≤ T}, is continuous and satis-
fies the local Lipschitz condition:

For each r1 > 0, there exists L1(r1) > 0 such that

|k(t,s,x1)− k(t,s,x2)| ≤ L1(r1) |x1− x2 | ,

for (t,s) ∈ ∆(0,T ) and |x1| , |x2| ≤ r1.

Theorem 3.1. Let B be a normed space which satisfies Axiom (C1) or Axiom (D1). Assume
that (H1), (H2), (H3) and (H4) hold. Let ϕ ∈ B such that Dϕ ∈ D(A). Then, there exists
a maximal interval of existence

(
−∞,bϕ

)
, bϕ > 0, and a unique integral solution u(.,ϕ) of

Eq. (1.1), defined on
(
−∞,bϕ

)
and either bϕ = +∞ or

limsup
t→b−ϕ

|u(t,ϕ)|= +∞.

Proof. Let b ∈ ]0,T ]. Note that (H4) implies that for each r1 > 0 there exists L1(r1) > 0
such that

|k(t,s,x)| ≤ |k(t,s,x)− k(t,s,0)|+ |k(t,s,0)| ,
≤ L1(r1) |x|+ |k(t,s,0)| ,
≤ r1L1(r1)+ sup

0≤s≤t≤b
|k(t,s,0)| , for |x| ≤ r1.

From (H3) it follows that for each r0 > 0 there exists L0(r0) > 0 such that

|F(t,ϕ)| ≤ r0L0(r0)+ sup
t∈[0,b]

|F(t,0)| , for t ∈ [0,b] , ϕ ∈ B and ‖ϕ‖B ≤ r0.

We set
c0 = r0L0(r0)+ sup

t∈[0,b]
|F(t,0)| , (3.1)

and
c1 = r1L1(r1)+ sup

0≤s≤t≤b
|k(t,s,0)| . (3.2)

Let ϕ ∈ B , with Dϕ ∈ D(A), r0 = ‖ϕ‖B +1 and r1 = H(‖ϕ‖B +1).

We define the set Ωϕ by

Ωϕ :=

{
y ∈ C ([0,b] ,B) : sup

0≤s≤b
‖y(s)−ϕ‖B ≤ 1

}
,

where C ([0,b] ,B) is endowed with the uniform convergence topology. We can easily see
that Ωϕ is a closed set of C ([0,b] ,B) . Consider the mapping

J : Ωϕ → C ([0,b] ,B) ,

defined for y ∈Ωϕ and t ∈ [0,b] by
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J (y)(t) := T (t)ϕ+
d
dt

R t
0 Z(t− s) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

+
d
dt

R t
0 Z(t− s)F(s,y(s))ds,

= T (t)ϕ+ lim
h→0+

1
h

R t
0 T (t− s)Z(h) [

R s
0 k(s,τ,y(τ)(0))dτ]ds

+ lim
h→0+

1
h

R t
0 T (t− s)Z(h)F(s,y(s))ds.

Next we show that
J
(
Ωϕ

)
⊆Ωϕ.

One can remark, as in the proof of Proposition 2.2 of [17], that

limsup
h→0+

1
h
‖Z(h)‖< +∞.

Then we can set

c := limsup
h→0+

1
h
‖Z(h)‖ . (3.3)

We have for suitable constants M and ω

‖J (y)(t)−ϕ‖B ≤ ‖T (t)ϕ−ϕ‖B
+Meωt R t

0 e−ωs 1
h ‖Z(h)‖

R s
0 |k(s,τ,y(τ)(0))|dτds

+Meωt R t
0 e−ωs 1

h ‖Z(h)‖|F(s,y(s))|ds.

We can assume here without loss of generality that ω > 0. Thus we obtain the estimate

‖J (y)(t)−ϕ‖B ≤ ‖T (t)ϕ−ϕ‖B +Mceωt
Z t

0

Z s

0
|k(s,τ,y(τ)(0))|dτds

+Mceωt
Z t

0
|F(s,y(s))|ds.

Since ‖y(s)−ϕ‖B ≤ 1, for s∈ [0,b] and r0 = ‖ϕ‖B +1, we have that ‖y(s)‖B ≤‖y(s)−ϕ‖B +
‖ϕ‖B ≤ r0, for s ∈ [0,b] , then

|F(s,y(s))| ≤ L0(r0)‖y(s)‖B + |F(s,0)| ≤ c0.

From Axiom (A− ii), we have

|y(τ)(0)| ≤ H ‖y(τ)‖B
≤ H (‖y(s)−ϕ‖B +‖ϕ‖B)
≤ H (1+‖ϕ‖B) , for 0 ≤ τ ≤ s ≤ t ≤ b.

Since r1 = H(‖ϕ‖B +1) then
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|k(s,τ,y(τ)(0))| ≤ L1(r1) |y(τ)(0)|+ sup
0≤τ≤s≤b

|k(s,τ,0)|

≤ L1(r1)H ‖y(τ)‖B + sup
0≤τ≤s≤b

|k(s,τ,0)|

≤ L1(r1)H (1+‖ϕ‖B)+ sup
0≤τ≤s≤b

|k(s,τ,0)|

≤ c1.

Consider b > 0 sufficiently small such that

sup
0≤s≤b

{
‖T (s)ϕ−ϕ‖B +Mceωsc1s2 +Mceωsc0s

}
< 1.

Note that lim
s→0

‖T (s)ϕ−ϕ‖B = 0 since B is normed.

Then, we deduce that for t ∈ [0,b]

‖J (v)(t)−ϕ‖B ≤ ‖T (t)ϕ−ϕ‖B +Mceωsc1t2 +Mceωtc0t < 1.

Hence
J
(
Ωϕ

)
⊆Ωϕ.

On the other hand, let u,v ∈Ωϕ and t ∈ [0,b]. Then we have

‖J (u)(t)− J (v)(t)‖B ≤Meωt R t
0 e−ωs 1

h ‖Z(h)‖
R s

0

∣∣∣∣ k(s,τ,u(τ)(0))
−k(s,τ,v(τ)(0))

∣∣∣∣dτds

+Meωt R t
0 e−ωs 1

h ‖Z(h)‖|F(s,u(s))−F(s,v(s))|ds.

We can assume here without loss of generality that ω > 0. Thus we obtain the estimate

‖J (u)(t)− J (v)(t)‖B ≤Mceωt R t
0

R s
0 |k(s,τ,u(τ)(0))− k(s,τ,v(τ)(0))|dτds

+Mceωt R t
0 |F(s,u(s))−F(s,v(s))|ds

≤MceωtL1(r1)
R t

0
R s

0 |u(τ)(0)− v(τ)(0)|dτds
+MceωtL0(r0)

R t
0 ‖u(s)− v(s)‖B ds

≤MceωtL1(r1)H
R t

0
R s

0 ‖u(τ)− v(τ)‖B dτds
+MceωtL0(r0)

R t
0 ‖u(s)− v(s)‖B ds

≤ (MceωbL1(r1)Hb2

+MceωbL0(r0)b)‖u− v‖C ([0,b],B) .

Since r0 = ‖ϕ‖B + 1 > 0, by definition of c0 in (3.1), we have L0 (r0) ≤ c0. Similarly,
since c1 = r1L1(r1)+ sup

0≤s≤t≤b
|k(t,s,0)|with r1 = H(‖ϕ‖B +1), then we have HL1 (r1)≤ c1.

Consequently

MceωbL1 (r1)b2H +MceωbL0 (r0)b ≤ sup
0≤s≤b

{‖T (s)ϕ−ϕ‖B +Mceωsc1s2

+Mceωsc0s}
< 1,
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then
‖J (u)(t)− J (v)(t)‖B < ‖u− v‖C ([0,b],B) .

This means that J is a strict contraction in
(
Ωϕ, ‖.‖B

)
.We conclude that there exists a

unique function y ∈ Ωϕ such that J(y) = y. Then, Eq. (1.1) has one and only one integral
solution x : (−∞,b)→ E defined by

x(t) =
{

y(t)(0), t ∈ [0,b) ,
ϕ(t), t ∈ (−∞,0] .

Let
(
−∞,bϕ

)
be the maximal interval of existence of x. Assume that bϕ < +∞ and

limsup
t→b−ϕ

|x(t,ϕ)|< +∞.

Consider t, t +h ∈
[
0,bϕ

)
and h > 0,

xt+h = T (t +h)ϕ + lim
d→0+

1
d

R t+h
0 T (t +h− s)Z(d) [

R s
0 k(s,τ,x(τ))dτ]ds

+ lim
d→0+

1
d

R t+h
0 T (t +h− s)Z(d)F(s,xs)ds

= T (t +h)ϕ

+ lim
d→0+

1
d

( R h
0 T (t)T (h− s)Z(d) [

R s
0 k(s,τ,x(τ))dτ]ds

+
R t+h

h T (t +h− s)Z(d) [
R s

0 k(s,τ,x(τ))dτ]ds

)

+ lim
d→0+

1
d

( R h
0 T (t)T (h− s)Z(d)F(s,xs)ds

+
R t+h

h T (t +h− s)Z(d)F(s,xs)ds

)
,

and

xt = T (t)ϕ + lim
d→0+

1
d

Z t

0
T (t− s)Z(d)

[Z s

0
k(s,τ,x(τ))dτ

]
ds

+ lim
d→0+

1
d

Z t

0
T (t− s)Z(d)F(s,xs)ds.

Since Z t+h

h
T (t +h− s)Z(d)F(s,xs)ds =

Z t

0
T (t− s)Z(d)F(s+h,xs+h)ds,

and R t+h
h T (t +h− s)Z(d) [

R s
0 k(s,τ,x(τ))dτ]ds

=
R t

0 T (t− s)Z(d)
[R s+h

0 k(s+h,τ,x(τ))dτ

]
ds,

we have

xt+h− xt = T (t +h)ϕ−T (t)ϕ

+ lim
d→0+

1
d

 T (t)
R h

0 T (h− s)Z(d) [
R s

0 k(s,τ,x(τ))dτ]ds+R t
0 T (t− s)Z(d)

[ R s+h
0 k(s+h,τ,x(τ))dτ

−
R s

0 k(s,τ,x(τ))dτ

]
ds


+ lim
d→0+

1
d

(
T (t)

R h
0 T (h− s)Z(d)F(s,xs)ds

+
R t

0 T (t− s)Z(d)(F(s+h,xs+h)−F(s,xs))ds

)
.

(3.4)
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From (iv) in Proposition 2.2, we know that

lim
d→0+

1
d

Z h

0
T (h− s)Z(d)F(s,xs)ds =

d
dh

Z h

0
Z(h− s)F(s,xs)ds,

and

lim
d→0+

1
d

R h
0 T (h− s)Z(d) [

R s
0 k(s,τ,x(τ))dτ]ds

=
d

dh
R h

0 Z(h− s) [
R s

0 k(s,τ,x(τ))dτ]ds.

Then (3.4) becomes

xt+h− xt = T (t +h)ϕ−T (t)ϕ

+ lim
d→0+

1
d

T (t)
R h

0 T (h− s)Z(d) [
R s

0 k(s,τ,x(τ))dτ]ds

+ lim
d→0+

1
d

R t
0 T (t− s)Z(d)

[ R s+h
0 k(s+h,τ,x(τ))dτ

−
R s

0 k(s,τ,x(τ))dτ

]
ds

+ lim
d→0+

1
d

T (t)
R h

0 T (h− s)Z(d)F(s,xs)ds

+ lim
d→0+

1
d

R t
0 T (t− s)Z(d)(F(s+h,xs+h)−F(s,xs))ds.

(3.5)

Now we estimate the above four limits∥∥∥T (t)
R h

0 T (h− s)Z(d) [
R s

0 k(s,τ,x(τ))dτ]ds
∥∥∥

B
≤Meω(t+h) R h

0 ‖Z(d)‖
R s

0 |k(s,τ,x(τ))|dτds

≤Meω(t+h) ‖Z(d)‖h2

(
r1L1(r1)+ sup

0≤τ≤s≤bϕ

|k(s,τ,0)|

)
.

Notice that sup
0≤τ≤s≤bϕ

|k(s,τ,0)|< ∞ since bϕ < ∞. Hence the first limit is estimated as

∥∥∥∥ lim
d→0+

1
d

T (t)
R h

0 T (h− s)Z(d) [
R s

0 k(s,τ,x(τ))dτ]ds
∥∥∥∥

B
≤Meωheωbϕch2c3,

where
c3 := r1L1(r1)+ sup

0≤τ≤s≤bϕ

|k(s,τ,0)| .

Let us make the following decompositionR t
0 T (t− s)Z(d)

[R s+h
0 k(s+h,τ,x(τ))dτ−

R s
0 k(s,τ,x(τ))dτ

]
ds

=
R t

0 T (t− s)Z(d)
[ R h

0 k(s+h,τ,x(τ))dτ

+
R s

0 k(s+h,τ+h,x(τ+h))dτ−
R s

0 k(s,τ,x(τ))dτ

]
ds

=
R t

0 T (t− s)Z(d)
[R h

0 k(s+h,τ,x(τ))dτ

]
ds

+
R t

0 T (t− s)Z(d) [
R s

0 (k(s+h,τ+h,x(τ))− k(s,τ,x(τ)))dτ]ds
+

R t
0 T (t− s)Z(d) [

R s
0 (k(s+h,τ+h,x(τ+h))− k(s+h,τ+h,x(τ)))dτ]ds

:= I1 + I2 + I3.

(3.6)
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Then, the first integral I1 is estimated as

‖ I1‖B ≤
R t

0 Meω(t−s) ‖Z(d)‖
[R h

0 |k(s+h,τ,x(τ))|dτ

]
ds

≤Meωbϕ ‖Z(d)‖bϕhc3.
(3.7)

For I2, we have

‖I2‖B ≤
R t

0 Meω(t−s) ‖Z(d)‖
R s

0 |k(s+h,τ+h,x(τ))− k(s,τ,x(τ))|dτds
≤Meωbϕ ‖Z(d)‖

R t
0

R s
0 |k(s+h,τ+h,x(τ))− k(s,τ,x(τ))|dτds.

Set

g(t,h) :=
Z t

0

Z s

0
|k(s+h,τ+h,x(τ))− k(s,τ,x(τ))|dτds.

For I3, from (A− (ii)′), we have that |xτ+h(0)− xτ(0)| ≤ H ‖xτ+h− xτ‖B , then

‖I3‖B ≤
R t

0 Meω(t−s) ‖Z(d)‖
R s

0

∣∣∣∣ k(s+h,τ+h,x(τ+h))
−k(s+h,τ+h,x(τ))

∣∣∣∣dτds

≤Meωbϕ ‖Z(d)‖bϕL1(r1)
R t

0 sup
0≤τ≤s

|x(τ+h)− x(τ)|ds

≤Meωbϕ ‖Z(d)‖bϕL1(r1)H
R t

0 sup
0≤τ≤s

‖xτ+h− xτ‖B ds.

Then we have the estimate for the second limit

∥∥∥∥ lim
d→0+

1
d

R t
0 T (t− s)Z(d)

[R s+h
0 k(s+h,τ,x(τ))dτ−

R s
0 k(s,τ,x(τ))dτ

]
ds
∥∥∥∥

B

≤Meωbϕc
(

bϕhc3 +g(t,h)+bϕL1(r1)H
R t

0 sup
0≤τ≤s

‖xτ+h− xτ‖B ds
)

.

Similarly, for the third and fourth limits, we can see that∥∥∥∥ lim
d→0+

1
d

T (t)
R h

0 T (h− s)Z(d)F(s,us)ds
∥∥∥∥

B
≤Meωheωbϕchc2,

where
c2 := r0L0(r0)+ sup

s∈[0,bϕ)
|F(s,0)| ,

and ∥∥∥∥ lim
d→0+

1
d

R t
0 T (t− s)Z(d)(F(s+h,us+h)−F(s,us))ds

∥∥∥∥
B

≤Meωbϕc
(
L0(r0)

R t
0 ‖us+h−us‖ds+ f (t,h)

)
,

where

f (t,h) :=
Z t

0
|F(s+h,us)−F(s,us)|ds.

Thus we infer
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‖xt+h− xt‖B ≤ sup
0≤σ≤t

‖xσ+h− xσ‖B

≤Meωbϕ ‖T (h)ϕ−ϕ‖B +Meωheωbϕch2c3 +Meωbϕc f (t,h)
+Meωbϕcbϕhc3 +Meωbϕcg(t,h)+Meωheωbϕchc2
+MeωbϕcbϕL1(r1)H sup

0≤σ≤t

R
σ

0 sup
0≤τ≤s

‖xτ+h− xτ‖B ds

+MeωbϕcL0(r0) sup
0≤σ≤t

R
σ

0 ‖xs+h− xs‖B ds.

We can see that

sup
0≤σ≤t

Z
σ

0
sup

0≤τ≤s
‖xτ+h− xτ‖B ds =

Z t

0
sup

0≤τ≤s
‖xτ+h− xτ‖B ds,

and

sup
0≤σ≤t

Z
σ

0
‖xs+h− xs‖B ds =

Z t

0
‖xs+h− xs‖B ds

≤
Z t

0
sup

0≤τ≤s
‖xτ+h− xτ‖B ds.

We set

J1 := Meωbϕ ‖T (h)ϕ−ϕ‖B +Meωheωbϕch2c3 +Meωbϕc f (t,h)
+Meωbϕcbϕhc3 +Meωbϕcg(t,h)+Meωheωbϕchc2,

and

J2 := MeωbϕcbϕL1(r1)H +MeωbϕcL0(r0).

Then

‖xt+h− xt‖B ≤ sup
0≤σ≤t

‖xσ+h− xσ‖B

≤ J1 + J2
R t

0 sup
0≤τ≤s

‖xτ+h− xτ‖B ds.

By Gronwall’s lemma, it follows that

‖xt+h− xt‖B ≤ J1 exp(J2) .

The bounded convergence theorem by Lebesgue implies that

lim
h→0

f (bϕ,h) = 0 and lim
h→0

g(bϕ,h) = 0.

Therefore,
lim
h→0

‖xt+h(.,ϕ)− xt(.,ϕ)‖B = 0

uniformly for t ∈
[
0,bϕ

)
. Consequently, Axiom (A− ii) implies that

lim
h→0

|x(t +h,ϕ)− x(t,ϕ)|= 0.

Using the same reasoning, one can show a similar result for h < 0. We deduce that x is
uniformly continuous on

[
0,bϕ

)
, and lim

t→bϕ

|x(t,ϕ)| exists. This implies that the solution

x(.,ϕ) can be extended to the right in bϕ, which contradicts the maximality of
(
−∞,bϕ

)
.

This completes the proof of Theorem 3.1.
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4 Application

Let E := C ([0,π] ; IR) be the space of continuous functions from [0,π] to IR endowed with
the uniform norm topology and define the operator A : D(A)⊂ E → E by

D(A) =
{

y ∈C2 ([0,π] , IR) : y(0) = y(π) = 0
}

,
Ay = y′′.

Lemma 4.1. [11]. (0,+∞)⊂ ρ(A),
∥∥∥(λI−A)−1

∥∥∥≤ 1
λ

for λ > 0, and

D(A) = {y ∈ E : y(0) = y(π) = 0} 6= E.

Let γ > 0. We choose the phase space

B :=
{

φ ∈C ((−∞,0] , E) such that lim
θ→−∞

eγθ
φ(θ) exists in E

}
.

Lemma 4.2. ([16] and [20]). B with the norm ‖φ‖B = sup
θ≤0

eγθ |φ(θ)| for φ ∈ B , satisfies

the axioms (A), (A1), (B), (C1) and (D1) with K(0) = 1.

Consider the following equation ∂

∂t
Dxt = ADxt +

R t
0 k(t,s,x(s))ds+F(t,xt), t ≥ 0,

x0 = ϕ,
(4.1)

with {
x(t)(ξ) = u(t,ξ), t ≥ 0, ξ ∈ [0,π] ,
ϕ(θ)(ξ) = u0(θ,ξ), θ ≤ 0, ξ ∈ [0,π] ,

and for all ξ ∈ [0,π] and φ ∈ B

{
k(t,s,x(s))(ξ) = g2 (t− s,x(s)(ξ)) , t ≥ s ≥ 0,
F(t,φ)(ξ) = c

R 0
−∞

g1(θ)φ(θ)(ξ)dθ+a(t)h1 (φ(−r))(ξ)+h2(t,ξ), t ≥ 0,

where r and c are positive constants, g1 is a positive integrable function, g2 : [0,∞)×IR→ IR,
a : [0,∞) → IR, h1 : IR → IR , h2 : [0,∞)× [0,π] → IR and u0 : (−∞,0]× [0,π] → IR are
continuous functions and D : B → E is a bounded linear operator defined by Dϕ =
ϕ(0)−D0ϕ for any ϕ ∈ B , D0 is a bounded linear operator from B into E.
The part A0 of A in D(A) is defined by

D(A0) =
{

y ∈C2 ([0,π] , IR) : y(0) = y(π) = y′′(0) = y′′(π) = 0
}

,
A0y = y′′,
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with D(A0) = D(A) .
Eq. (4.1) is the abstract form of the following model



∂

∂t
[u(t,ξ)− (D0ut)(ξ)] =

∂2

∂ξ2 [u(t,ξ)− (D0ut)(ξ)]+h2(t,ξ)

+c
R 0
−∞

g1(θ)u(t +θ,ξ)dθ+
R t

0 g2 (t− s,u(s,ξ))ds
+a(t)h1 (u(t− r,ξ)) , t ≥ 0, 0 ≤ ξ ≤ π,

u(t,0)− (D0ut)(0) = u(t,π)− (D0ut)(π) = 0, t ≥ 0,

u(θ,ξ) = u0(θ,ξ), −∞ < θ ≤ 0, 0 ≤ ξ ≤ π.

(4.2)

Lemma (4.1) implies that assumption (H1) is satisfied.
We assume that
(i) h1 is locally Lipschitz continuous,
(ii) g1(.)e−γ. is integrable on (−∞,0],

(iii) lim
θ→−∞

(
eγθ sup

0≤ξ≤π

|u0(θ,ξ)|

)
exists.

(iv) a is bounded on [0,+∞),
(v) g2 : [0,∞)×IR→ IR is locally Lipschitz continuous with respect to the second argument.

We have, for every φ1,φ2 ∈ B ,

sup
0≤ξ≤π

R 0
−∞

g1(θ) |φ1(θ)(ξ)−φ2(θ)(ξ)|dθ

= sup
0≤ξ≤π

R 0
−∞

e−γθg1(θ)
(
eγθ |φ1(θ)(ξ)−φ2(θ)(ξ)|

)
dθ,

≤
(R 0

−∞
e−γθg1(θ)dθ

)
‖φ1−φ2‖B .

Let α0 > 0 and φ1, φ2 ∈ B such that ‖φ1‖B ,‖φ2‖B ≤ α0.

Then, |φ1(−r)(ξ)| , |φ2(−r)(ξ)| ≤ α0eγr for every ξ ∈ [0,π] . Thus, from Assumption (i),
there exists a positive constant b0(α0) which depends only on α0 such that

sup
s≥0

|a(s)| sup
0≤ξ≤π

|h1(φ1(−r)(ξ))−h1(φ2(−r)(ξ))|

≤ |a|
∞

b0(α0) sup
0≤ξ≤π

|φ1(−r)(ξ)−φ2(−r)(ξ)| ,

≤ |a|
∞

b0(α0)eγr ‖φ1−φ2‖B .

We conclude that assumptions (i), (ii) and (iv) imply that F satisfies the hypothesis (H3).
Moreover, assumption (v) implies that for α1 > 0, there exists a positive constant b1(α1)
such that

|k(t,s,x1)− k(t,s,x2)| = sup
0≤ξ≤π

|g2 (t− s,x1(ξ))−g2 (t− s,x2(ξ))|

≤ sup
0≤ξ≤π

b1(α1) |x1(ξ)− x2(ξ)|

≤ b1(α1) |x1− x2| ,
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for t ≥ 0, t ≥ s ≥ 0 and x1, x2 ∈ E, with |x1| , |x2| ≤ α1. It follows that condition (H4) is
satisfied. From assumption (iii) we have ϕ ∈ B .
Finally, if operator D satisfies assumption (H2), with Dϕ∈D(A), then Theorem 3.1 ensures
the existence of a maximal interval of existence (−∞,bu0) and a unique integral solution
u(t,ξ) of Eq. (4.1) on (−∞,bu0)× [0,π].
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