On sampling distributions for coalescent processes with simultaneous multiple collisions
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Recursions for a class of sampling distributions of allele configurations are derived for the situation where the genealogy of the underlying population is modelled by a coalescent process with simultaneous multiple collisions of ancestral lineages. These recursions describe a new family of partition structures in terms of the composition probability function, parametrized by the infinitesimal rates of the coalescent process. For the Kingman coalescent process with only binary mergers of ancestral lines, the recursion reduces to that known for the classical Ewens sampling distribution. We solve the recursion for the star-shaped coalescent. The asymptotic behaviour of the number \( K_n \) of alleles (types) for large sample size \( n \) is studied, in particular for the star-shaped coalescent and the Bolthausen–Sznitman coalescent.
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1. Introduction

In population genetics the ancestry of a sample of \( n \) genes, taken from a large population, is often modelled by a continuous-time stochastic process known as the \( n \)-coalescent (Kingman 1982a; 1982b; 1982c). Mutations are superimposed on the genealogical tree of the sample as follows. Conditional on the tree, mutations occur independently of the tree at the points of a homogeneous Poisson process with rate \( r = \theta/2 > 0 \) acting along each branch of the tree. Usually, the infinitely-many-alleles model is assumed, that is, each mutation leads to a new type (allele) never seen before in the population. The special choice \( r = \theta/2 \) for the rate of the Poisson process has historical reasons. With this choice the right-hand sides in the distributions (1) and (2) below have a quite simple form.

Assume that there are \( k \in \{1, \ldots, n\} \) types in the sample. Ewens’ celebrated sampling distribution states that, if you label these \( k \) types randomly, that is, in an exchangeable order, you will see a specific non-ordered allele configuration \( n = (n_1, \ldots, n_k) \), that is, \( n_j \) genes of (randomly labelled) type \( j, j \in \{1, \ldots, k\} \), with probability
probability $P_{S_n}$ on the set $S_n := \{ n = (n_1, \ldots, n_k) \in \mathbb{N}^k \mid 1 \leq k \leq n, n_1 + \cdots + n_k = n \}$ of all non-ordered allele configurations, as

$$
p(n) = \frac{\theta^k n!}{[\theta]^n k! n_1 \cdots n_k},
$$

where $[\theta]^n := \theta(\theta + 1) \cdots (\theta + n - 1)$. Obviously, (1) defines an exchangeable distribution on the set $S_n$. Combinatorial proofs of (2) can be found in Griffiths and Lessard (2005). It is straightforward to verify that the sampling probability (1) satisfy the recursion

$$
p(n) = \frac{\theta}{\theta + n - 1} \sum_{j=1}^{k} \frac{1}{k} p(\tilde{n}_j) + \frac{n - 1}{\theta + n - 1} \sum_{j=1}^{k} \frac{n_j - 1}{n - 1} p(n - e_j)
$$

(3)

for $\mathbf{n} = (n_1, \ldots, n_k)$ with $n := \sum_{j=1}^{k} n_j \geq 2$, where $\tilde{n}_j := (n_1, \ldots, n_{j-1}, n_{j+1}, \ldots, n_k)$ and $e_j$ denotes the $j$th unit vector in $\mathbb{R}^k$. Similar recursions for models with a finite number of types have been used by De Iorio and Griffiths (2004, Section 3). The recursion (3) can be either verified directly from (1), or deduced by looking at the first event which happens backwards in time. As we look back into the past at the history of the genes in the sample, we will eventually see either a mutation or a coalescence. Under the Kingman coalescent, the time $W_n$ back to the first mutation is exponentially distributed with parameter $nr$. The time $T_n$ back to the first coalescence is independent of $W_n$ and exponentially distributed with parameter $g_n := n(n - 1)/2$. Therefore, the first event backwards in time is a mutation with probability $P(W_n < T_n) = nr/(g_n + nr) = \theta/(\theta + n - 1)$, and a coalescence with the complementary probability $P(W_n > T_n) = (n - 1)/(\theta + n - 1)$. These two probabilities are the fractions in front of the sums on the right-hand side in (3). Given that the first event
backwards in time is a mutation, one of the (randomly labelled) types which appear only once in the sample is produced by this mutation, which explains the first sum

\[ \frac{a_1}{k} p(\bar{\mathbf{n}}) = \sum_{j=1}^{k} \frac{p(\bar{\mathbf{n}}_j)}{k} \]

on the right-hand side in (3). Here \( \bar{\mathbf{n}} \) is derived from \( \mathbf{n} \) by removing one of its entries which are equal to 1. Note that \( p(\bar{\mathbf{n}}_j) \) does not depend on \( j \) as long as \( n_j = 1 \). If the first event backwards in time is a coalescence, then two genes merge into a singleton. Such a merger occurs among genes of type \( j, j \in \{1, \ldots, k\} \), with probability \( (n_j - 1)/(n - 1) \), provided the constraint \( n_j > 1 \) is satisfied, which explains the second sum on the right-hand side in (3).

Arguments of this type are often helpful in the context of coalescent theory to derive useful recursions (Griffiths and Tavare 1996, Section 3). For example, similar arguments show that the recursion in terms of the probabilities \( q(\mathbf{a}) \) in (2) is given by

\[ q(1, 0, 0, \ldots) = 1 \]

and

\[ q(\mathbf{a}) = \frac{\theta}{\theta + n - 1} q(\mathbf{a} - e_1) + \frac{n - 1}{\theta + n - 1} \sum_{i=1}^{n-1} \frac{i(a_i - 1)}{n - 1} q(\mathbf{a} + e_i - e_{i+1}) \]

for \( n = \sum_i a_i \geq 2 \), with \( q(\mathbf{a}) = 0 \) if at least one of the entries \( a_1, a_2, \ldots \) is negative. Note that in (4) the unit vectors are in \( \mathbb{R}^\infty \). Of course, the recursion for \( q \) can be also deduced directly from (2). It also follows from the recursion for \( p \) via multiplication of (3) by \( k!/a_1! \cdots a_n! \).

It is known (Pitman 1999; Sagitov 1999; Möhle and Sagitov 2001) that, in addition to the Kingman coalescent, a richer class of coalescent processes plays an important role in population genetics. While the Kingman coalescent has only binary mergers of ancestral lineages, these more general coalescent processes allow for multiple and even simultaneous multiple mergers of ancestral lineages. Figure 1 shows a multiple collision and a simultaneous multiple collision for a sample of size \( n = 8 \). A simultaneous multiple collision appears (by definition) if at least two multiple collisions happen at exactly the same time.

In this paper recursions for sampling formulae of allele configurations are presented when the underlying genealogical tree is a coalescent with simultaneous multiple collisions. We
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**Figure 1.** Collisions for a sample of size 8.
start in Section 2 with a brief summary on coalescent processes with simultaneous multiple collisions. In Section 3 sampling recursions are studied when the coalescent allows only for multiple collisions of ancestral lineages. In Section 4 the star-shaped coalescent is studied in detail. Extensions to the general case with simultaneous collisions are presented in Section 5. The paper concludes in Section 6 with examples and numerical studies, in particular for the Bolthausen–Sznitman coalescent.

2. Coalescent processes with simultaneous multiple collisions

Basically, there are two approaches in the literature to coalescent processes with simultaneous multiple collisions, the ‘consistent rates approach’ of Pitman (1999) and Schweinsberg (2000b), and the ‘weak limit approach’ of Möhle and Sagitov (2001). The following method essentially coincides with the ‘consistent rates approach’. However, we modify some parts of Pitman and Schweinsberg’s approach for the sake of simplicity. In the following it is assumed that there exist functions \( \phi_j : \mathbb{N}^j \to \mathbb{R} \), \( j \in \mathbb{N} \), with the following properties:

(i) For each \( j \in \mathbb{N} \), the function \( \phi_j \) is symmetric with respect to the \( j \) coordinates, that is, \( \phi_j(k_{\pi_1}, \ldots, k_{\pi_j}) = \phi_j(k_1, \ldots, k_j) \) for all \( k_1, \ldots, k_j \in \mathbb{N} \) and each permutation \( \pi \) of the indices \( \{1, \ldots, j\} \).

(ii) \( \phi_j(k_1, \ldots, k_j) \geq 0 \) for all \( j, k_1, \ldots, k_j \in \mathbb{N} \), with \( k_1 + \ldots + k_j > j \).

(iii) \( \sum_{j=1}^n \frac{1}{j!} \sum_{k_1, \ldots, k_j \in \mathbb{N}} \frac{\phi_j(k_1, \ldots, k_j)}{k_1! \cdots k_j!} = 0 \) for all \( j \in \mathbb{N} \).

The existence of such functions \( \phi_j \) is obvious. Note that \( \phi_1(1) = 0 \) and that property (iii) determines \( \phi_j(1, \ldots, 1) \). For \( n \in \mathbb{N} \), let \( \mathcal{E}_n \) denote the set of all equivalence relations on \( \{1, \ldots, n\} \). For \( \xi \in \mathcal{E}_n \), let \( |\xi| \) denote the number of blocks (equivalence classes) of \( \xi \).

**Definition 2.1.** Fix \( n \in \mathbb{N} \). A time-continuous Markovian chain \( (R_t^{(n)})_{t \geq 0} \) on a probability space \( (\Omega, \mathcal{F}, P) \) with state space \( \mathcal{E}_n \) is called \( n \)-coalescent with rate functions \( \phi_1, \ldots, \phi_n \), if \( R_0^{(n)} = \{(i, i) \mid 1 \leq i \leq n\} \) and if the infinitesimal rates \( q_{\xi\eta} := \lim_{h \downarrow 0} h^{-1}(P(R_{t+h} = \eta \mid R_t = \xi) - \delta_{\xi\eta}) \), \( \xi, \eta \in \mathcal{E}_n \), are given by

\[
q_{\xi\eta} = \begin{cases} \phi_a(b_1, \ldots, b_a), & \text{if } \xi \subseteq \eta, \\ 0, & \text{otherwise}, \end{cases}
\]

(5)

where \( a = |\eta| \) and \( b_1, \ldots, b_a \in \mathbb{N} \) are the group sizes of merging equivalence classes of \( \xi \).

**Remark.** Note that the rates (5) do not depend on \( n \). As the functions \( \phi_j \) are symmetric, \( \phi_a(b_1, \ldots, b_a) \) does not depend on the order of the group sizes of merging classes of \( \xi \). Thus the rates (5) are well defined. Assumption (iii) ensures that \( \sum_{\eta \in \mathcal{E}_n} q_{\xi\eta} = 0 \) for all \( \xi \in \mathcal{E}_n \). Thus \( Q := (q_{\xi\eta})_{\xi,\eta \in \mathcal{E}_n} \) is a generator matrix. The existence of a Markovian chain with state space \( \mathcal{E}_n \) and rates (5) is obvious, as on finite state spaces Markovian chains can be constructed for arbitrary generators.
**Definition 2.2.** A family of functions \( \phi_j : \mathbb{N}^j \to \mathbb{R}, j \in \mathbb{N}, \) is called natural or consistent, if

\[
\phi_j(k_1, \ldots, k_j) = \phi_{j+1}(k_1, \ldots, k_j, 1) + \sum_{i=1}^{j} \phi_j(k_1, \ldots, k_{i-1}, k_i + 1, k_{i+1}, \ldots, k_j)
\]

(6)

for all \( j, k_1, \ldots, k_j \in \mathbb{N}. \)

**Remark.** Condition (6) coincides with the consistency relation for an EPPF described in Pitman (1995, Proposition 10). Note that (6) and (ii) imply that the functions \( \phi_j, j \in \mathbb{N}, \) are monotone in the sense that

\[
\phi_j(k_1, \ldots, k_j) \leq \phi_j(m_1, \ldots, m_i)
\]

(7)

whenever \( j \geq l \geq 1 \) and \( k_1, \ldots, k_j, m_1, \ldots, m_l \in \mathbb{N} \) with \( k_1 \geq m_1, \ldots, k_l \geq m_l \) and \( m_1 + \ldots + m_l > l. \) We verify (7) by induction on the difference \( d := j - l \in \mathbb{N}_0. \) The consistency property (6) and (ii) ensure that \( \phi_i(m_1, \ldots, m_i) \geq \phi_i(m_1, \ldots, m_{i-1}, m_i + 1, m_{i+1}, \ldots, m_l) \) for \( i \in \{1, \ldots, l\}. \) Iteratively it follows that (7) holds for \( j = l, \) that is, for \( d = 0. \) Again using (6) and (7) for \( d = 0, \) we see that \( \phi_i(m_1, \ldots, m_l) \geq \phi_{i+1}(m_1, \ldots, m_i, 1) \geq \phi_{i+1}(k_1, \ldots, k_{i+1}), \) which shows that (7) is valid for \( j = l + 1, \) that is, for \( d = 1. \) Finally, applying (7) with \( d = 1 \) exactly \( j - l \) times yields \( \phi_i(m_1, \ldots, m_l) \geq \phi_{i+1}(k_1, \ldots, k_{i+1}) \geq \phi_{i+2}(k_1, \ldots, k_{i+2}) \geq \cdots \geq \phi_k(k_1, \ldots, k_j). \)

**Example.** Fix \( l \in \mathbb{N}. \) Define \( \phi_j(k_1, \ldots, k_j) := (l)_j/l^k \) for \( j, k_1, \ldots, k_j \in \mathbb{N} \) with \( k := k_1 + \ldots + k_j \) and \( \phi_j(1, \ldots, 1) := -\sum_{i=1}^{j-1} \phi_i(2, 1, \ldots, 1) = -\sum_{i=1}^{j-1} (l)_i/l^{i+1}, \) where \( (l)_j := l(l-1) \cdots (l-j+1). \) It is straightforward to verify that this family of functions \( \phi_j \) is natural. We will return to this example later.

**Remarks.**

1. Assume that the values \( \phi_j(k_1, \ldots, k_j) \) are known only for all \( k_1, \ldots, k_j \geq 2. \) Then (6) determines the values \( \phi_j(k_1, \ldots, k_j) \) for all \( k_1, \ldots, k_j \in \mathbb{N} \) satisfying \( k_1 + \ldots + k_j > j. \) Moreover, as \( \phi_j(1) = 0, \) all the values \( \phi_j(1, \ldots, 1) \) with \( j \geq 2 \) can be derived from (6). Thus, the values \( \phi_j(k_1, \ldots, k_j) \) for \( k_1, \ldots, k_j \geq 2 \) and (6) determine the functions \( \phi_j, j \in \mathbb{N}, \) completely.

2. For \( m, n \in \mathbb{N} \) with \( m \leq n, \) let \( Q_{nm} : E_n \to E_m \) denote the natural projection. Assume that the family of functions \( \{ \phi_j \}_{j \in \mathbb{N}} \) is natural. Applying Lemma 3.2.1 in Rosenblatt (1959), it follows that if \( (R_t^{(o)})_{o \geq 0} \) is a \( n \)-coalescent with rate functions \( \phi_1, \ldots, \phi_n, \) then \( (Q_{nm}R_t^{(n)}) \) is a \( m \)-coalescent with rate functions \( \phi_1, \ldots, \phi_m. \) This property is called ‘natural coupling’.

Let \( E \) denote the set of all equivalence relations on \( \mathbb{N}. \) Each \( \xi \in E \) can be considered as an element \( x = (x_{ij})_{i,j \in \mathbb{N}} \) of \( X := \prod_{(i,j) \in \mathbb{N}^2} \{0, 1\} \) via the identification \( (i, j) \in \xi \Leftrightarrow x_{ij} = 1. \) The product topology on \( X \) induces the topology of \( E \) (subspace topology). It is well known that \( E, \) together with this topology, is Hausdorff, compact, separable and complete. We consider \( E \) with this topology and with the Borel-\( \sigma \)-algebra \( \mathcal{B}(E) \) generated from this
topology. For \( n \in \mathbb{N} \) the natural projection \( Q_n : \mathcal{E} \to \mathcal{E}_n \), defined via \( Q_n(\xi) := \{(i, j) \in \xi \mid 1 \leq i, j \leq n\} \), is continuous and hence \( \mathcal{B}(\mathcal{E}) \)-measurable.

**Definition 2.3.** A time-continuous Markovian process \( R = (R_t)_{t \geq 0} \) on a probability space \((\Omega, \mathcal{F}, P)\) with state space \( \mathcal{E} \) is called a coalescent with rate functions \( \phi_j, j \in \mathbb{N} \), if for each \( n \in \mathbb{N} \) the process \((Q_n R_t)_{t \geq 0}\) is a \( n \)-coalescent with rate functions \( \phi_1, \ldots, \phi_n \) in the sense of Definition 2.1.

Kolmogoroff’s extension theorem ensures that such a process \( R \) exists if and only if the family of functions \( \{\phi_j\}_{j \in \mathbb{N}} \) is natural. The consistency needed to apply Kolmogoroff’s extension theorem follows from the natural coupling property, which is satisfied if and only if the family \( \{\phi_j\}_{j \in \mathbb{N}} \) is natural. We will henceforth assume that the family \( \{\phi_j\}_{j \in \mathbb{N}} \) is natural.

We claim that, for each \( j \in \mathbb{N} \), there exists a measure \( \Lambda_j \) on the simplex \( \Delta_j := \{(x_1, \ldots, x_j) \in [0, 1]^j \mid x_1 + \cdots + x_j \leq 1\} \), uniquely determined via its moments

\[
\int_{\Delta_j} x_1^{k_1 - 1} \cdots x_j^{k_j - 1} \Lambda_j(dx_1, \ldots, dx_j) = \phi_j(k_1, \ldots, k_j), \quad k_1, \ldots, k_j \geq 2. \tag{8}
\]

In the following we verify the existence of the measures \( \Lambda_j \) by applying Kingman’s representation theorem for exchangeable random equivalence relations and a lemma known from the ‘weak limit approach’ of Möhle and Sagitov (2001), which results in a simplification compared to the proof of Schweinsberg (2000b). Let \( N \geq 2 \). The \( N \)-coalescent \((Q_N R_t)_{t \geq 0}\) jumps at its first jump time \( T_N := \inf\{t \geq 0 \mid Q_N R_t < N\} \) to a state \( \xi \in \mathcal{E}_N \) with probability \( P(Q_N R_{T_N} = \xi) = \phi_j(k_1, \ldots, k_j)/g_N \), where \( j := |\xi| < N \), \( k_1, \ldots, k_j \) are the sizes of the equivalence classes of \( \xi \) and \( g_N := -\phi_N(1, \ldots, 1) \) denotes the total rate of the \( N \)-coalescent. From (5), a backward induction on \( k \) yields

\[
P(Q_k R_{T_N} = \xi) = \frac{\phi_j(k_1, \ldots, k_j)}{g_N} \tag{9}
\]

for all \( k \in \{1, \ldots, N\} \) and all \( \xi \in \mathcal{E}_k \) with \( j := |\xi| < k \), where \( k_1, \ldots, k_j \) are the sizes of the equivalence classes of \( \xi \). There is another important representation of (9). Let \( B := |Q_N R_{T_N}| \) denote the number of equivalence classes of \( Q_N R_{T_N} \) and let \( \lambda_i =: \lambda_i(N) \) be the sizes of these \( B \) equivalence classes. Define \( \lambda_i := 0 \) for \( i \in \{B + 1, \ldots, N\} \). Note that \( \lambda_i = \lambda_i(N) \) depends on \( N \). As \( R_{T_N} \) is an exchangeable random equivalence relation, it follows (Kingman 1982c, equation (3.13)) that

\[
P(Q_k R_{T_N} = \xi) = \sum_{r_1, \ldots, r_j = 1}^{N} \frac{\text{E}(\lambda_{r_1})_{k_1} \cdots (\lambda_{r_j})_{k_j}}{(N)_{k_j}} = \frac{(N)_{k_j}}{(N)_{k}} \text{E}((\nu_1)_{k_1} \cdots (\nu_j)_{k_j}), \tag{10}
\]

where \( (\nu_1, \ldots, \nu_N) \) is a random permutation of \( (\lambda_1, \ldots, \lambda_N) \). The random variables \( \nu_1, \ldots, \nu_N \) can be viewed as the family sizes of an exchangeable discrete population model with fixed population size \( N \) introduced by Cannings (1974; 1975). The right-hand sides in (9) and (10) coincide, in particular for \( j = 1 \) and \( k = k_1 = 2 \), that is, \( c_N := \)
\[ E((v_1)_2)/(N-1) = \phi(2)/g_N. \] From \( B < N \) we conclude that \( P(v_1 > 1) > 0 \) and hence \( c_N > 0 \). Moreover, (9) and (10) yield

\[
\lim_{N \to \infty} \frac{E((v_1)_{k_1} \cdots (v_j)_{k_j})}{N^{k_1 + \cdots + k_j} c_N} = \frac{\phi_j(k_1, \ldots, k_j)}{\phi(2)}
\]

for all \( j, k_1, \ldots, k_j \in \mathbb{N} \) with \( k_1 + \cdots + k_j > j \). Finally, Lemma 3.1. of Möhle and Sagitov (2001) shows that, for each \( j \in \mathbb{N} \), there exists a measure \( \Lambda_j \) on the simplex \( \Delta_j \), uniquely determined via its moments (8). The measure \( \Lambda_j \) is finite \((\Lambda_j(\Delta_j) = \phi_j(2, \ldots, 2) < \infty)\) and symmetric, as \( \phi_j \) is assumed to be symmetric. Note that (7) implies that \( \phi_j(2, \ldots, 2) \geq \phi_{j+1}(2, \ldots, 2) \), that is, the sequence \((\Lambda_j(\Delta_j))_{j \in \mathbb{N}}\) of total masses decreases. As a natural family \( \{\phi_j\}_{j \in \mathbb{N}} \) of rate functions is completely determined via the measures \( \Lambda_1, \Lambda_2, \ldots \), a coalescent process \( R \), as introduced in Definition 2.3, is also called a \((\Lambda_1, \Lambda_2, \ldots)\)-coalescent.

**Example.** For the rate functions presented in the example after Definition 2.2, the corresponding coalescent process allows for up to \( l \in \mathbb{N} \) multiple collisions of ancestral lineages simultaneously. The measure \( \Lambda_j \) assigns its total mass \( \Lambda_j(\Delta_j) :=(l)_j/l! \) to the single point \((1/l, \ldots, 1/l) \in \mathbb{R}^l\), being the zero measure for \( j > l \).

Obviously, a \((b_1, \ldots, b_a)\) merger, as described in Figure 1, occurs with rate

\[
\frac{b! \phi_a(b_1, \ldots, b_a)}{a! b_1! \cdots b_a!},
\]

where \( b := b_1 + \cdots + b_a \), as exactly \( b!/(a! b_1! \cdots b_a!) \) equivalence relations in \( E_b \) correspond to a given \((b_1, \ldots, b_a)\) merger. Summing over all \( b_1, \ldots, b_a \in \mathbb{N} \) with \( b_1 + \cdots + b_a = b \), it follows that

\[
g_{b} := \frac{b!}{a!} \sum_{b_1, \ldots, b_a \in \mathbb{N} \atop b_1 + \cdots + b_a = b} \phi_a(b_1, \ldots, b_a) \frac{b_1! \cdots b_a!}{b_1! \cdots b_a!}
\]

(11)

are the rates of the corresponding death process \( D = (D_t)_{t \geq 0} \), where \( D_t := |R_t| \) counts the number of blocks (equivalence classes) of \( R_t \). Finally, we define the total rates

\[
g_b := \sum_{a=1}^{b-1} g_{ba}, \quad b \in \mathbb{N}.
\]

Schweinsberg (2000a; 2000b) provides information about the death process \( D \), especially the question of whether it ‘comes down from infinity’ at time \( t = 0 + \). From (11) it is obvious that the consistency condition (6) puts certain constraints on the rates of the death process. In the following section it is shown that, if the underlying coalescent process allows only for multiple collisions of ancestral lineages, these constraints can be easily expressed directly in terms of the rates (11).
3. Sampling recursions for coalescent processes with multiple collisions

A coalescent is called a coalescent with multiple collisions if the measures \( \Lambda_j \), \( j \geq 2 \), are equal to zero. In other words, \( \phi_j(k_1, \ldots, k_j) = 0 \) whenever at least two of the indices \( k_1, \ldots, k_j \) are greater than 1, which is to say that only singleton multiple mergers are allowed to occur with positive probability. A coalescent with multiple collisions is hence completely determined by the measure \( \Lambda := \Lambda_1 \), and is hence also called a \( \Lambda \)-coalescent. These coalescent processes have been studied independently by Pitman (1999) and Sagitov (1999). The infinitesimal rates \( q_{\xi \eta} \) can be expressed in terms of the measure \( \Lambda \) as

\[
q_{\xi \eta} = \begin{cases} 
\int_{[0,1]} \frac{1 - (1 - x)^{b - 1}(1 - x + bx)}{x^2} \Lambda(dx), & \text{if } \xi = \eta, \\
\int_{[0,1]} x^{b-a-1}(1-x)^{a-1} \Lambda(dx), & \text{if } \xi < \eta, \\
0, & \text{otherwise},
\end{cases}
\]

where \( a := |\eta|, \ b := |\xi| \) and \( \xi < \eta \) means (by definition) that exactly \( b_1 = b - a + 1 \) equivalence classes of \( \xi \) merge together to form one equivalence class of \( \eta \), while all the other \( a - 1 \) equivalence classes of \( \xi \) remain unchanged. If \( \Lambda = \delta_0 \) is the Dirac measure concentrated at 0, then the process \( R \) is Kingman’s coalescent (Kingman 1982a; 1982b; 1982c; 2000), which allows only for binary mergers of ancestral lines. If \( \Lambda = U \) is the uniform distribution on \([0, 1]\), then the coalescent process \( R \) is the Bolthausen–Sznitman coalescent (Bolthausen and Sznitman 1998). From (5) it follows that the corresponding death process \( D = (D_t)_{t \geq 0} \) has infinitesimal rates

\[
g_{nk} = \binom{n}{k-1} \phi_k(n-k+1, 1, \ldots, 1) = \binom{n}{k-1} \int_{[0,1]} x^{n-k-1}(1-x)^{k-1} \Lambda(dx) \tag{13}
\]

(\( n, k \in \mathbb{N} \) with \( k < n \)) and total rates

\[
g_n = \sum_{k=1}^{n-1} g_{nk} = \int_{[0,1]} \frac{1 - (1 - x)^{n-1}(1 - x + nx)}{x^2} \Lambda(dx), \quad n \in \mathbb{N}. \tag{14}
\]

For coalescent processes with only multiple collisions, the consistency condition (6) reduces to

\[
\phi_k(n-k+1, 1, \ldots, 1) = \phi_{k+1}(n-k+1, 1, \ldots, 1) + \phi_k(n-k+2, 1, \ldots, 1), \quad 1 \leq k < n \quad \text{and} \quad \phi_n(1, 1, \ldots, 1) = n \phi_n(2, 1, \ldots, 1), \quad n \in \mathbb{N}. \tag{15}
\]

Thus, from (13) we conclude that the consistency condition (6) is satisfied if and only if the rates of the block counting process satisfy the constraints

\[
g_{nk} = \frac{k}{n+1} g_{n+1,k+1} + \frac{n-k+2}{n+1} g_{n+1,k}, \quad 1 \leq k < n, \quad n \in \mathbb{N},
\]

and \( g_n = g_{n+1} - 2 g_{n+1,n}/(n+1), \) \( n \in \mathbb{N} \). From these constraints it follows by induction on the difference \( d := n - k \in \mathbb{N} \) that the rates \( g_{nk}, \ 1 \leq k < n, \) are determined by the total rates \( g_1, g_2, \ldots \) by
Theorem 3.1. Let $\Lambda$ be a finite measure on $[0, 1]$. For the $\Lambda$-coalescent with mutation rate $\theta > 0$, the sampling probabilities $p(\mathbf{n})$ of non-ordered allele configurations $\mathbf{n} = (n_1, \ldots, n_k)$ satisfy the recursion $p(1) = 1$ and

$$p(\mathbf{n}) = \frac{nr}{g_n + nr} \sum_{j=1}^{k} \frac{1}{k} p(\mathbf{n}_j) + \sum_{i=1}^{n-1} \frac{g_{n,n-i}}{g_n + nr} \sum_{i=1}^{k} \frac{n_j - i}{n - i} p(\mathbf{n} - i \mathbf{e}_j)$$

for $\mathbf{n} = (n_1, \ldots, n_k)$ with $n := \sum_{j=1}^{k} n_j \geq 2$, where the rates $g_{nk}$ and $g_n$ are given by (13) and (14), $r = \theta/2$, $\mathbf{n}_j := (n_1, \ldots, n_{j-1}, n_{j+1}, \ldots, n_k)$ and $\mathbf{e}_j$ denotes the jth unit vector in $\mathbb{R}^k$.

Proof. Fix the sample size $n$ and look back into the past at the history of $n$ sampled genes. The time $W_n$ back to the first mutation is exponentially distributed with parameter $nr$. The time $T_n$ back to the first coalescence is independent of $W_n$ and exponentially distributed with parameter $g_n$. Thus, the first event backwards in time is a mutation with probability $P(W_n < T_n) = nr/(g_n + nr)$, and a coalescence with probability $P(T_n > W_n) = g_n/(g_n + nr)$. If the first event backwards in time is a mutation, then exactly the same argument as already used in the derivation of (3) leads to the first sum on the right-hand side in (18). If the first event backwards in time is a coalescence, then $i + 1$ genes will merge into a singleton, $i \in \{1, \ldots, n - 1\}$, with probability $g_{n,n-i}/g_n$. Such a merger occurs among genes of type $j$, $j \in \{1, \ldots, k\}$, with probability $(n_j - i)/(n - i)$, provided the constraint $n_j > i$ is satisfied. Combining all these probabilities, the recursion follows similarly to the recursion (3) known for the Kingman coalescent.
Remarks.

1. For the Kingman coalescent (\(\Lambda = \delta_0\), i.e. \(g_n = g_{n,n-1} = n(n-1)/2\) and \(g_{ni} = 0\) for \(i \in \{1, \ldots, n-2\}\)), the recursion (18) reduces to the recursion (3) with solution (1). More generally, if \(\Lambda = c\delta_0\) is concentrated at zero with total mass \(c\), then \(g_n = g_{n,n-1} = n(n-1)c/2\) and the solution for \(p(n)\) is given by (1) with \(\theta\) replaced by \(\theta/c\).

2. For \(k = 1\), the recursion (18) reduces to \(p(n) = (g_n + nr)^{n-1}\sum_{i=1}^{n-1} g_{ni} p(i), n \geq 2\). An induction on \(n\) yields the solution

\[
p(n) = \sum_{i=2}^{n} \sum_{1=k_1<\ldots<k_i=n} \prod_{j=2}^{i} \frac{g_{k_j,k_{j-1}}}{g_{k_j} + k_j r}, \quad n \in \mathbb{N}\setminus\{1\}.
\]

Note that \(p(n)\) is the probability that \(n\) randomly sampled genes are identical by descent, or, in other words, of the same type, that is, there is no mutation in either lineage since their most recent common ancestor. The probability \(p(n)\) is the \((n-1)\)th moment of the so-called structural distribution of the random partition, which in Kingman’s representation determines the expected number of frequencies in any interval. See Gnedin and Pitman (2005, Section 9) or Pitman (2002, Section 2.3) for more details. For the Kingman coalescent, it follows that \(p(n)\) is the \((n-1)\)th moment of the beta(1, \(\theta\)) distribution, in agreement with (1) for \(k = 1\).

For convenience, define \(a_n := p(e)\) with \(e := (1, \ldots, 1) \in \mathbb{R}^n\). For \(k = n\), the recursion (18) reduces to \(a_n = nra_{n-1}/(g_n + nr), n \geq 2, a_n = \prod_{i=2}^{n} (ir/(g_i + ir)), n \in \mathbb{N}\). A solution for \(k = n - 1\) is presented later in (21).

In general, for \(1 < k < n - 1\), explicit solutions for \(p(n)\) seem to be difficult to find. In principle, the recursion (18) can be solved for any fixed sample size \(n\), but for large \(n\) the results become rather complicated. For example, from \(p(2) = g_{21}/(g_2 + 2r)\) and \(p(1, 1) = 2r/(g_2 + 2r)\) we conclude that, for \(n = 3\),

\[
p(3) = \frac{g_{32}g_{21}}{(g_3 + 3r)(g_2 + 2r)} + \frac{g_{31}}{g_3 + 3r},
\]

\[
p(2, 1) = p(1, 2) = \frac{r(g_{32} + 2g_{21})}{(g_3 + 3r)(g_2 + 2r)}
\]

and

\[
p(1, 1, 1) = \frac{6r^2}{(g_3 + 3r)(g_2 + 2r)}.
\]
For \( n = 4 \), we derive

\[
p(4) = \frac{1}{g_4 + 4r} \left( \frac{g_{43} g_{32} g_{21}}{(g_3 + 3r)(g_2 + 2r)} + \frac{g_{42} g_{21}}{g_2 + 2r} + \frac{g_{43} g_{31} + g_{41}}{g_3 + 3r} \right),
\]

\[
p(3, 1) = p(1, 3) = \frac{r}{g_4 + 4r} \left( \frac{2g_{32} g_{21} + 2g_{43} g_{32} + g_{43} g_{21}}{(g_3 + 3r)(g_2 + 2r)} + \frac{2g_{31}}{g_3 + 3r} + \frac{g_{42}}{g_2 + 2r} \right),
\]

\[
p(2, 2) = \frac{r(\frac{g_{43} g_{32} + g_{43} g_{21}}{(g_4 + 4r)(g_3 + 3r)(g_2 + 2r)}},
\]

\[
p(2, 1, 1) = p(1, 2, 1) = p(1, 1, 2) = \frac{r^2 (\frac{g_{43} g_{32} + 4g_{21} + 2g_{43}}{(g_4 + 4r)(g_3 + 3r)(g_2 + 2r)}},
\]

and

\[
p(1, 1, 1, 1) = \frac{24r^3}{(g_4 + 4r)(g_3 + 3r)(g_2 + 2r)}.
\]

If these formulae for the CPF \( p \) are converted to the corresponding formulae for the EPPF, then (see also the remark after Definition 2.2) the consistency relation (6) must hold for the EPPF. In other words,

\[
p(n_1, \ldots, n_k) = \frac{k + 1}{n + 1} p(n_1, \ldots, n_k, 1) + \sum_{j=1}^{k} \frac{n_j + 1}{n + 1} p(n_1, \ldots, n_{j-1}, n_j + 1, n_{j+1}, \ldots, n_k),
\]

which provides an additional significant check on computations. Choosing \( n_1 = \cdots = n_k = 1 \) yields \( a_n = a_{n+1} + 2n/(n+1)p(2, 1, \ldots, 1) \). Therefore,

\[
p \left( 2, 1, \ldots, 1 \right) = \frac{n(a_{n-1} - a_n)}{2(n-1)} = \frac{n}{2(n-1)} \left( \prod_{i=2}^{n-1} \frac{ir}{g_i + ir} - \prod_{i=2}^{n} \frac{ir}{g_i + ir} \right)
\]

\[
= \frac{n! g_n r^{n-2}}{2(n-1) \prod_{i=2}^{n} (g_i + ir)}, \quad n \geq 2,
\]

that is, we have found the solution of the recursion (18) for the case \( k = n - 1 \).

In the examples displayed above for \( n \in \{2, 3, 4\} \), the coefficients involved in the rational expressions are all positive. This is so in general, as all the expressions involved in (18) are positive. The recursion (18) provides a powerful method to compute \( p(n) \) numerically in reasonable time. As the probabilities \( p(n) \) do not depend on the order of the entries \( n_1, \ldots, n_k \), only the \( p(n) \) with \( n_1 \geq \ldots \geq n_k \) have to be computed. For \( n = (n_1, \ldots, n_k) \) with \( n_1 \geq \ldots \geq n_k \), (18) can be rewritten as
Here, for $l \in \{1, \ldots, n\}$, $a_i := \# \{1 \leq j \leq k \mid n_j = l\}$ denotes the number of indices $1 \leq j \leq k$ with $n_j = l$, $\mathbf{n} := (n_1, \ldots, n_{k-1})$ and $\mathbf{n}(i, l)$ is obtained from $\mathbf{n} = (n_1, \ldots, n_k)$ by replacing one entry $n_j$ with $n_j = l$ by $l - i$ and then sorting the entries in ascending order.

In comparison to (18), the recursion (22) might be more useful for practical purposes. In terms of the probabilities $q(a) = k!/(a_1! \cdots a_n!)$, $a = (a_1, a_2, \ldots)$, (22) has the form $q(1, 0, 0, \ldots) = 1$ and

$$q(a) = \frac{nr}{g_n^*} q(a - e_1) + \sum_{i=1}^{n-1} \frac{g_{n,i}^*}{g_n^*} \sum_{j=1}^{n-i} \frac{j(a_j + 1)}{n-i} q(a + e_j - e_{i+j})$$

for $n = \sum_i a_i > 1$, with $q(a) := 0$, if at least one of the entries $a_1, a_2, \ldots$ is negative.

From the sampling probabilities $p(\mathbf{n})$ or $q(a)$ many important characteristics of the sample can be derived. For example, the distribution of the number $K_n$ of alleles (types) in the sample satisfies $P(K_n = k) = \sum_{n} p(\mathbf{n}) = \sum_{a} q(a)$, $a \in \{1, \ldots, n\}$, where the first sum extends over all $\mathbf{n} = (n_1, \ldots, n_k) \in \mathbb{N}^k$ with $n_1 + \cdots + n_k = n$ and the second sum extends over all $a = (a_1, a_2, \ldots) \in \mathbb{N}_0^\infty$ with $\sum_i a_i = n$ and $\sum_i a_i = k$. Numerical results, for example for the distribution, the mean, and the variance of $K_n$, can be easily compared with the values (Ewens 1972)

$$P(K_n = k) = \frac{\theta^k s(n, k)}{[\theta]_n}, \quad E(K_n) = \sum_{i=0}^{n-1} \frac{\theta}{\theta + i}, \quad \text{var}(K_n) = \sum_{i=1}^{n-1} \frac{\theta i}{(\theta + i)^2},$$

which hold if the underlying genealogical tree is the Kingman coalescent.

In the following we present another method to compute $E(K_n)$. From the consistency condition (20) it follows by an application of Kolmogorov’s extension theorem that there exists a random equivalence relation $R_\infty$ on $\mathbb{N}$ with distribution determined via

$$P(\mathcal{Q}_n R_\infty = \xi) = \frac{k! n_1! \cdots n_k!}{n!} p(n_1, \ldots, n_k), \quad \xi \in \mathcal{E}_n,$$

where $n_1, \ldots, n_k$ are the sizes of the equivalence classes of $\xi$. As the right-hand side in (23) is a symmetric function of $(n_1, \ldots, n_k)$, $R_\infty$ is exchangeable. For $r, n \in \mathbb{N}$, let $\lambda_r(n)$ denote the size of the $r$th largest equivalence class of $\mathcal{Q}_n R_\infty$. For convenience, let $\lambda_r(n) = 0$ if $\mathcal{Q}_n R_\infty$ has fewer than $r$ classes. It is well known (Kingman 1982c, Theorem 2) that for each $r \in \mathbb{N}$ the limiting relative frequency $X_r := \lim_{n \to \infty} \frac{\lambda_r(n)}{n}$ exist almost surely. Note that $X_1 \geq X_2 \geq \ldots$ and that $\sum_{r=1}^{\infty} X_r \leq 1$. For example, if $\Lambda = \delta_0$ is the Dirac measure concentrated at 0, then $(X_r)_{r \in \mathbb{N}}$ is the Poisson–Dirichlet process (Joyce et al. 2002; Kingman 1977). Moreover, if $\xi \in \mathcal{E}_n$ is such that $n_j \geq 2$ for all $1 \leq j \leq k$, then Kingman’s paintbox representation implies that

$$P(\mathcal{Q}_n R_\infty = \xi) = \mathbb{E} \left( \sum_{r_1, \ldots, r_k \in \mathbb{N} \text{ distinct}} X_r^{n_1} \cdots X_r^{n_k} \right).$$

(24)
In particular, for \( k = 1 \) we conclude from (23) and (24) that \( p(n) = \text{E}(\sum_{r=1}^{\infty} X_r^n) \), \( n \geq 2 \). Assume now that the frequencies are proper, that is, that \( \sum_{r=1}^{\infty} X_r = 1 \) almost surely. Then, for any polynomial of the form \( g(x) = \sum_{i=1}^{n} a_n x^i \), we have \( \text{E}(\sum_{r=1}^{\infty} g(X_r)) = \sum_{i=1}^{n} a_n p(i) \). The special choice \( g(x) = 1 - (1 - x)^n \), that is, \( a_n = \binom{n}{i} (-1)^{i-1} \), yields

\[
\text{E}(K_n) = \text{E} \left( \sum_{r=1}^{\infty} g(X_r) \right) = \sum_{i=1}^{n} \binom{n}{i} (-1)^{i-1} p(i),
\]

that is, if the frequencies \( X_1, X_2, \ldots \) are proper, we can compute the mean of \( K_n \) via (25) and (19). In the following section we analyse the situation, where the genealogical tree is star-shaped. Other examples, in particular the Bolthausen–Sznitman coalescent, are presented in Section 6.

### 4. Star-shaped tree

A tree is called star-shaped if all the \( n \) branches coalesce at the root of the tree. More formally, the star-shaped tree corresponds to the case where the measure \( \Lambda = \delta_1 \) is concentrated at 1. The infinitesimal rates are therefore \( g_n = g_{n1} = 1 \) and \( g_{n} = 0 \) for \( i \in \{2, \ldots, n - 1\} \). The length \( \varepsilon_0 \) of the tree is hence exponentially distributed with parameter 1. Conditioned on the length on the tree, mutations appear independently on the \( n \) branches at the points of a Poisson process with rate \( r \). Obviously, \( K_n = \min(L_n + 1, n) \), where \( L_n \) denotes the number of new types or, equivalently, the number of \( j \) with \( 1 \leq j \leq n \) and \( \varepsilon_j / r < \varepsilon_0 \), where the \( \varepsilon_0, \varepsilon_1, \ldots \) are independent and exponentially distributed with parameter 1. Obviously \( P(L_n = k \mid T) = B(n, 1 - e^{-rt}, k) \), with \( B(n, p, k) := \binom{n}{k} p^k (1 - p)^{n-k} \), and hence

\[
P(L_n = k) = \int_{0}^{\infty} B(n, 1 - e^{-rt}, k)e^{-r t} \, dt = \int_{0}^{1} B(n, p, k) \frac{(1 - p)^{1/r - 1}}{r} \, dp
\]

\[
= \frac{\binom{1}{k}}{\binom{1}{n-k}} \cdot \frac{n! r^k}{(n-k)!} \prod_{i=n-k}^{n} \frac{1}{1 + ir}, \quad k \in \{0, \ldots, n\}
\]

(see also Johnson et al. 1992, p. 242, equation (6.18)). The distribution of \( L_n \) is hence binomial with random parameter \( p \) which in turn has a beta distribution with parameters 1 and \( 1/r \). It is well known that \((1 + L_n r)/(1 + r + nr))_{n \in \mathbb{N}_0} \) is a martingale and that \( L_n / n \) (or equivalently \( K_n / n \)) converges almost surely for \( n \to \infty \) to a random variable \( W \), beta-distributed with parameters 1 and \( 1/r \), that is \( P(W > x) = (1 - x)^{1/r} \), \( 0 < x < 1 \). Note that \( W \) has moments \( \text{E}(W^l) = \prod_{i=1}^{l} (ir/(1 + ir)), \quad l \in \mathbb{N}_0 \). In particular, \( \text{var}(W) = r^2 / ((1 + r)^2(1 + 2r)) \).

The almost sure convergence \( K_n / n \to W \) differs significantly from the well-known convergence in distribution \((K_n - \theta \log n) / \sqrt{\theta \log n} \to N(0, 1)\), which holds if the underlying genealogical tree is the Kingman coalescent.

The distribution of \( K_n \) is easily obtained from (26) via \( P(K_n = k) = P(L_n = k - 1) \) for
k \in \{1, \ldots, n-1\} \quad \text{and} \quad P(K_n = n) = P(L_n \in \{n, n-1\}) = \prod_{i=2}^{n} \frac{ir}{1+ir}.

As the partition has at most one block of size larger than 1, we obtain

\[
p(n) = \begin{cases} P(K_n = n) = \prod_{i=2}^{n} \frac{ir}{1+ir}, & \text{if } b(n) = 0, \\
p(K_n = k) = \frac{n!r^{k-1}}{k(n-k+1)!} \prod_{i=n-k+1}^{n} \frac{1}{1+ir}, & \text{if } b(n) = 1, \\
0, & \text{if } b(n) \geq 2,
\end{cases}
\]

for \( n = (n_1, \ldots, n_k) \) with \( n := n_1 + \ldots + n_k \geq 2 \), where \( b(n) := \#\{j \mid n_j > 1\} \) denotes the number of indices \( j \in \{1, \ldots, k\} \) with \( n_j > 1 \). Note that \( K_n \) is a sufficient statistic for \( r \), as \( p(n)/P(K_n = k) \) does not depend on \( r \). The frequency process \((X_r)_{r \in \mathbb{N}_0}\) introduced at the end of Section 3 satisfies \( X_1 = 1 - W \) and \( X_r = 0 \) almost surely for \( r \geq 2 \). The structural distribution is that of a random variable with \( (n-1)\)th moment \( p(n) = P(K_n = 1) = 1/(1+nr) \), that is, of a random variable of the form \( (1-W)^{1}_{\{U > W\}} \), where \( U \) is uniformly distributed on \((0, 1)\) and independent of \( W \).

From (26) and \( K_n = \min(L_n + 1, n) \) it follows that the distribution of \( K_n \) satisfies the recursion \( P(K_n = 1) = 1/(1+nr) \) and \( P(K_n = k) = nr/(1+nr)P(K_{n-1} = k-1) \) for \( n \geq 2 \) and \( k \in \{2, \ldots, n\} \). Thus, the probability generating function \( f_n(s) := \sum_{k=1}^{n} P(K_n = k)s^k \) of \( K_n \) satisfies the recursion \( f_1(s) = s \) and

\[
f_n(s) = \frac{s}{1+nr}(1+nrf_{n-1}(s)) , \quad n \geq 2, \quad s \in [0, 1].
\]

Taking the derivative with respect to \( s \) and using \( E(K_n) = f_n'(1) \), it follows that the expected number of types satisfies the recursion \( E(K_1) = 1 \) and \( E(K_n) = 1 + nr/(1+nr)E(K_{n-1}) \) for \( n \geq 2 \). Induction on \( n \) yields the explicit solution

\[
E(K_n) = \frac{nr}{1+r} + 1 - \prod_{i=1}^{n} \frac{ir}{1+ir} = nE(W) + 1 - E(W^n), \quad n \in \mathbb{N}_0,
\]

and the bounds \( (1+nr)/(1+r) \leq E(K_n) \leq 1 + nr/(1+r), \quad n \in \mathbb{N}_0 \). Expressions for the higher moments of \( K_n \) can be derived similarly. For example, taking the second derivative with respect to \( s \) on both sides of (28), it follows that the second factorial moment of \( K_n \) satisfies the recursion \( E((K_1)_2) = 0 \) and \( E((K_n)_2) = nr/(1+nr)(E((K_{n-1})_2) + 2E(K_{n-1})) \), \( n \geq 2 \), with solution

\[
E((K_n)_2) = n^2E(W^2) + n(2E(W) - E(W^2) - 2E(W^n)), \quad n \in \mathbb{N}_0.
\]

5. Extensions to simultaneous multiple collisions

If \( \Lambda_j \neq 0 \) for some \( j \geq 2 \), the recursion for the sampling probabilities \( p(n) \) becomes more complicated, as multiple collisions of ancestral lineages are allowed to occur simultaneously with positive probability. In order to present this recursion, it is helpful to introduce the
following notation. For a permutation \( \pi \) of the set \( \{1, \ldots, a\} \) \( a \in \mathbb{N} \) and for \( k \in \mathbb{N} \) positive integers \( t_1, \ldots, t_k \in \mathbb{N} \) with \( t_1 + \ldots + t_k = a \), define \( T_i := \{ \pi | 1 \leq i \leq t_i \} \) and
\[
T_j := \{ \pi | t_1 + \ldots + t_{j-1} + 1 \leq i \leq t_1 + \ldots + t_j \} \quad \forall j \in \{2, \ldots, k\}.
\]
Obviously, the sets \( T_1, \ldots, T_k \) form a partition of \( \{1, \ldots, a\} \) with \( |T_j| = t_j \) for all \( j \in \{1, \ldots, k\} \). We call \( T_1, \ldots, T_k \) the partition of \( \{1, \ldots, a\} \) induced from \( \pi \) and \( t_1, \ldots, t_k \). The following theorem presents a recursion for the sampling probabilities \( p(n) \).

**Theorem 5.1.** If the underlying genealogical tree is given by a coalescent with mutation rate \( \theta > 0 \) and with rate functions \( \phi_j : \mathbb{N}^j \to \mathbb{R} \), \( j \in \mathbb{N} \), then the sampling probabilities \( p(n) \) of non-ordered allele configurations \( n = (n_1, \ldots, n_k) \) satisfy the recursion \( p(1) = 1 \) and
\[
p(n) = \frac{nr}{g_n + nr} \sum_{j=1}^{k} \frac{1}{k} p(n_j) + \frac{n!}{g_n + nr} \sum_{a=1}^{n-1} \prod_{b \in \{n_1, \ldots, n_a\}} \frac{1}{a!} \sum_{b_1, \ldots, b_a \in \{n_1, \ldots, n_a\}} \phi_a(b_1, \ldots, b_a) b_1! \ldots b_a!
\]
\[
\cdot \sum_{t_1, \ldots, t_a \in \mathbb{N}} \prod_{j=1}^{k} \frac{t_j!}{a_1! \cdots a_j!} p(n - \sum_{l=1}^{k} \sum_{i \in T_j} (b_i - 1)e_i)
\]  \hspace{1cm} (31)

for \( n = (n_1, \ldots, n_k) \) with \( n := n_1 + \ldots + n_k \geq 2 \), where the total rates \( g_n \) are given by \( 12 \), \( r := \theta/2 \), \( \mathbf{n}_j := (n_1, \ldots, n_{j-1}, n_{j+1}, \ldots, n_k) \) and \( e_i \) denotes the \( i \)-th unit vector in \( \mathbb{R}^k \).

The sum \( \sum_{(b_{a_1}, \ldots, b_{a_k})} \) extends over all vectors \( (b_{a_1}, \ldots, b_{a_k}) \), where \( \pi \) is a permutation of \( \{1, \ldots, a\} \) such that \( b_{a_1} \geq \ldots \geq b_{a_k} \), \( b_{a_{(t_1+1)}} \geq b_{a_{(t_1+t_2)}} \) and so on, and \( \sum_{i \in T_j} b_i = n_j \) for all \( j \in \{1, \ldots, k\} \). \( T_1, \ldots, T_k \) is the partition induced from \( \pi \) and \( t_1, \ldots, t_k \). Furthermore, \( t_{11} := \# \{ i \in T_j | b_i = 1 \} \) denotes the number of \( i \in T_j \) with \( b_i = 1 \) and \( a_l := t_{11} + \ldots + t_{kl} = \# \{ i | b_i = l \} \) is the number of \( i \in \{1, \ldots, a\} \) with \( b_i = l \).

**Proof.** In principle, the combinatorial arguments are the same as in the proof of (18). If the first event backwards in time is a mutation, the situation is totally identical to that in (18). Therefore, the first sum on the right-hand side in (31) has to be identical to that in (18). If the first event backwards in time is a coalescence, then exactly \( a \in \{1, \ldots, n-1\} \) merging groups of sizes \( b_1, \ldots, b_a \) \( b_1 + \ldots + b_a = n \) occur with probability
\[
\frac{n!}{a! b_1! \cdots b_a!} \frac{\phi_a(b_1, \ldots, b_a)}{g_n}.
\]
Note that there exist exactly \( n!/(a!b_1! \cdots b_a!) \) equivalence relations \( \eta \in \mathcal{E}_n \) which correspond to a \((b_1, \ldots, b_a)\) merger. We now have to sum over all rearrangements \((b_{a_1}, \ldots, b_{a_k})\) which are consistent with the type sizes \( n_1, \ldots, n_k \), that is, which satisfy \( b_{a_1} + \ldots + b_{a_{(t_1+1)}} = n_1 \), \( b_{a_{(t_1+t_2)}} + \ldots + b_{a_{(t_1+t_2+t_3)}} = n_2 \) and so on. There exist exactly
\[
\prod_{j=1}^{k} \frac{t_j!}{a_1! \cdots a_j!}.
\]
such arrangements which correspond to an ‘ordered’ arrangement, where ‘ordered’ means that $b_{\pi_1} \geq \ldots \geq b_{\pi_{t_1}}, b_{\pi(t_1+1)} \geq \ldots \geq b_{\pi(t_1+t_2)}$ and so on. The denominator $a!/(a_1! \ldots a_n!)$ takes into account that some of the merger numbers $b_1, \ldots, b_a$ are equal.

**Remark.** In order to make the recursion (31) more transparent, it is explained in this remark why this recursion reduces to the simpler recursion (18) for the case where the coalescent process allows only for multiple collisions.

Only mergers $b_1, \ldots, b_a, a \in \{1, \ldots, n-1\}$ which satisfy $\phi_a(b_1, \ldots, b_a) > 0$ contribute to the right-hand side in (31). As simultaneous multiple collisions do not appear, $\phi_a(b_1, \ldots, b_a) > 0$ if and only if there exists some $m \in \{1, \ldots, a\}$ with $b_m = n-(a-1)$ and $b_i = 1$ for $i \in \{1, \ldots, a\}\setminus\{m\}$. In particular,

$$ \frac{a!}{a_1! \ldots a_n!} = \frac{a!}{(a-1)!} = a. $$

Now consider the partition $T_1, \ldots, T_k$ induced from some integers $t_1, \ldots, t_k \in \mathbb{N}$ and some permutation $\pi$ of the set $\{1, \ldots, a\}$. Let $j \in \{1, \ldots, k\}$ be the index such that $m \in T_j$. The constraint $n_j = \sum_{i \in T_j} b_i = b_m + |T_j| - 1 = n - a + t_j$, that is, $t_j = n_j - (n-a)$, can be only satisfied if $n_j > n - a$. For all other indices $l \in \{1, \ldots, k\}\setminus\{j\}$ we have $n_l = \sum_{i \in T_l} b_i = |T_l| = t_l$. Thus

$$ \sum_{t_1, \ldots, t_k \in \mathbb{N}} \sum_{(b_{t_1}, \ldots, b_{t_k})} \frac{\prod_{j=1}^k T_j!/(t_j! \ldots t_{j-1}!)}{a!/(a_1! \ldots a_n!)} \cdot \frac{p(n - \sum_{l=1}^k \sum_{i \in T_l} (b_l - 1)e_l)}{p(n - (n-a)e_j)} = \sum_{n_j > n - a}^{k} \frac{t_j}{a} \cdot \frac{p(n - (b_m - 1)e_j)}{p(n - (n-a)e_j)}. $$

The substitution $i = n - a$ shows that (31) reduces to (18).

**Examples.** For $n \leq 3$ it is easily seen that the formulae for $p(n)$ based on the recursion (31) are identical to those presented in Section 3 based on the recursion (18) induced from a coalescent with only multiple collisions. The complexity of the formula for $p(n)$ increases rapidly with $n$. For example, for $n = 4$, $k = 2$ and $n_1 = n_2 = 2$, the recursion (31),

$$ p(2, 2) = \frac{3\phi_2(2, 2)}{g_4 + 4r} p(1, 1) + \frac{2g_{43}}{g_4 + 4r} p(2, 1), $$

already involves the rate $\phi_2(2, 2)$ of a double binary collision.

### 6. Examples and numerical studies

Assume that $\Lambda = U$ is uniformly distributed on $[0, 1]$. As already mentioned in Section 3, the corresponding $\Lambda$-coalescent $R = (R_t)_{t \geq 0}$ is the Bolthausen–Sznitman coalescent
(Bertoin and Le Gall 2000; Bolthausen and Sznitman 1998). The death process $D := (|R_t|)_{t \geq 0}$ has infinitesimal rates

$$ g_{nk} = \left( \begin{array}{c} n \\ k-1 \end{array} \right) \int_0^1 x^{n-k-1}(1-x)^{k-1} \ dx = \left( \begin{array}{c} n \\ k-1 \end{array} \right) B(k, n-k) = \frac{n}{(n-k)(n-k+1)}, $$

$k \in \{1, \ldots, n-1\}$, where $B(\alpha, \beta) = \Gamma(\alpha)\Gamma(\beta)/\Gamma(\alpha + \beta)$ denotes the beta function. The total rates are

$$ g_n = \sum_{k=1}^{n-1} g_{nk} = \sum_{k=1}^{n-1} \left( \frac{n}{n-k} - \frac{n}{n-k+1} \right) = n - 1. $$

In Table 1 the recursion (22) has been used to compute the sampling probabilities $p(n)$ for a sample of size $n = 5$ and mutation rate $\theta = 1$. The probabilities are compared with the values known for the Kingman coalescent ($\Lambda = \delta_0$) and for the star-shaped coalescent ($\Lambda = \delta_1$).

Numerical studies for several sample sizes and several values of the mutation rate $\theta$ indicate that, in comparison to the Ewens sampling formula based on the Kingman coalescent, under the Bolthausen–Sznitman coalescent configurations with low or high number of types ($k$ close to 1 or $n$) appear with higher probability. Figures 2 and 3 show

**Table 1.** Sampling probabilities $p(n)$ for a sample of size $n = 5$ and mutation rate $\theta = 1$

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Kingman coalescent ($\Lambda = \delta_0$)</th>
<th>Bolthausen–Sznitman coalescent ($\Lambda = U$)</th>
<th>Star-shaped coalescent ($\Lambda = \delta_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5)</td>
<td>0.200 00</td>
<td>0.222 53</td>
<td>0.285 71</td>
</tr>
<tr>
<td>(4,1)</td>
<td>0.125 00</td>
<td>0.134 16</td>
<td>0.119 05</td>
</tr>
<tr>
<td>(3,2)</td>
<td>0.083 33</td>
<td>0.035 71</td>
<td>0.000 00</td>
</tr>
<tr>
<td>(3,1,1)</td>
<td>0.055 56</td>
<td>0.067 16</td>
<td>0.063 49</td>
</tr>
<tr>
<td>(2,2,1)</td>
<td>0.041 67</td>
<td>0.023 81</td>
<td>0.000 00</td>
</tr>
<tr>
<td>(2,1,1,1)</td>
<td>0.020 83</td>
<td>0.032 97</td>
<td>0.035 71</td>
</tr>
<tr>
<td>(1,1,1,1,1)</td>
<td>0.008 33</td>
<td>0.032 97</td>
<td>0.142 86</td>
</tr>
</tbody>
</table>

**Figure 2.** Mean of the number of types for a sample of size $n = 10$ as a function of $\theta$ ((1) = Star-shaped coalescent, (2) = Bolthausen–Sznitman coalescent, (3) = Kingman coalescent).
the mean and the variance of $K_n$, the number of types, for a sample of size $n = 10$ as a function of $\theta$.

For the Bolthausen–Sznitman coalescent, numerical studies support the conjecture that $K_n$ is asymptotically normal and that $E(K_n)$ and $\text{Var}(K_n)$ are both of order $n$. The author has not been able to verify this conjecture rigorously.

Numerical studies for other choices of the measures $\Lambda_1, \Lambda_2, \ldots$ indicate that $E(K_n)$ is never smaller than the mean of $K_n$ under the genealogy of the Kingman coalescent, and never larger than the mean of $K_n$ under the genealogy of the star-shaped coalescent. The variance of $K_n$ shows the same behaviour compared to the corresponding variances under the Kingman coalescent and the star-shaped tree. In this sense, the Kingman coalescent and the star-shaped coalescent can be viewed as the two extreme genealogies, which bound all other cases.
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