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We prove a law of the iterated logarithm for products of independent, identically distributed random

variables taking values on simply connected, graded, nilpotent Lie groups as a consequence of similar

results, of functional type, for stochastic processes which are solutions of ordinary differential

equations with random coef®cients.
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1. Introduction

Let fZ jg j be a sequence of independent and identically distributed (i.i.d.) random variables

taking values on a simply connected, graded, nilpotent Lie group G and consider the product

T n � Z1 � � � � � Z n, n > 1,

where � is the product operation on G. In this paper we show a law of the iterated logarithm

for the random walk fT ngn by providing the set of its limit points whenever it is suitably

normalized by means of the sequence f ����������������
n ln ln n
p gn. The normalization we shall use is the

usual one which has already been used to prove several asymptotic properties for fT ngn as

n!1. Speci®cally, it is constructed through the Lie algebra with which the simply

connected, graded, nilpotent group G can be identi®ed, as follows.

Let G stand for the Lie algebra of G. G is said to be graded if it admits the de-

composition

G � V1 � � � � � Vl,

where Vi, i � 1, . . . , l, are vector subspaces of G such that [Vi, V j] � Vi� j, where

Vi� j � f0g if i� j . l. Thus, any g 2 G can be uniquely decomposed as

g �
Xl

i�1

Pi g,

where Pi is the projection on Vi. For any ã 2 R, we can de®ne the linear map

Dã g �
Xl

i�1

ãi Pi g (1)
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which is an endomorphism of the Lie algebra G.

The group G is said to be graded if G is. By assuming that G is simply connected, it

follows that it can be identi®ed with G through the Campbell±Hausdorff formula, so that

the transformation Dã acts on G too.

Consider now a random variable Z taking values on G. We say that there exists E[jZjâ]

if such a moment exists whenever Z is considered as a random variable on the Euclidean

space G. We say that Z is centred on G if its projection P1 Z on V1 is centred as a random

variable on the Euclidean space V1. Lastly, we say that the Laplace transform of Z exists

(eventually in a neighbourhood of the origin) if the same transform exists for the random

variable Z taking values on the Euclidean space G.

Returning to the random walk fT ngn, let us normalize it by means of the map de®ned in

(1). The asymptotic behaviour of fDãn
T ngn as n!1 differs according to how fast the

sequence fãngn � R� goes to 0 as n!1. For example, when ãn � 1=n, if Z j is centred

on G then

D1=nT n ! 0 almost surely

as n!1 ± that is, a strong law of large numbers holds; see, for example, Theorem 3.9 in

Neuenschwander 1996, p. 101. Assuming, moreover, that Z j has a ®nite Laplace transform,

then the laws induced by fD1=nT ngn on G satisfy a large-deviation principle at speed n ±

that is, there exists a rate function I L strictly depending on the law of the Z j, such that

ÿ inf
g2 8A

I L(g) < lim inf
n!1

1

n
ln P(D1=nT n 2 A) < lim inf

n!1
1

n
ln P(D1=nT n 2 A) < ÿ inf

g2A

I L(g),

a fact which has been proved in Baldi and Caramellino (1999).

If instead ãn � 1=
���
n
p

, assuming that E[jZ jj2�ä] is ®nite for some ä. 0, it has been

shown that fD1=
���
n
p T ngn converges in law to a random variable which can be represented as

the value at time 1 of the principal diffusion on G ± that is, a sort of Donsker invariance

principle holds; see Caramellino et al. (1999) and references quoted therein.

Suppose now that ãn goes to 0 as n!1 faster than 1=
���
n
p

but slower than 1=n:

lim
n!1

���
n
p

ãn � 0, lim
n!1 nãn � �1: (2)

In such a case, assuming that the Laplace transform of Z j is ®nite in a neighbourhood of the

origin, then the sequence fDãn
T ngn satis®es a moderate-deviation principle at speed

(
���
n
p

ãn)ÿ2 ± that is, there exists a rate function I M which does not depend on both the law of

the Z j and the sequence fãngn satisfying (2), such that

ÿ inf
g2 8A

I M (g) < lim inf
n!1 nã2

n ln P(Dãn
T n 2 A) < lim inf

n!1 nã2
n ln P(Dãn

T n 2 A) < ÿ inf
g2A

I M (g),

a result proved in Baldi and Caramellino (1999).

In this paper, we consider a particular sequence fãngn for which (2) holds: setting

ãn � 1����������������
n ln ln n
p ,

we study the asymptotic behaviour of fDãn
T ngn by giving explicitly the set of its limit
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points, a result which can be interpreted as a law of the iterated logarithm for random walks

on nilpotent Lie groups.

This statement has been already introduced in Baldi and Caramellino (1999), where a

precise proof is not given. Here, we give the proof of such a result as a consequence of a

functional law concerning a more general class of processes. Indeed, the idea underlying the

proof is to represent D1=
������������
n ln ln n
p T n as the value at time 1 of the solution of a suitable

ordinary differential equation (ODE) with stochastic coef®cients, whose randomness is

driven by a normalized polygon constructed by means of the sequence fZ jg j. In Section 2

we consider this more general kind of process, for which we show that a functional law of

the iterated logarithm holds. We make considerable use of some moderate-deviation

estimates proved in Baldi and Caramellino (1999). Section 3 is devoted to the study of

random walks on nilpotent groups: we represent fD1=
������������
n ln ln n
p T ngn as the value at time 1 of

a suitable sequence of processes whose asymptotic behaviour is analysed in Section 2, so

that a law of the iterated logarithm follows. Finally, we consider the Heisenberg group, by

comparing our result with that proved by Crepel and Roynette (1977).

2. A functional result for polygons

Let (Ù, F , P) be a probability space where a sequence fZ jg j of m-dimensional i.i.d. random

variables is de®ned. We suppose that the Z j are centred and that the Laplace transform exists

in a neighbourhood of the origin.

We also suppose that the covariance matrix of the Z j is equal to the identity, an

assumption which will be relaxed later.

Let

St �
X[ t]

k�1

Z k � (t ÿ [t])Z [ t]�1 � S[ t] � (t ÿ [t])(S[ t]�1 ÿ S[ t]), (3)

with S0 � 0. Since S is piecewise linear, _St � Z [ t]�1, t . 0, exists almost everywhere, so that

one can de®ne the process Xt as the solution of the ODE with stochastic coef®cients

_X t � b̂(Xt)� ó̂ (Xt) _St,

X0 � x,
(4)

where b̂ : Rd ! Rd and ó̂ : Rd ! Rd 
 Rm are respectively a vector and a matrix ®eld that

must satisfy certain conditions in order to guarantee the existence of the solution Xt for t . 0

(we shall specify the proper conditions on b̂ and ó̂ later).

The aim of this section is to prove a law of the iterated logarithm for the process X : by

means of a suitable family of contractions fÃágá. 0, we shall show that the sequence

fY ngn, de®ned by

Y n
t � Ã ������������

n ln ln n
p (Xnt), t 2 [0, 1], (5)

as a.s. relatively compact on the space C ([0, 1], Rd) � fj : [0, 1]! Rd jj is continuousg.
We ®rst set
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S n
t � Snt �

X[nt]

k�1

Z k � (nt ÿ [nt])Z [nt]�1, t 2 [0, 1], (6)

as the continuous polygon having value Sn �
Pn

k�1 Z k at time k=n, and linear between k=n

and (k � 1)=n, so that we can write

d

dt
(Xnt) � n _X nt � n ~b(Xnt)� ~ó (Xnt) _S n

t (7)

because _S n
t � n _Snt.

For a ®xed á. 0, consider now the map

Ãá : Rd ! Rd (8)

satisfying the following hypothesis, ®rst introduced in Baldi (1986) in the framework of

diffusion processes.

Assumption 2.1. For any ®xed á. 0, Ãá is a C 1 map such that:

(i) Ãá(x) � x;

(ii) if á > â, then

jÃá(y)ÿ Ãá(z)j < jÃâ(y)ÿ Ãâ(z)j
for any y, z 2 Rd;

(iii) Ãÿ1
á � Ãáÿ1 and, for any compact set C � Rd and å. 0, there exists ä. 0 such that

if jáâ ÿ 1j, ä then

sup
y2C

jÃá � Ãâ(y)ÿ yj, å:

It is worth remarking that condition (i) ensures that x, the starting point of the process X

de®ned in (4), is a ®xed point for Ãá, for any á. 0. Moreover, condition (ii) stands for a

sort of contraction as á varies: for any y, z 2 Rd, the distance between Ãá(y) and Ãá(z)

decreases as á increases. Finally, condition (iii) ensures a sort of continuity property for Ãá
with respect to the parameter á uniformly on the compact subsets of Rd : Ãá � Ãâ is not far

from the identity map whenever á . â is near 1.

Setting án �
����������������
n ln ln n
p

, n . 2, we can now de®ne

Y n
t � Ãá n

(Xnt): (9)

We will now study the asymptotic behaviour of fY ngn as a sequence of random variables

on the space of the continuous paths, by proving that fY ngn is a.s. relatively compact in

C ([0, 1], Rd) and giving explicitly the set of its limit points. We shall rely heavily on

suitable moderate-deviation estimates proved in Baldi and Caramellino (1999).

By (9) and (7), we have

_Y n
t � bn(Y n

t )� ón(Y n
t )

1

án

_S n
t ,

Y n
0 � x,

(10)
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where

bn(y) � n=zÃá n
(z)b̂(z)jz�Ãÿ1

án
( y),

ón(y) � án=zÃá n
(z)ó̂ (z)jz�Ãÿ1

án
( y),

(11)

in which, as usual,

(=zÃá(z))ij � @

@z j

(Ãá(z))i:

Since án=
���
n
p ! �1 and án=n! 0, representation (10) ensures that the sequence

fY ngn satis®es a moderate-deviation principle subject to the following hypothesis on the

coef®cients bn and ón de®ned in (11):

Assumption 2.2. (i) bn and ón are locally Lipschitz continuous, uniformly in n.

(ii) There exists a vector ®eld b and a matrix ®eld ó such that

lim
n!1 bn � b, lim

n!1ón � ó

uniformly on the compact subsets of Rd .

(iii) ó is differentiable and b, ó , ó 9 are locally Lipschitz continuous.

(iv) Denote by AC m
0 the set of the absolutely continuous paths from [0, 1] to Rm,

starting at 0, and v : C ([0, 1], Rm) \ fhjh0 � 0g ! R�,

v(h) �
1
2

�1

0

jh9sj2 ds if h 2AC m
0 and h9 2 L2([0, 1]),

�1 otherwise:

8><>: (12)

Then, for any h 2 fv ,1g, the Cauchy problem

j9t � b(j t)� ó (j t)h9t,

j0 � x,

has a unique solution j de®ned on the entire time interval [0, 1].

As has been proved in Baldi and Caramellino (1999), Theorem 4, we have:

Theorem 2.3. Under Assumption 2.2, fY ngn satis®es a moderate-deviation principle on

C ([0, 1], Rd) at speed á2
n=n � ln ln n, with rate function

J (j) �
�1

0

L (j(t), j9(t)ÿ b(j(t))) dt if j 2AC d
x ,

�1 otherwise,

8><>: (13)

where L (î, :) denotes the Legendre transform of è 7! 1
2
hè, ó (î)ó t(î)èi, è 2 Rd , AC d

x
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standing for the set of absolutely continuous paths of C ([0, 1], Rd), starting at x.

Symbolically,

ÿ inf
j2 8A

J (j) < lim inf
n!1

1

ln ln n
ln P(Y n 2 A) < lim inf

n!1
1

ln ln n
ln P(Y n 2 A) < ÿ inf

j2A

J (j)

for any Borel set A � C ([0, 1], Rd).

Moreover, the following inequality holds: for any R, ç, a . 0 and h 2 fv < ag, there

exists ä. 0 such that

lim sup
n!1

1

ln ln n
ln P





 1

án

S n ÿ h





, ä, kY n ÿ F(h)k > ç

 !
< ÿR, (14)

where F � Fx is de®ned by

Fx : fv ,1g ! C ([0, 1], Rd)

h 7! Fx(h) t � x�
� t

0

b(Fx(h)s) ds�
� t

0

ó (Fx(h)s)h9s ds:

Remark 2.4. It is worth recalling for later use some properties to Theorem 2.3.

(i) The sequence f(1= ����������������
n ln ln n
p

)S ngn also satis®es a moderate-deviation principle on

C ([0, 1], Rm), at speed ln ln n, with rate function v de®ned in (12):

ÿ inf
h2 8A

v(h) < lim inf
n!1

1

ln ln n
ln P

1����������������
n ln ln n
p S n 2 A

� �

< lim inf
n!1

1

ln ln n
ln P

1����������������
n ln ln n
p S n 2 A

� �
< ÿinf

h2A

v(h),

for any Borel set A � C ([0, 1], Rm). This is an obvious consequence of Theorem 2.3, once

one chooses d � m, b̂ � 0 and ó̂ � Id, but this is actually a well-known result in the

literature, proved during the 1970s by Mogul'skii (see Mogul'skii 1976; but also Baldi and

Caramellino 1999 and references quoted therein). Notice that the form of the rate function

suggests that f(1= ����������������
n ln ln n
p

)S ngn turns out to have the same asymptotic behaviour that such

a sequence should have if the Z j were standard Gaussian random variables.

(ii) The rate functions J and v are lower semi-continuous functionals such that the level

sets fj : J(j) < ag and fh : v(h) < ag are compact subsets of C ([0, 1], Rd) and

C ([0, 1], Rm) respectively, for any a > 0. Moreover, for any j 2 C ([0, 1], Rd) for which

J (j) is ®nite, there exists h 2 C ([0, 1], Rm) such that

j � Fx(h) and J (j) � v(h) � 1

2

�1

0

jh9(s)j2 ds:

Indeed, it can be proved (see, for example, Baldi and Caramellino 1999, p. 803) that

J (j) � inf h2Fÿ1
x (fjg) v(h). If a � J (j) is ®nite, set Ca � Fÿ1

x (fjg) \ fh : v(h) < a� 1g, so

that J (j) � inf h2Ca
v(h). Now, Ca is compact because the level set fh : v(h) < a� 1g is
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compact and the set Fÿ1
x (fjg) is closed because Fx is a continuous functional on

fh : v(h) < a� 1g (see Baldi and Caramellino 1999, Appendix). Since v is lower semi-

continuous, the in®mum of v on Ca is achieved, and the assumption above actually holds.

By using the estimates given by Theorem 2.3, we shall prove the following result, which

can be interpreted as a law of the iterated logarithm for the process X :

Theorem 2.5. Under Assumptions 2.1 and 2.2, the sequence fY ngn is a.s. relatively compact

in the space C ([0, 1], Rd) and the set of its limit points as n!1 is given by

K � fø : J (ø) < 1g, (15)

with J as de®ned in (13).

Remark 2.6. Before giving the proof of this result, let us compare the asymptotic behaviour

for solutions of ODEs, as in (2.5), and for solutions of stochastic differential equations, that

is, for processes solving

d ~X t � ~b( ~X t) dt � ~ó ( ~X t) dBt,

~X0 � x,

where B is an m-dimensional Brownian motion.

Let ~Y n be de®ned as

~Y n
t � Ãá n

( ~X nt), t 2 [0, 1]:

It easily follows that ~Y n is again a diffusion process, whose drift bn and diffusion coef®cient

ó n can be computed by means of Itô's formula and by applying a suitable time-change. As

proved in Baldi (1986), under Assumptions 2.1 and 2.2, applied to bn and ó n, the sequence

f ~Y ngn is a.s. relatively compact in C ([0, 1], Rd) and the limit points are given by the set K

in Theorem 2.5, in which the coef®cients b and ó have obviously to be replaced by

b � limn!1 bn and ó � limn!1 ó n, respectively, for the computation of the rate function J .

Therefore, for solutions of both ordinary and stochastic differential equations, a law of

the iterated logarithm holds, and whenever the drift and `diffusion' coef®cients of Y n and
~Y n have the same asymptotic behaviour ± that is, b � b and ó � ó ± the set of the limit

points does not change.

The proof of Theorem 2.5 will follow from some preliminary results. In what follows, for

j 2 C ([0, 1], Rd) and A � C ([0, 1], Rd), kjk and d(j, A) stand for the supremum norm

and the usual distance of j from A, respectively:

kjk � sup
t2[0,1]

jj tj, d(j, A) � inf
ø2A
kjÿ øk:

Lemma 2.7. Under Assumptions 2.1 and 2.2,
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lim
n!1 d(Y n, K) � 0 a:s:

Proof. First of all, we prove that

lim
j!1

d(Y [c j], K) � 0 a:s:,

where c . 1 and [n] stands for the integer part of n ± that is, the statement holds for suitable

subsequences. By using the ®rst Borel±Cantelli lemma, it is suf®cient to prove that, for any

å. 0, the series
P

j P(d(Y [c j], K) . å) converges.

Let K9å be an å-neighbourhood of K: K9å � fg : d(g, K) > åg. Since the functional J is

lower semi-continuous and K is compact, it follows that there exists ä. 0 such that, for

any j 2 K9å,

inf
j2K9å

J (j) . 1� 2ä:

Now, by using the moderate-deviation upper bound given by Theorem 2.3, we have, for large

values of j,

P(Y [c j] 2 K9å) < exp(ÿ(1ÿ ä)ln ln[c j]) <
const:

( jÿ 1)1�ä

because, for any large j, [c j] > c jÿ1. Therefore, the series
P

P(Y [c j] 2 K9å) converges, so

that, for any c . 1, lim j!1 d(Y [c j], K) � 0 a:s:
Now ®x n: for any c . 1 and j such that [c j] < n < [c j�1], we can write

d(Y n, K) < d(Y [c j], K)� kY n ÿ Y [c j]k

< d(Y [c j], K)� kÃá n
� Ãÿ1

[c j](Y [c j])ÿ Y [c j]k � sup
t2[0,1]

jÃá n
(X [c j] t)ÿ Ãá n

(Xnt)j:

We shall now estimate d(Y n, K) by proving that it is small enough for large values of n. All

the upper bounds we shall state have to be considered a.s.

By the ®rst part of this proof, for any å. 0 amd c . 1 there exists jc such that, for

j . jc,

d(Y [c j], K) , å, (16)

so that

d(Y n, K) < å� kÃán
� Ãÿ1

[c j](Y
[c j])ÿ Y [c j]k � sup

t2[0,1]

jÃán
(X[c j t)ÿ Ãá n

(Xnt)j:

Moreover, for any large j,

1 <
án

á[c j]

�
�������������������������

n ln ln n

[c j] ln ln [c j]

s
<

���������������������������������
[c j�1] ln ln [c j�1]

[c j] ln ln [c j]

s
<

�����������������������������������������
(c j�1) ln ln (c j�1)

(c j ÿ 1) ln ln (c j ÿ 1)

s
�: ã j

and ã j !
���
c
p

as j!1. It then follows that for any ä. 0 there exist c1 . 1 and j1 such that

for any c 2 (1, c1), j . j1 and n 2 [[c j], [c j�1]],
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���� án

á[c j]

ÿ 1

���� < ä:

By using property (iii) of Assumption 2.1, we can state that for any å. 0 and for any

compact C of Rd there exist c1 . 1 and j1 such that for any c 2 (1, c1), j . j1 and

n 2 [[c j], [c j�1]],

sup
y2C

jÃán
� Ãÿ1

[c j](y)ÿ yj, å:

Now ®x c 2 (1, c1): since d(Y [c j], K)! 0 as j!1, there exists ĵ1 such that, for any j . ĵ1,

kY [c j]k < 2 sup
j2K

kjk �: M

and M is a ®nite number because K is compact. Therefore, for any å. 0 one can ®nd c1 . 1

such that for any c 2 (1, c1) there exists i1 � max( jc, j1, ĵ1) such that for any j . i1 and

n 2 [[c j], [c j�1]],

kÃá n
� Ãÿ1

[c j](Y
[c j])ÿ Y [c j]k < sup

f y : j yj<Mg
jÃán
� Ãÿ1

[c j](y)ÿ yj, å

and (16) holds, so that

d(Y n, K) < 2å� sup
t2[0,1]

(X[c j] t)ÿ Ãá n
(Xnt)j:

We now have to estimate the quantity appearing on the right-hand side of the above

inequality.

First of all, since án > î[c j], by using condition (ii) of Assumption 2.1 we can write

sup
t2[0,1]

jÃá n
(X[c j] t)ÿ Ãán

(Xnt)j < sup
t2[0,1]

jÃ[c j](X[c j] t)ÿ Ã[c j](Xnt)j

< sup

0<u<1,0<s<
[c j]

[c j�1]
u

jÃ[c j](X[c j�1]u)ÿ Ã[c j�1](X[c j�1]s)j,

where the latter inequality results from setting nt � [c j�1]u and [c j]t � [c j�1]s. By adding

and subtracting Y [c j�1]
u and Y [c j�1]

s , we obtain, for any n 2 [[c j], [c j�1]],

sup
t2[0,1]

jÃá n
(X[c j] t)ÿ Ãá n

(Xnt)j

< 2kÃ[c j] � Ãÿ1
[c j�1](Y

[c j�1])ÿ Y [c j�1]k � sup

0<u<1,0<s<
[c j]

[c j�1]
u

jY [c j�1]
u ÿ Y [c j�1]

s j:

By using arguments similar to those previously developed, involving property (iii) of

Assumption 2.1, we can ®nd c2 . 1 and i2 such that for any c 2 (1, c2) and j . i2,

2kÃ[c j] � Ãÿ1
[c j�1](Y

[c j�1])ÿ Y [c j�1]k, 2å,

so that for c 2 (1, min(c1, c2)) and j . max(i1, i2),
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d(Y n, K) < 4å� sup

0<u<1,0<s<
[c j]

[c j�1]
u

jY [c j�1]
u ÿ Y [c j�1]

s j:

Now, since d(Y [c j�1], K)! 0 as j!1, there exists i3 such that, for any j . i3,

d(Y [c j�1], K) , å:

Therefore, for any such value of j there exists a path g 2 K such that

kY [cj�1] ÿ gk, 2å:

Thus, for any j . max(i1, i2, i3), we can write

d(Y n, K) , 6å� sup

0<u<1,0<s<
[c j]

[c j�1]
u

jg(u)ÿ g(s)j:

Finally, since 0 < uÿ s < 1ÿ [c j]=[c j�1] < 1ÿ 1=c, and K is a compact subset of

C ([0, 1], Rd), by the Ascoli±ArzelaÁ theorem there exists c3 . 1 such that, for any

c 2 (1, c3),

sup
g2K

sup

0<u<1,0<s<
[c j]

[c j�1]
u

jg(u)ÿ g(s)j, å:

Thus, for any å. 0 we have found a constant c0 � min(c1, c2, c3) . 1 and an integer

j0 � max(i1, i2, i3) such that if c 2 (1, c0), j . j0 and n 2 [[c j], [c j�1]], then

d(Y n, K) , 7å,

so that the statement holds. h

In order to prove Theorem 2.5, we also need the following result concerning a sort of

functional law of the iterated logarithm for standard sums of random variables, which will

be used in order to show that K is the set of the limit points for fY ngn. It is well known in

the literature that, for the polygon S n de®ned in (6), f(1= ����������������
n ln ln n
p

)S ngn is a.s. relatively

compact in C ([0, 1], Rm) and the set of its limit points is given by

C � fh : v(h) < 1g � h 2AC m
0 :

1

2

�1

0

jh9(s)j2 ds < 1

( )
(see, for example, Strassen 1964). In particular, for any h 2 C and ä. 0,

P





 1����������������
n ln ln n
p S n ÿ h





 < ä infinitely often

 !
� 1:

The next lemma shows that any h 2 C is the limit point of a suitable subsequence of

f(1= ����������������
n ln ln n
p

)S ngn:

Lemma 2.8. For any h 2 C such that 1
2

� 1

0
jh9(s)j2 ds , 1 and ä. 0, an integer c . 1 exists

such that
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P





 1����������������������
c2 j ln ln c2 j
p Sc2 j ÿ h





 < ä i:o:

 !
� 1:

Proof. Fix an integer c . 0, and let Ti : C ([0, 1], Rm)! C ([0, 1], Rm), i � 1, 2, 3, be

de®ned as

T1 g(t) �

g(t) if t 2 0,
1

c

� �
,

g
1

c

� �
if t 2 1

c
, 1

� �
,

8>>>>><>>>>>:
T2 g(t) �

g
1

c

� �
if t 2 0,

1

c

� �
,

g(t) if t 2 1

c
, 1

� �
,

8>>>>>><>>>>>>:

T3 g(t) �

g
1

c2

� �
if t 2 0,

1

c

� �
,

g
t

c

� �
if t 2 1

c
, 1

� �
:

8>>>>><>>>>>:
It follows that:

(a) (T1 � T2)g(t) � g(t)� g(1=c), thus g(t) � (T1 � T2)g(t)ÿ g(1=c);

(b) jg(1=c)j < kT1 gk: kT1 gk � sup t2[0,1=c] jg(t)j > jg(1=c)j;
(c) kT3 gk < kT1 gk: kT3 gk � sup t2[1=c,1] jg(t=c)j � sup t2[1=c2,1=c] jg(t)j < sup t2[0,1=c]

jg(t)j � kT1 gk.
Let us write

î j(t) � 1����������������������
c2 j ln ln c2 j
p Sc2 j

t :

Using (a), (b), (c), we have

kî j ÿ hk < k(T1 � T2)î j ÿ (T1 � T2)hk �
����î j 1

c

� �
ÿ h

1

c

� �����
< kT1î

j ÿ T1 hk �
����î j 1

c

� �
ÿ h

1

c

� ������ kT2î
j ÿ T2 hk

< kT1î
jk � kT1 hk �

����î j 1

c

� ������ ����h 1

c

� ������ k(T2 ÿ T3)î j ÿ T2 hk � kT3î
jk

< 3kT1î
jk � 2kT1 hk � k(T2 ÿ T3)î j ÿ T2 hk:
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Now

kT1 hk � sup

t2 0,
1
c

� �jh(t)j,

where h(0) � 0 and h is continuous: there exists c1,ä . 1 such that, for any c . c1,ä,

2kT1 hk,
ä

3
:

Thus, for any c . c1,ä,

kî j ÿ hk <
ä

3
� 3kT1î

jk � k(T2 ÿ T3)î j ÿ T2 hk: (17)

Let us ®rst consider the term 3kT1î jk � 3 sup t2[0,1=c] jî j(t)j. Set

Fä � g 2 C : 3kT1 gk >
ä

3

� �
,

so that 3kT1î jk > ä=3 if and only if î j 2 Fä. Fä is a closed subset and, by Remark 2.4(i), î j

veri®es a moderate-deviation principle at speed (c2 j ln ln c2 j)=c2 j � ln ln c2 j, with rate

function v de®ned in (12), so that we can use the upper bound applied to Fä. Notice that

if g 2 Fä then for t < 1=c, we have

jg(t)j �
����� t

0

g9(s) ds

���� <

� t

0

jg9(s)j2ds

� �1=2 �1=c

0

ds

 !1=2

<
1���
c
p ������������

2v(g)
p

,

so that

v(g) >
c

2
jg(t)j2 >

c . ä2

2 . 81

and

inf
g2Fä

v(g) >
c . ä2

2 . 81
:

It follows that there exists c2,ä . 1 such that for any integer c . c2,ä we have

c . ä2=(2 . 81) . 2, and thus

inf
g2Fä

v(g) > 2:

For such values of c, by using the moderate-deviation upper estimate, we obtain, for large

values of j,

P 3kT1î
jk >

ä

3

� �
� P(î j 2 Fä) < exp

 
ÿ (ln ln c2 j . inf

g2Fä

v(g)

!

< exp ÿ(ln ln c2 j)
3

2

� �
� const:

j3=2
:
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It then follows that the associated series converges and

P 3kT1î
jk >

ä

3
i:o:

� �
� 0:

Let us return to (17): if cä � max(c1,ä, c2,ä) then for c . cä . 1, c integer, we can state that

kî j ÿ hk <
2

3
ä� k(T1 ÿ T2)î j ÿ T2 hk a:s:,

for any j large. It remains to prove that, for c . cä,

P k(T1 ÿ T2)î j ÿ T2 hk,
å

3
i:o:

� �
� 1:

We will make use of the second Borel±Cantelli lemma, which can be applied because the

random variables f(T2 ÿ T3)î jg j are independent. In fact,

(T2 ÿ T3)î j
t �

1����������������������
c2 j ln ln c2 j
p . (Sc2 j

1=c ÿ Sc2 j

1=c2 ) if t <
1

c
,

1����������������������
c2 j ln ln c2 j
p . (Sc2 j

t ÿ Sc2 j

t=c) if t .
1

c
:

8>><>>:
Now, if t > 1=c,

Sc2 j

t ÿ Sc2 j

t=c �
X[c2 j t]

k�1

Z k � (c2 j t ÿ [c2 j t])Z [c2 j t]�1 ÿ
X[c2 jÿ1 t]

k�1

Z k ÿ (c2 jÿ1 t ÿ [c2 jÿ1 t])Z [c2 jÿ1 t]�1

� ÿ(c2 jÿ1 t ÿ [c2 jÿ1 t])Z [c2 jÿ1 t]�1 �
X[c2 j t]

k�[c2 jÿ1 t]�1

Z k � (c2 j t ÿ [c2 j t])Z [c2 j t]�1:

Thus, the random variable (T2 ÿ T3)î j is ó (Z c2 jÿ2�1, . . . , Z c2 j

)-measurable: since (Z n)n is a

sequence of independent random variables, it then follows that (T2 ÿ T3)î j are independent,

as j varies. Thus, if X
k

P kT2 ÿ T3)î j ÿ T2 hk,
ä

3

� �
� �1 (18)

it would follow that

P k(T2 ÿ T3)î j ÿ T2 hk,
ä

3
i:o:

� �
� 1:

Therefore, we have only to show that (18) holds.

Set

Gä � g : g(0) � 0 and k(T2 ÿ T3)g ÿ T2 hk,
ä

3

� �
,
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so that P(k(T2 ÿ T3)î j ÿ T2 hk, ä=3) � P(î j 2 Gä). Since Gä is an open set, the moderate-

deviation lower bound in Remark 2.4 gives, for any large j.

P(î j 2 Gä) > exp

 
ÿ ln ln c2 j . inf

g2Gä

v(g)

!
,

Now, having chosen c . cä > c1,ä, it follows that h 2 Gä:

k(T2 ÿ T3)hÿ T2 hk � kT3 hk < kT1 hk <
ä

6
,
ä

3
:

Thus, inf g2G v(g) < v(h) , 1 and

P(î j 2 G) > exp(ÿln ln c2 j) � const:

2 j
:

Since the associated series diverges, statement (18) holds. h

With these preliminaries completed, we can now prove our earlier result.

Proof of Theorem 2.5. Lemma 2.7 enables us easily to prove that the sequence fY ngn is a.s.

totally bounded in the space of continuous paths, so that it is relatively compact. In fact, since

K is compact, for any å. 0 there exist a ®nite number of paths j1, . . . , jN such that

K �
[N
i�1

B ji,
å

2

� �
where B(ji, å=2) is the ball centred in öi of radius å=2 in the space C ([0, 1], Rd). By

Lemma 2.7, there exists a.s. a value n0 such that, for any n . n0,

d(Y n, K) ,
å

2
,

so that

fY ngn . n0
�
[N
i�1

B(ji, å):

Since obviously fY ngn<n0
� Sn0

i�1 B(Y n, å), it follows that

fY ngn �
[n0

i�1

B(Y n, å)

 !
[

[N
i�1

B(ji, å)

 !
,

that is, fY ngn is a.s. totally bounded in C ([0, 1], Rd) and therefore is relatively compact in

C ([0, 1], Rd).

In order to prove that K is the set of all the limit points, it suf®ces to prove that for any

j 2 K such that J (j) , 1,

P(kY n ÿ jk, å i:o:) � 1, (19)

where å. 0.

618 L. Caramellino and V. Di Vicenzo



Since, by Remark 2.4(ii), there exists h 2AC m
0 such that 1

2

� 1

0
jh9(s)j2 ds , 1 and j �

Fx(h), by using Theorem 2.3 we can state that there exists ä. 0 such that

lim sup
n!1

1

ln ln n
ln P kY n ÿ jk, å,





 1����������������
n ln ln n
p S n ÿ h





. ä

 !
< ÿ3: (20)

By Lemma 2.8, there exists an integer c . 1, such that

P





 1����������������������
c2 j ln ln c2 j
p Sc2 j ÿ h





 < ä i:o:

 !
� 1:

Setting

G j � fkY c2 j ÿ jk, åg, H j �




 1����������������������

c2 j ln ln c2 j
p Sc2 j

t ÿ h





, ä

( )
,

then P(H j i:o:) � 1, and by (20) we obtain, for any large j,

P(H j \ GC
j ) < exp(ÿ2 ln ln c2 j) � const:

(2 j)2
,

so that

P(H j \ GC
j i:o:) � 0:

It then follows that P(G j i:o:) � 1:

P(G j i:o:) > P(H j \ G j i:o:)� P(H j \ GC
j i:o:) > P(H j i:o:) � 1

and (19) holds. h

Remark 2.9. Theorem 2.5 still holds if the covariance matrix Ë of the random variable Z1 is

not the identity, subject to a modi®cation of the representation K of the limit points. Indeed,

if r (< m) is the rank of Ë, then one can build a m 3 r matrix M such that Ë � MM�, and

a sequence f ~Z kgk of i.i.d. Rr-valued random variables with the r 3 r identity as covariance

matrix, so that Z k � M ~Z k . Therefore, the processes X and Y n � Ãán
(Xn�) solve the

differential equations

_X t � b(Xt)� ó̂ (Y n
t )M

_~S(t), _Y n
t � bn(Y n

t )� ón(Y n
t )M

1

án

_~S n(t)

respectively, where ~S and ~S n are the process de®ned in (3) and (6) respectively, by replacing

Z k with ~Z k . Thus, if bn and ón satisfy the conditions required in Theorem 2.5, these are

veri®ed by bn and ón
. M too, and one can apply Theorem 2.5 in order to ®nd the asymptotic

behaviour of fY ngn. Notice that in the computation of the rate function J , the matrix ®eld

ó � limn!1 ón has to be replaced by limn!1ón
. M.
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3. Law of the iterated logarithm on nilpotent Lie groups

In this section we apply Theorem 2.5 in order to obtain a law of the iterated logarithm for

random walks on a simply connected, graded, nilpotent Lie group G.

Let G denote the Lie algebra associated with G, which we suppose to be graded, as in

the Introduction: there exist l vector spaces V1, . . . Vl such that

G � V1 � � � � � Vl and [Vi, V j] � Vi� j, (21)

where [:, :] denotes the bracket operation on G and Vi� j � f0g if i� j . l. Let fe1, . . . , edg
be a basis of G which is adapted to the decomposition above: there exist positive integers

0 � i0 , i1 , i2 , . . . , i l such that Vk is spanned by fei kÿ1�1, . . . , eik
g, as k � 1, . . . , l. In

particular, i1 denotes the dimension of V1. Let ÷i stand for the left-invariant vector ®eld

associated with ei: for any smooth function f ,

÷i f (y) � d

dt
f (y � tei)

����
t�0

�
Xd

j�1

÷ j
i (y)

@ f

@ yj

(y): (22)

Let ó̂ (y) � [÷1(y) . . . ÷d(y)] be the matrix with ith column vector ÷i(y). The crucial remark

is that for a vector a 2 Rd ' G, the solution of

_xt � ó̂ (xt)a,

x0 � g
(23)

is given by

xt � g � (ta): (24)

Indeed, it is well known that xt � g � Exp(ta) is the solution of (23), Exp : G! G being the

exponential mapping, which allows G to be identi®ed with its Lie algebra G, so that (24)

actually holds.

Moreover, the product on G is related to the structure of G by the Campbell±Hausdorff

formula:

x � y � x� y� 1

2
[x, y]� 1

12
[x, [x, y]]� 1

12
[y, [y, x]] � . . . : (25)

Therefore, it turns out that by (21) and (25),

÷i(y) 2 Vi � . . . � Vl: (26)

Consider now a sequence of i.i.d. random variables fZ jg j taking values on G. Suppose

that each Z j is centred on G ± that is, E[P1 Z j] � 0, where P1 is the projection map on V1

± and that the covariance matrix is the identity. In the proofs of the results of the preceding

section, which we shall need to use, the hypothesis that the Z j are (fully) centred is crucial

in order for Theorem 2.3 to be applied, that is, for the validity of the moderate-deviation

estimates. Thus, for any j, let us consider the random variable

~Z j � Z j ÿ E[Z j],
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which can be obviously considered as a centred random variable on Rd ' G. We de®ne the

`standard' polygon St and ~St, associated with fZ jg j and f ~Z jg j respectively, as in (3), that is,

St

X[ t]

k�1

Z k � (t ÿ [t])Z [ t]�1 and ~St �
X[ t]

k�1

~Z k � (t ÿ [t]) ~Z [ t]�1 � St ÿ tE[Z1],

where S0 � ~S0 � 0. Let X denote the solution of the (ordinary) differential equation

_X t � ó̂ (Xt) _St, t . 0,

X0 � 0:

Since _St � Z1 as t 2 (0, 1), by (23) and (24) we have

X1 � 0 � Z1 � Z1:

By recurrence one easily obtains Xk � Z1 � . . . � Z k and, as k � n,

Xn � Z1 � . . . � Z n � T n: (27)

Notice that, by using the polygon ~S, it turns out that X also solves the ODE

_X t � ó̂ (Xt)E[Z1]� ó̂ (Xt)
_~St, t . 0,

X0 � 0: (28)

For á. 0, consider the map

Ãá � D1=á � Dÿ1
á

where Dá is the dilatation de®ned in (1). It is immediate to check that Ãá satis®es (8) and the

process Y n, de®ned as in (5), becomes

Y n
t � D1=

������������
n ln ln n
p Xnt, t 2 [0, 1]: (29)

Thus, as k � 1, 2, . . . , n, we have Y n
k=n � D1=

������������
n ln ln n
p T k , so that

Y n
1 � D1=

������������
n ln ln n
p T n: (30)

Moreover, using the representation in (28), Y n solves the differential equation

_Y n
t � bn(Y n)� ón(Y n

t )
1

án

_~S
n

t ,

Y n
0 � 0,

where án �
����������������
n ln ln n
p

and, by (10) and (11),

ón(y) � án=D1=á n
(z)ó̂ (z)jz�Dÿ1

1=án
( y) � an D1=á n

. ó̂ (z)jz�Dÿ1
1=án

( y),

bn(y) � n

án

ón(y):

In order to study the asymptotic behaviour of fD1=
������������
n ln ln n
p T ngn, we consider ®rst the
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sequence fY ngn, since by applying Theorem 2.5 one almost immediately obtains the

following result, which can be interpreted as a functional law of the iterated logarithm on

simply connected, graded, nilpotent Lie groups.

Theorem 3.1. The sequence fY ngn de®ned in (29) is a.s. relatively compact on C ([0, 1], G),

and the set of its limit points is

K � fx 2 C ([0, 1], G) : J (x) < 1g,
with the rate function J as in (13), where b � 0 and ó is the matrix ®eld having ÷i as its ith

column for i � 1, . . . , i1, the rest being equal to 0:

ó (y) � [÷1(y) . . . ÷i1 (y) 0 . . . 0]:

Proof. We have only to prove that Assumption 2.2 holds. We ®rst study the convergence of

bn and ón, as n!1.

Let us remark that if ei 2 Vk , then for every ã 2 R� the vector ®eld y 7! ÷i(y) �
(÷ j

i (y)) j satis®es the relation

Dã÷i(y) � ãk÷i(Dã(y)) (31)

(see Baldi 1986, Lemma 4.2, for a complete proof). Denoting by k(i) the index k such that

ei 2 Vk and recalling that ó̂ (y) � [÷1(y) . . . ÷d(y)], by using (31) we can state that

Dã . ó̂ (y) � [ãk(1) . ÷1(y) ãk(2) . ÷2(y) . . . ãk(d) . ÷d(y)]:

Therefore, the matrix ón is obtained by multiplying the ith column of ó̂ by áÿk(i)�1
n :

ón(y) � ÷1(y) . . . ÷i1 (y)
1

án

÷i1�1(y) . . .
1

á lÿ1
n

÷d(y)

� �
,

so that ón(y) converges, uniformly on the compact sets, to the matrix ®eld ó which has its

®rst i1 columns equal to the corresponding columns of ó̂ , and the rest set equal to 0:

lim
n!1 ón(y) � ó (y) � [÷1(y) . . . ÷i1 (y) 0 . . . 0]:

Concerning bn, we can write

bn(y) � n

án

÷1(y) . . . ÷i1 (y)
1

án

÷i1�1(y) . . .
1

á lÿ1
n

÷d(y)

� �
. E[Z1]:

Now, since E[Z1
i ] � 0 for i < i1, we have

(bn(y)) j �
Xd

i�i1�1

n

ák(i)
n

÷ j
i (y)E[Z1

i ], 1 < j < d,

and, by (26), as i . i1 we have that ÷ j
i (y) � 0 for any j < i1, so that
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(bn(y)) j �
0 if j < i1,Xd

i�i1�1

n

ák(i)
n

÷ j
i (y)E[Z1

i ] if j . i1:

8>><>>:
Bearing in mind that, for any i . i1, k(i) > 2, it follows that

lim
n!1 bn(y) � 0,

and the convergence is uniform on the compact sets.

Moreover, since the vector ®elds ÷i are C 1, all the requirements in Assumption 2.2

concerning Lipschitz conditions turn out to be ful®lled. Finally, as has been proved in

Lemma 4.3 of Baldi (1986), the Cauchy problem in Assumption 2.2(iv) has a unique

solution, so that Assumption 2.2 holds. Thus, Theorem 2.5 can be applied and the statement

holds. h

Now let

Ø : C ([0, 1], G)! G, Ø(x) � x1,

so that, by (30),

Ø(Y n) � D1=
������������
n ln ln n
p T n:

Such a representation allows a law of the iterated logarithm to be stated for random walks on

simply connected, graded, nilpotent Lie groups as follows:

Theorem 3.2. The set of the a.s. limit points of the sequence fD1=
������������
n ln ln n
p T ngn is given by

K1 � Ø(K) � fg : I(g) < 1g,
where

I(g) � inf
x : g�x1

J (x):

Proof. Since Ø is a continuous map, the relative compactness of the sequence de®ned by

D1
������������
n ln ln n
p T n � Y n

1 � Ø(Y n) immediately follows and the set of its limit points is given by

K1 � Ø(K). Moreover, setting

I(g) � inf
x : g�x1

J (x),

I turns out to be the rate function associated with the moderate-deviation principle satis®ed

by fD1
������������
n ln ln n
p T ngn (see Baldi and Caramellino 1999, Theorem 6), so that I is lower semi-

continuous and its level sets are compact. Thus, it is immediate to check that Ø(K) �
fg : I(g) < 1g. h

Remark 3.3. From Remark 2.6, it follows that the asymptotic behaviour of the normalized

random walk turns out to be the same as the sequence
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D1=
������������
n ln ln n
p ~T n,

where ~T n � ~X n and the process ~X is the principal invariant diffusion on G, that is, the

diffusion process whose generator has the form

L � 1

2

Xi1

i�1

÷2
i :

Indeed, using the notation introduced in Remark 2.6, the drift and the diffusion coef®cient of
~Y n

t � D1=
������������
n ln ln n
p ~X nt are given by

bn(y) � 1

2 ln ln n

Xi1

i�1

= y÷i(y) . ÷i(y), ó n(y) � ó (y) � [÷1(y) . . . ÷i1 (y) 0 . . . 0],

so that bn ! 0 as n!1. Thus, the statement of Theorem 3.1 holds for the sequence f ~Y ngn

as well, so that fD1=
������������
n ln ln n
p ~T ngn and fD1=

������������
n ln ln n
p T ngn have the same set of limit points.

In the particular case of G � Rd , where the length of the group is l � 1 ± that is, i1 � d

± and T n becomes the standard sum of n i.i.d. centred random variables, such a property is

well known, since here the principal invariant diffusion is given by a standard Brownian

motion on Rd . Thus, for general groups, the role of the Brownian motion is played by the

principal invariant diffusion.

Finally, let us observe that a more general functional law can be stated, similar to that

given in Baldi (1986). Indeed, in that paper a law of the iterated logarithm is proved

whenever ~X is (almost) any invariant diffusion on G, that is, its in®nitesimal generator has

the form

L � Y 0 �
Xr

i�1

Y 2
i ,

where, for i � 0, . . . , r < d, Y i stands for the left-invariant vector ®eld corresponding to (a

®xed) yi 2 G:

Y i f (y) � d

dt
f (y � tyi)j t�0:

The drift and the diffusion coef®cients are given by

~b(y) � Y 0(y)�
Xr

i�1

= yY i(y) . Y i(y), ~ó (y) � [Y 1(y) . . . Y r(y) 0 . . . 0]:

Now, if y0 =2 V1, then a law of the iterated logarithm follows. It is worth noticing that the

constraint y0 =2 V1 does not mean that ~X t is centred on G (i.e. E[P1
~X t] � 0), but ensures

that, as n!1, E[P1 D1=
������������
n ln ln n
p ~X t]! 0, because this is equivalent to requiring that bn

converges as n!1, where bn is the drift of the diffusion D1=
������������
n ln ln n
p ~X nt, t 2 [0, 1]. Notice

that such a fact is indeed what we need in the proof of Theorem 3.1.

Now, one could consider an analogous result for the case of ODEs: taking b̂ � ~b, or

simply b̂ � Y 0, and ó̂ � ~ó , then the process X which solves
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_X t � b̂(Xt)� ó̂ (Xt) _St,

X0 � 0,

satis®es a law of the iterated logarithm: if y0 =2 V1, the sequence fD1=
������������
n ln ln n
p Xn�gn is a.s.

relatively compact on C ([0, 1], G) and the set of its limit points is the set K in Theorem 2.5,

in which

b � 0, ó � [Y 1 . . . Y r 0 . . . 0]:

For the proof, it is suf®cient to recall Remark 2.6 and Theorem 4.1 in Baldi (1986).

4. An example: the Heisenberg group

This section is devoted to an application of Theorem 3.2 to the simplest Lie group in the

class of interest: the Heisenberg group.

Let G be the Lie algebra on R2k�1, with k > 1, spanned by fe1, . . . , e2k�1g, with

[ei, e j] �
e2k�1 if j � i� k, 1 < i < k,

ÿe2k�1 if j � iÿ k, k � 1 < i < 2k,

0 otherwise:

8><>:
Here l � 2, V1 is generated by fe1, . . . , e2kg and V2 by fe2k�1g. By the Campbell±

Hausdorff formula, the left invariant vector ®elds associated with e1, . . . , e2k�1 can be

written as

÷i(y) �

@

@ yi

ÿ 1

2
yi�k

@

@ y2k�1

if 1 < i < k,

@

@ yi

� 1

2
yiÿk

@

@ y2k�1

if k � 1 < i < 2k,

@

@ y2k�1

if i � 2k � 1:

8>>>>>>><>>>>>>>:
The Heisenberg group Hk on R2k�1 is the Lie group having G as its Lie algebra. Again from

the Campbell-Hausdorff formula, the product on Hk turns out to be

g � ĝ � g1 � ĝ1, . . . , g2k � ĝ2k , g2k�1 � ĝ2k�1 � 1

2

Xk

i�1

(gi ĝi�k ÿ gi�k ĝi)

 !
and the endomorphism Dá becomes

Dá g � (ág1, . . . , ág2k , á2 g2k�1):

Let fZ jg j be a sequence of i.i.d. random variables taking values in Hk . If T n �
Z1 � . . . � Z n, it is easy to check that
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T n
j �

Xn

i�1

Zi
j, j � 1, . . . , 2k,

T n
2k�1 �

Xn

i�1

Zi
2k�1 �

1

2

Xn

i�2

Xiÿ1

j�1

Xk

s�1

(Z j
s Z i

s�k ÿ Zi
s�k Z j

s):

Theorem 3.2 allows a law of the iterated logarithm to be deduced for the random walk

fT ngn: the limit set of the sequence fD1=
������������
n ln ln n
p T ngn is given by

K1 � fg : g � x1, x such that J (x) < 1g � fg : I(g) < 1g,
where J is as in (13), with

b(y) � 0, ó ij(y) �

1 if i � j < 2k,

ÿ1
2
yi�k if j � 2k � 1, 1 < i < k,

1
2
yiÿk if j � 2k � 1, k � 1 < i < 2k,

0 otherwise

8>>>><>>>>:
and where

I(g) � inf
x : x1� g

J (g):

The problem of computing such an in®mum exactly is a non-trivial variational problem,

because the matrix ®eld ó is degenerate in the sense that detóó T(y) � 0 for any y.

Nevertheless, it has been solved through the associated Hamiltonian system in Gaveau

(1977): if the covariance matrix is the identity, recalling that P1 g � (g1, . . . , g2k) and

P2 g � g2k�1,

I(g) �

1
2
jP1 gj2 if P2 g � 0,

2ðjg2k�1j if P1 g � 0,

1
2
jP1 gj2ô2 4jg2k�1j

jP1 gj2
� �

sin ô
4jg2k�1j
jP1 gj2

� �� �ÿ2

otherwise,

8>>>><>>>>: (32)

where ô is the inverse function of

è : [0, ð[! [0, �1[, è(t) � 2t ÿ sin(2t)

2 sin2 t
:

In the case of the Heisenberg group, the principal invariant diffusion on Hk is given by

~X t � B1(t), . . . , B2k(t),
1

2

Xk

i�1

� t

0

Bi(s) dBi�k(s)ÿ Bi�k(s) dBi(s)� �
 !

,

where B � (B1, . . . , B2k) denotes a 2k-dimensional standard Brownian motion. Thus, as

discussed in Remark 3.3, it follows that the asymptotic behaviour of fD1
������������
n ln ln n
p T ngn is the

same as
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1����������������
n ln ln n
p B1(n), . . . ,

1����������������
n ln ln n
p B2k(n),

1

2n ln ln n

Xk

i�1

� n

0

[Bi(s) dBi�k(s)ÿ Bi�k(s) dBi(s)]

 !
:

Consider the case k � 1. Concerning the third component, whose asymptotic behaviour

has already been investigated by Crepel and Roynette (1977), the sequence de®ned by

1

n ln ln n

Xn

i�1

Zi
3 �

1

2

Xn

i�2

Xiÿ1

j�1

(Z
j
1 Zi

2 ÿ Z
j
2 Zi

1)

0@ 1A
is obviously also a.s. relatively compact, and it immediately follows that the set of its limit

points is f ĝ 2 RjI3( ĝ) < 1g, where

I2( ĝ) � inf
g2H3 : g3� ĝ

I(g) � inf
( g1, g2)2R2

I(g1, g2, ĝ):

Now, if ĝ � 0 then obviously I3( ĝ) � 0. Otherwise, notice that, if P1 g 6� 0, then

I2(g) � 2jg3j . jP1 gj2
4jg3j ô

2 4jg3j
jP1 gj2
� �

sin ô
4jg3j
jP1 gj2
� �� �ÿ2

so that

inf
( g1, g2)2R2nf0g

I(g1, g2, ĝ) � 2j ĝj . inf
î. 0

1

î
ô2(î)(sin ô(î))ÿ2

� �
� 2j ĝj . inf

t2(0,ð)

t2

è(t) sin2 t
� ðj ĝj:

Therefore,

I3( ĝ) � ðj ĝj, (33)

so that the set of the limit points is [ÿ1=ð, 1=ð].

If the random variables Z j do not have the identity as their covariance matrix, a simple

transformation easily enables the set of the limit points to be represented. Indeed, ®rst of

all, since by the strong law of the large numbers, (n ln ln n)ÿ1
Pn

i�1 Zi
3 ! 0 a.s. as n!1,

it is suf®cient to study

1

2n ln ln n

Xn

i�2

Xiÿ1

j�1

(Z
j
1 Zi

2 ÿ Z
j
2 Zi

1):

Let Ë denote the covariance matrix of the subvector (Zi
1, Zi

2). Let M be a 2 3 2 matrix such

that Ë � MM�, and f ~Z igi be a sequence of i.i.d. R2-valued random variables having the

2 3 2 identity as covariance matrix, such that Z i � M ~Z i. Then, it can easily be seen that

1

2n ln ln n

Xn

i�2

Xiÿ1

j�1

(Z
j
1 Zi

2 ÿ Z
j
2 Zi

1) � detM

2n ln ln n

Xn

i�2

Xiÿ1

j�1

( ~Z j
1

~Zi
2 ÿ ~Z j

2
~Zi

1):

Since the limit set of the sequence on the right-hand side is given by [ÿ1=ð, 1=ð], then the

set of the limit points of f1=2n ln ln n
Pn

k�2

Pkÿ1
j�1 (Z

j
1 Z k

2 ÿ Z
j
2 Z k

1 )gn is the closed interval
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ÿ C

ð
,

C

ð

� �
where C � 0 if detM � 0, or otherwise

C � (detM)ÿ1 � (detË)ÿ1=2 � (E[(Z1
1)2]E[(Z1

2)2]ÿ E2[Z1
1

. Z1
2]])ÿ1=2,

a constant which has been determined in Crepel and Roynette (1977).

Therefore, when all the moments of Z1 are ®nite or, more precisely, when its Laplace

transform is ®nite in a neighbourhood of the origin, our result extends that proved by

Crepel and Roynette, since they were able to determine the asymptotic behaviour of

normalized random walks on H3 only componentwise.

Finally, let us observe that (33) gives the rate function associated with the projection on

V2 also in the case k . 1. Therefore, at least when the covariance matrix is the identity, the

closed interval [ÿ1=ð, 1=ð] provides the limit set of the projection on V2 for the random

walk on Hk , which is usually called the `central component'.
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