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. Introduction. In 1879, Picard discovered the following spectacular 

THE LITTLE PICARD THEOREM. If a function f(z) holomorphic in \z\<<*> 
misses two values, say 0 and 1, then f(z) is constant. 

THE GREAT PICARD THEOREM. If a function f(z) holomorphic in 0<\z\<r 
misses two values, say 0 and 1, then z = 0 is either a removable singularity or 
a pole. 

The original proofs of these theorems involved the use of the modular 
function À :H—»C-{0, 1}, where H denotes the upper half-plane 
{z = x+iy; y>0}. Subsequent successful efforts by E. Borel, Landau, 
Schottky, Montel, Bloch and others to find so-called "elementary" proofs 
(i.e., proofs free of the modular function) greatly enriched the theory of 
functions. 

In his epoch making paper of 1925, R. Nevanlinna established the theory 
of value distributions. The so-called defect relation for a meromorphic 
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function f(z), |z|<<» (i.e., a holomorphic map /:C—>Pi(C)) states that if ƒ is 
not a constant, then 

(1.1) Z 8 ( / , a ) ^ 2 , 
aGPi(C) 

where 8(f, a) is the defect of the value a. Without giving the definition of the 
defect 8(f, a), we say simply that ô(f, a) is a number between 0 and 1 which 
measures how frequently the value a is taken (or rather not taken) by the 
function ƒ. Thus, 8(f, a)=l if ƒ misses the value a completely while 
8(f, a) = 0 if ƒ takes the value a as often as any other value. If ƒ misses three 
values, say oo, 0 and 1, then 8(f, <») = 8(/, 0) = 8(/, 1)=1, and the defect 
relation implies that ƒ is a constant. It may be said that the theory of 
Nevanlinna is concerned with the quantitative measurement of the value 
distribution of ƒ while the earlier results of Picard and others are qualitative 
in nature. 

As early as in 1897, E. Borel generalized the little Picard theorem to 
holomorphic maps of C into the complement of n+2 hyperplanes H„ 
j = 0 , 1, • • • , n + 1, in the projective space Pn(C). Subsequently, Bloch in 
1926 and H. Cartan in 1928 obtained more precise results by considering 
holomorphic maps of the unit disk into Pn(C)— \J Hh On the other hand, 
Nevanlinna's quantitative results have been also extended to holomorphic 
maps of C into Pn(C); the value distribution theory for holomorphic curves 
in Pn(C) were initiated by H. and J. Weyl in 1938 and were essentially 
completed by Ahlfors in 1941. In the meantime, it has become increasingly 
clear owing to a series of Ahlfors' papers in 1929-1936 and more recent 
papers of Chern and others that one gets the best view of the subject by 
looking from the differential geometric standpoint. 

This paper is a report on qualitative results in the higher dimensional 
value distribution theory which can be best described in terms of certain 
intrinsic metrics and measures. We shall make a few brief comments on 
quantitative results in the last section of the paper. 

To explain the content of the paper further, a good place to start is 
Ahlfors' paper of 1938 [1] in which he uncovers the differential geometric 
character of the Schwarz lemma. Let D be the unit disk with the Poincaré 
metric ds2 of Gaussian curvature - 1 and let X be a Riemann surface with a 
hermitian metric dsx of Gaussian curvature ^ - 1 . Then every holomorphic 
map f:D—»X is distance-decreasing, i.e., f*dsx^ds2 on D. When X=D and 
dsx=ds2, this is nothing but the classical Schwarz-Pick lemma. It follows 
easily that for such a Riemann surface X every holomorphic map /:C—»X is 
a constant. Thus an "elementary" proof of the little Picard theorem may be 
obtained by constructing a metric dsx of curvature ^ - 1 on X = C-{0, 1}. 
(On the other hand, if we make use of the modular function À, we get a 
metric of curvature precisely equal to - 1 on X = C - { 0 , 1} from the Poincaré 
metric of the upper half-plane H.) Viewing the Schwarz-Pick-Ahlfors lemma 
from a different angle, we consider all pseudo-distances on a Riemann 
surface or, more generally, a complex space X which makes every 
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holomorphic map f : D - > X distance-decreasing and take the largest one. 
Then we ask if this intrinsically defined pseudo-distance dx is actually a 
distance. Then the result of Ahlfors can be viewed as a theorem providing a 
differential geometric sufficient condition for dx to be a distance. We say 
that a complex space X is (complete) hyperbolic if dx is a (complete) 
distance. Corresponding to the generalized Schwarz-Pick lemma for 
holomorphic maps from a polydisk into a complex manifold of the same 
dimension, we can introduce an analogous intrinsic measure or pseudo-
volume form ^ x on a complex manifold X. There are a number of general 
results on the pseudo-distance dx and the pseudo-volume form ^Fx. But 
deeper and more interesting problems seem to be those of determining or, 
at least, estimating dx and ^ x for individual X. While the pseudo-volume 
form ^x is positive everywhere for a large class of complex manifolds, the 
pseudo-distance dx is often partially degenerate, and it is important to 
determine where dx degenerates. 

Beyond immediate applications to geometric function theory of several 
complex variables, in particular, to generalized Picard theorems, dx and ^ x 

have found their ways into algebraic manifolds (particularly of general type), 
Teichmüller spaces and higher dimensional Diophantine geometry. 

Since much of general basic results are in my monograph Hyperbolic 
manifolds and holomorphic mappings, our emphasis here is on recent prog­
ress, examples and unsolved problems. Examples represent the most impor­
tant aspect of the theory. 

I tried to assemble a reasonably complete bibliography on all work done 
on hyperbolic manifolds and related subjects, supplementing the biblio­
graphy of my monograph; the list of about 190 papers and books in this 
report contains approximately 50 of the 133 articles mentioned in my 
monograph. But I fear, because of a large number of papers involved, I 
overlooked quite a few. Since our main interests are in higher dimensional 
complex manifolds, papers on functions of one variable are completely 
disregarded unless they have a direct bearing on our theory. Results in 
Nevanlinna theory are mentioned only in passing and references on this 
subject are far from being complete even in the higher dimensional case. 

During the preparation of this report, I had numerous useful conversa­
tions with S. S. Roan on algebraic geometric aspects of the theory. 

2. Intrinsic pseudo-distances. Let D denote the unit disk {z eC; | z |< l} 
in C with Poincaré metric 

(2.1) ds2 = 4dzdz/(l-\z\2)2 

of Gaussian curvature — 1. Let p denote the distance function defined by ds2. 
Then the classical lemma of Schwarz, reformulated geometrically by Pick, 
states: 

THEOREM 2.1. Every holomorphic map f:D-*D is distance-decreasing, 
that is, f*ds2^ds2, or equivalently, 

p(f(z),f(z'))^p(z,zf) forz,z'eD. 
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This is perhaps the most basic result in the geometric theory of functions. 
Carathéodory [1], [2] was the first to generalize the Schwarz-Pick lemma to 
holomorphic maps between higher dimensional domains. Given a complex 
space X, let Hol(X, D) denote the family of holomorphic maps ƒ : X - ^ D . He 
defined a pseudo-distance cx on X by 

(2.2) cx(p, q) = sup p(f(p), f(q)) for p, q e X, 
ƒ 

where the supremum is taken over all f e H ( X , D). (An argument using 
normal families shows that this supremum is actually achieved by a certain 
map ƒ.) Carathéodory was primarily interested in bounded domains in Cn, 
for which his pseudo-distance is a bona fide distance. But cx(p, q) can be, in 
general, zero even when p and q are distinct. In fact, cx vanishes identically 
if X = C (Liouville's theorem) or if X is compact (the maximal principle). 
From the definition of the Carathéodory pseudo-distance it follows im­
mediately that if X and Y are two complex spaces, then 

(2.3) cY(f(p), f(q)) ^ cx(p, q) for ƒ e Hol(X, Y), p, q e X, 

that is, f : X - > Y is distance-decreasing. The fact that the Carathéodory 
pseudo-distance generalizes the Poincaré distance p, i.e., 

(2.4) cD = p 

is easily seen to be essentially equivalent to the Schwarz-Pick lemma. 
In studying the Carathéodory pseudo-distance, it is convenient to consider 

also its infinitesimal form. We define 

(2.5) Ex(v) = sup \\U(v)\\ for v e T(X), 
f 

where ||f*(u)|| is the length of the tangent vector f*(u) of D measured by the 
Poincaré metric ds2 and the supremum is taken over all feHol(X, D). 
Corresponding to (2.3) and (2.4), we have 

(2.6) EY(f*(v)) ^ Ex(v) for ƒ e Hol(X, Y), v e T(X), 

and 

(2.7) E2
D=ds2. 

Shortly after Carathéodory, another intrinsic metric was introduced by 
Bergman [1]. He was also mainly interested in bounded domains in Cn. 
Adapting his construction to a complex manifold X, let H be the Hilbert 
space of square-integrable holomorphic n -forms co on X (where n = dim X): 

(2.8) H = |holomorphic n-forms co; (V-l)n2co ACÖ < ° ° | . 

Using a complete orthonormal basis coo, coi, • • • for H, we define the Berg­
man kernel form by 

(2.9) Bx = t ( V - i r ^ A ^ . 
J = 0 

In general, Bx is a pseudo-volume form, that is, it might vanish at some 
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point (or even identically). If Bx is strictly positive everywhere, we set 

(2.10) ds2x= 2 X gjc dzj dzk with g* = d2 log B/dzj dz\ 

where B is the coefficient of Bx with respect to a local coordinate system 
z1, • • • , zn of X, i.e., 

(2.11) Bx = (V /-l)n 2Bdz1A-- -AdznAdzlA- -Adzn. 

In general, dsx is positive semi-definite. When H is very ample in a suitable 
sense, dsx is positive definite and is a Kâhler metric on X. Then it is called 
the Bergman metric of X. In particular, when X is a bounded domain in Cn, 
dsx is positive definite. 

Finally, we introduce another intrinsic pseudo-distance dx, which will be 
the main subject of this paper. Given two points p, q of a complex space X, 
we consider a chain of holomorphic disks from p to q, that is, a chain of 
points p = po, pi, * * * , pk = q of X, pairs of points ai, bi, • • • , at, bk of D and 
holomorphic maps fi, • • • , fk eHol(D, X) such that 

(2.12) fi(cii) = pi-i and /i(bi) = pt for i = 1, • • • , k. 

The length of this chain is defined to be 

(2.13) p(ai, bi) + - • - + p(ak,bk). 

The distance dx(p, q) is given by 

(2.14) dx(p,q) = inf(p(ai,bi) + - • - H - p ^ b O ) , 

where the infimum is taken over all chains of holomorphic disks from p to q. 
As in the case of the Carathéodory pseudo-distance, dx(p, q) can be zero 
even when p and q are distinct. In fact, it is easy to verify that 

(2.15) dc(p, q) = 0, p , q e C . 

From definition (2.14) we see that dx is defined in a manner "dual" to cx. 
The following construction of the infinitesimal form of dx will make this 
duality more apparent. We define (at least when X is nonsingular) 

(2.16) Fx(v) = inf{||u||; u e T(D) and f*(u) = v} for v e T(X), 
ƒ 

where ||u|| denotes the length of the tangent vector u measured by the 
Poincaré metric ds2 of D and the infimum is taken over all feHol(D, X) 
and ueT(D) such that f*(u) = v. Corresponding to (2.3), (2.4), (2.6) and 
(2.7), we obtain immediately 

(2.17) dv(/(p), f(q)) ^ dx(p, q) for ƒ 6 Hol(X, Y), p,qeX; 

(2.18) dD = p; 

(2.19) F Y ( / * ( D ) ) ^ F X ( U ) for / G H O 1 ( X , Y), u e T ( X ) ; 

(2.20) F ^ = d s 2 . 

We have thus constructed three (pseudo-)distances ds2
x, cx and dx, which 

are all intrinsic invariants of the complex structure of X They all generalize 
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the Poincaré metric of the unit disk. The Bergman metric dsx has the 
advantage of being a Kahler metric while Cx and dx are not very smooth in 
general. On the other hand, both cx and dx have the advantage of being 
defined on any complex space X (singular or nonsingular, finite or infinite 
dimensional), albeit degenerate in some cases while dsx can be defined only 
for a limited class of complex manifolds. Moreover, the distance-decreasing 
properties (2.3) and (2.17) make cx and dY particularly useful in studying 
holomorphic maps. They are the two extreme pseudo-distances with respect 
to this property in the following sense: 

THEOREM 2.2. Let X be a complex space. 
(1) If 8x is a pseudo-distance such that p(f(p), f(q))^8x(p, q) for p,qeX 

and f e Hol(X, D), then cx(p, q)^Éôx(p, q) for all p, q e X; 
(2) If 8X is a pseudo-distance such that 8x(f(a), f(b))^p(a, b) for a,beD 

and f G Hol(D, X), then 8x(p, q)^dx(p, q) for all p,qeX. 

This theorem characterizes both cx and dx and can be used to define 
them. In particular, we have 

(2.21) Cx(p, q )^dx(p ,q ) f o r p , q e X . 

A little more generally, suppose we are given a family^of complex spaces of 
which the unit disk D is a member and a pseudo-distance 8X for each 
member X of the family % such that 8D = p and 

(2.22) ôy ( f (p ) , / (q ) )^Mp,q ) for p, q G X G « , Y e < € , f eHol(X, Y); 

then 

(2.23) cx^8x^dx forXe«. 

The intrinsic pseudo-distance introduced by Chern, Levine and Nirenberg 
[1] is such a pseudo-distance and hence lies between cx and dx. 

If X and Y are complex manifolds for which the Bergman metrics dsx and 
dsy exist, then the Bergman metric exists for X x Y and it is given by 
dsx+dsy. Thus X x Y is the Kahlerian product of X and Y On the other 
hand, we have (see Royden [1]) 

THEOREM 2.3. For any two complex spaces X and Y, we have 

(1) CxxY((p, q), (p\ q')) = Max{cx(p, p'), cY(q, q')} for p, p' e X, q, q'G Y; 

(2) dxxv((p, q), (p\ q')) = Max{dx(p, p'), dv(q, q')} for p, p' G X, q, q' e Y. 

For the corresponding infinitesimal pseudo-metrics, we have 

(3) EXXY(U, V) = Max{Ex(u), EY(v)} for u G T(X), V e T(Y); 

(4) FXXY(U, V) = Max{Fx(u), FY(v)} for u e T(X), v e T(Y). 

This theorem implies that CXXY and dXxv cannot be smooth except in the 
trivial case. 

Let X' be a (not necessarily closed) complex subspace of an arbitrary 
complex subspace X. From the distance-decreasing property of the injection 
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X'—>X, we obtain 

(2.24) ex' ^ ex and dX' ^ dx on X'. 

But we have 

THEOREM 2.4. (1) If X is norma! and A = X - X ' is contained in an 
analytic subset of codimension at least 1 in X, then cx=cx on X'; 

(2) If X is a complex manifold whose tangent bundle is spanned by its 
global holomorphic sections and if A = X-X' is contained in an analytic 
subset of codimension at least 2, then dx=dx on X';2 

(3) If X is a complex manifold with the Bergman metric dsx and if 
A = X—X' is contained in an analytic subset of codimension at least 1, then 
dsx=dsx on X'. 

(1) follows from Riemann's extension theorem. (2) is in Campbell and 
Ogawa [1] and is applicable to a domain in Cn. (3) is in Bremermann [1]. 
Generally, dx is more sensitive to the removal of analytic subsets. 

Perhaps the most striking difference between cx and dx is given by 

THEOREM 2.5. Let X be a covering space of a complex space X with 
projection TT:X—»X. Then 

dx(p, q) = dx(Tr~\p), 7T_1(q)) for p, q € X. 

Infinitesimally, we have Fx = ir*Fx. 

This follows from the fact that every map f:D—>X lifts to a map 
f:D—>X. The theorem fails completely for cx and dsx . 

The concept of an inner distance of Rinow [1] will clarify some points 
concerning cx, dx, Ex and Fx . In general, let X be a topological space with a 
pseudo-distance function d. Given a curve 7(f), a^t^b, in X, its length 
L(y) is defined by 

(2.25) L( 7 ) = supXd(7(ti-i),Y(fc)), 

where the supremum is taken over all subdivisions a = to<ti< • • • <tk = b of 
the interval [a, b]. A curve 7 is said to be recusable if its length is finite. 
Assume that X is finitely arcwise connected in the sense that every pair of 
points x, y of X can be joined by a rectifiable curve. Then we can define a 
new pseudo-distance d\ called the inner distance induced by d, by setting 

(2.26) dl(x, y) = infL(7), 

where the infimum is taken over all rectifiable curves from x to y. It follows 
immediately that d^d1 but that the arc-length V defined by dl coincides 
with L. We say that d is inner if d = d\ The terminology is consistent since dl 

is inner, i.e., dl = (dl)\ 
Now we can state 

2 According to Howard and Ochiai, the first condition is not necessary. This implies Theorem 
3.11. 
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THEOREM 2.6. Let X be a complex space. Then 
(1) The pseudo-metric Fx is upper - semicontinuous on T(X), and the 

pseudo-distance dx is the integrated form of Fx and is inner. 
(2) The pseudo-metric Ex is continuous on T(X), and the inner pseudo-

distance c x induced by cx is the integrated form of Ex. 

For the proof of (1), see Royden [1]. The fact that dx is inner can be 
directly proved rather easily (Kobayashi [5]). For (2), see ReifTen [1]. 
According to T. Barth, cx is, in general, not inner. 

Both Ex and Fx are differential pseudo-metrics in the sense of Grauert 
and Reckziegel [1] or complex Finsler pseudo-metrics in a very general 
sense. In general, a differential pseudo-metric G on X is a nonnegative 
function on T(X) such that 

(2.27) G(kv) = |A| • G(v) for v e T(X), A e C. 

For the sake of simplicity, assume that X is a complex manifold. Then it is 
sometimes convenient to write 

(2.28) G = G(z,0 

in terms of a local coordinate system z = (z1, •• -, zn) of X and the induced 
fibre coordinates £ = (£ \ • • • , ^n) of T(X). If G is twice differentiable outside 
of the zero section £ = 0 of T(X), then 

°2(z' ° = ifdK ^° 2 ( z ' 0) = ̂ x (G2(z, \o) 
( 2 - 2 9 ) 2 2 

= I G*(z, i)CÏ\ where Ga~, = * ^S*^• 

If (Gap) is positive definite, then G is said to be convex and the natural 
connection can be defined (see Kobayashi [7]). Even when G is not smooth, 
its holomorphic sectional curvature can still be defined so long as G is 
positive. Given a 1-dimensional complex subspace a of TX(X), let S be a 
piece of complex submanifold through x such that or = Tx(S). Restricting the 
metric G to the surface S, let ks(x) be the Gaussian curvature of S at x; this 
can be defined even when the (Riemannian) metric G is not smooth (see, for 
example, Rinow [1] and Reckziegel [1]). The homomorphic sectional curva­
ture kx(cr) for cr is by definition (cf. Grauert-Reckziegel [1]) 

(2.30) kx(cr) = supks(x), 

where the supremum is taken over all S such that a = Tx(S). 
All this applies to E x and Fx , but very little differential geometric study 

has been made of E x and Fx except for the paper of Reiffen [1] where the 
Finsler structure of Ex was investigated systematically. 

3. Hyperbolic complex spaces. We are naturally interested in complex 
spaces X with nontrivial dx. We say that X is hyperbolic if dx is a distance, 
i.e., dx(p, q)>0 whenever p^q . If X is hyperbolic, the topology induced by 
dx coincides with the complex space topology of X (Barth [1] and Royden 
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[1]). The hyperbolicity condition, when expressed in terms of the infinitesi­
mal metric Fx, is slightly stronger than Fx(v)>0 for all nonzero veT(X) 
(see Roy den [1]). A hyperbolic space X is complete if it is Cauchy complete 
with respect to dx. Then we have 

THEOREM 3.1. If X is a hyperbolic complex space, it is complete when and 
only when every closed bounded subset of X is compact. 

This follows from the fact that dx is an inner distance (see § 2) and from 
the following general result (Rinow [1, p. 172]). 

LEMMA. A locally compact metric space X with an inner distance d is 
Cauchy complete if and only if every closed bounded subset of X is compact. 

As immediate consequences of Theorems 2.3 and 2.5, we have 

THEOREM 3.2. If X and Y are both (complete) hyperbolic, so is X x Y. 

THEOREM 3.3. Let X be a covering space of X. Then X is (complete) 
hyperbolic if and only if X is. 

The following related result can be directly and easily proved (cf. Reck-
ziegel [1], Kaup [1], Kwack [1]). 

THEOREM 3.4. (1) Let TT\X—>X be a holomorphic map such that TT~1(X) is 
discrete for each xeX. If X is hyperbolic, so is X. 

(2) Let TT'.X^X be a proper holomorphic map such that TT-1(X) is discrete 
(and hence finite) for each xeX. If X is complete hyperbolic, so is X. 

(3) If X is the normalization of a (complete) hyperbolic space X, it is also 
(complete) hyperbolic. 

We shall be interested in complex spaces X for which dx is only partially 
degenerate since such spaces are more common than hyperbolic spaces. We 
say that X is hyperbolic modulo a subset A if dx(p, q)>0 unless p = q or 
p, q e A . In applications, the subset A is usually an analytic subset of X. A 
complex space X is said to be complete hyperbolic modulo A if it is 
hyperbolic modulo A and if for every Cauchy sequence {pn} in X with 
respect to the pseudo-distance dx we have one of the following possibilities: 

(a) {pn} converges to a point p of X; 
(b) For every open neighborhood U of A in X, there exists an integer no 

such that pneU for n^n0. 
This is probably a good place to state the principle of the little Picard 

theorem : 

THEOREM 3.5. Let X be a complex space for which dx=0. If Y is 
hyperbolic, then every holomorphic map f:X^Y is a constant map. More 
generally, if Y is hyperbolic modulo a subset A, then every holomorphic map 
f:X->Y is either constant or f(X)c:A. 

This is a trivial consequence of the fact that ƒ is distance-decreasing. 
To state the principle of the great Picard theorem, we have to introduce 

another concept. Let Y be a relatively compact, open subset of a complex 



366 SHOSHICHI KOBAYASHI 

space Z, and A a (possibly empty) subset of Z. Then Y is said to be 
hyperbolically imbedded in Z modulo A if 

(a) Y is hyperbolic modulo AflY; 
(b) For every point p of dY ( = Y - Y ) not contained in A and every 

neighborhood U of p in Z, there is a smaller neighborhood V such that 
d Y (Vn Y? Y - U ) > 0 . We say that Y is hyperbolically imbedded in Z if it is so 
modulo the empty set A. This concept will be essential in discussing a 
generalization of the theorem of Montel on normal families. 

The principle of the great Picard theorem states: 

THEOREM 3.6. Let X be a complex manifold and A a complex subspace 
whose singularities are normal crossings. Let Y be hyperbolically imbedded in 
a complex space Z. Then every holomorphic map f:X—A->Y extends to a 
holomorphic map f:X->Z. 

The condition on A means that, locally, X = Dn and X-A = D*kxDnk 

for some k, where D * = D-{0}. Making use of Hironaka's theorem on 
resolution of singularities, we obtain 

COROLLARY 3.7. Let Xbe a complex space and A a complex subspace. Let 
Y be hyperbolically imbedded in Z. Then every meromorphic map /:X—A—» 
Y extends to a meromorphic map f:X->Z. 

If Y is already compact, then the restriction on A can be removed. 

COROLLARY 3.8. Let Xbe a complex manifold and A a complex subspace. 
Let Y be a compact hyperbolic space. Then every holomorphic map f :X-A—» 
Y extends to a holomorphic map f:X—» Y 

COROLLARY 3.9. Let X be a complex manifold and Y a compact hyper­
bolic space. Then every meromorphic map f:X—>Y is necessarily holomor­
phic. 

COROLLARY 3.10. Let X be a complex space and A a complex subspace. 
Let Y be a compact hyperbolic space. Then every meromorphic map 
f\X—A^Y extends to a meromorphic map f:X—> Y 

Corollary 3.8 was first proved by Kwack [1] and then it was generalized to 
Theorem 3.6 by Kobayashi [4] when A is nonsingular and by Kiernan [3] in 
full. The special case of dim X = dim Y=dim Z = l is in Huber [1, Satz 2]. It 
is not clear what type of theorem we can expect when Y is hyperbolically 
imbedded in Z modulo a nonempty subset A. 

Another related theorem of Kwack [1] states: 

THEOREM 3.11. Let X be a complex manifold and A a complex subspace 
of codimension at least 2. Let Y be a complete hyperbolic space. Then every 
holomorphic map / :X-A—» Y extends to a holomorphic map f:X—» Y 

For a slightly more general result, see Kobayashi [4]. 
We shall discuss later holomorphic and meromorphic extension problems 
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more systematically. We have the following analogue of Theorem 3.4. For 
the sake of simplicity, we consider the case where A is empty. 

THEOREM 3.12. Let Y be hyperbolically imbedded in Z. Let Z be a 
complex space with a proper holomorphic map ir:Z—>Z such that TT~\Z) is 
discrete (and hence finite) for each z eZ. (In particular, let Z be the normaliza­
tion of Z.) Let Y=77_1(Y). Then Y is hyperbolically imbedded in Z. 

In examining examples later we shall find that when Y is hyperbolically 
imbedded in Z, Y is often complete hyperbolic. This is based on the 
following fact (see Kiernan and Kobayashi [2]). 

THEOREM 3.13. Let Y be hyperbolically imbedded in Z modulo a subset A. 
Assume that Y is locally complete in the sense that every point p of 
dY (=Y-Y) has a neighborhood V in Z such that VHY is complete 
hyperbolic. (This assumption is satisfied if every pedY has a neighborhood V 
such that V- Y is the zero set of a single holomorphic function in V.) Then Y 
is complete hyperbolic modulo AflY. 

So far we have discussed spaces X for which dx is a distance. We want to 
comment briefly on spaces X for which cx is a distance. Let TT:X->X be a 
covering projection. In contrast to the case of dx (see Theorem 3.3), cx can 
be trivial even when cx is a distance. For example, let X be a compact 
Riemann surface of genus ^ 1 and X the unit disk. For this reason we 
introduce the concept of a Carathéodory hyperbolic (or C-hyperbolic for 
short) space. A complex space X is said to be C-hyperbolic if it has a 
covering space X such that cx is locally nondegenerate in the sense that each 
point p e X has a neighborhood V such that cx(p, q)>0 for qeV, q^p. 
Then the induced inner pseudo-distance cx is a distance. Since d x ^ c x , X is 
hyperbolic and, by Theorem 3.3, X itself is hyperbolic. (This definition is 
slightly more general than the one in my monograph where it is required 
that cx be a distance.) We say that a C-hyperbolic space X is complete if X 
is Cauchy complete with respect to cx. From dx^ck and Theorem 3.3 it 
follows that every complete C-hyperbolic space is complete hyperbolic. 

4. Metric and holomorphic completeness. In this section we consider 
only bounded domains in Cn although some of the results are valid for more 
general complex spaces. 

A metric space is said to be finitely compact if every bounded closed set is 
compact. We do not know if the Cauchy completeness of a bounded domain 
X with respect to cx implies the finite compactness with respect to cx (in 
contrast to the distance dx). We denote by H°°(X) the algebra of bounded 
holomorphic functions on X. A domain X is said to be H"-convex if it is 
convex with respect to H°°(X). I do not define here the concept of 
"generalized analytic polyhedron" (see Kobayashi [4], [6]); it suffices to say 
that it encompasses balls in Cn as well as the analytic polyhedra. Now we 
state 

THEOREM 4.1. For a bounded domain X in Cn, we have the following 


