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Suppose Sx and 2?2
 a r e Banach spaces, {PT} and {QT} are families of 

projection operators on ^B± and 2?2 respectively which converge strongly 
as r-*oo to the respective identity operators, and A is a bounded linear 
transformation from 23i to 232. One says that the projection method 
(PT9 QT) is applicable to A if, roughly speaking, {QTAP^yx converges 
strongly to A~x as r-*oo. More precisely what is required is that QTAPT9 

as an operator from P^&x to ôr232, be invertible for sufficiently large r 
and that {QTAPT)"1QT converge strongly as T-*OO. (Then A is necessarily 
invertible and the strong limit is A"1.) 

To give an example, the prototype of those considered in this book, 
let a be a bounded function defined on the unit circle having Fourier 
coefficients ak (&=0, ± 1 , • • •), and consider the operator A on /2 of the 
positive integers defined by 

{ 00 Ï 0 0 

This is the (semi-infinite) Toeplitz operator associated with a. The pro
jections are the simplest ones: Pn=Qn=projection on the subspace of 
sequences {£,} satisfying f,=0 for y >«. The operator PnAPn may then be 
represented by the finite Toeplitz matrix 

and the question is whether these matrices are invertible from some n 
onward and, if so, whether the inverses of these matrices converge strongly 
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as H-*OO to A"1. It is a surprising fact that if a is continuous then the 
invertibility of A is a sufficient as well as necessary condition for the applic
ability of the projection method (Pn, Pn) to A. 

Of course this is what one hopes is true. To see why it is surprising take 
the case of « odd, n=2m+l. Then there is no difference between An and 
the matrix (a^T.k^-m whose natural limit is the doubly infinite Toeplitz 
operator defined on /2 of the integers by 

fc=-oo ; * — o o 

Even if this operator is invertible the obvious projection method (corre
sponding to the subspaces of sequences {£,} satisfying ^ = 0 for \j\>m) 
will probably fail. The invertibility of an operator is by no means suffi
cient for a given projection method to be applicable to it. 

Although projection methods clearly have application to numerical 
computation of A~x> the main interest of the results contained in this 
book lies in the information they give about the truncated operator 
PTAQT which could be very difficult to handle for large finite T. This is 
certainly the case for Toeplitz operators. For the most part the operators 
considered in the book are generalizations, of various kinds, of Toeplitz 
operators. 

Here is an outline of the various chapters. 

I. General theorems concerning Wiener-Hopf equations. These are 
the continuous analogues of Toeplitz operator equations, although the 
two terms are often used interchangeably. This chapter is in fact con
cerned with a generalization of both, which is obtained as follows. 

Let F be a left-invertible operator on a Banach space 23 such that both 
V and a left inverse V{~1] have spectrum contained in the closed unit disc. 
For any polynomial p(Q in £ and £-1 the operator p(V) is defined in the 
obvious way and it turns out that its spectral radius is exactly 
maX|£|=1|/?(£)|. This fact is used to associate a unique continuous function 
with each operator in the closure (in the operator norm) of the set of all 
p(V). This continuous function a is called the symbol of the operator and 
the operator itself is'denoted by a(V). 

To obtain the Toeplitz operators let 2? be /2 of the positive integers and 
V and V^v the shifts 

V{Su f» • • •} = {0, Su *,, • • •}, Pw ,{fi , S» • • •} = {*., *•• • • '}. 

The set of symbols obtained by the process described above consists of all 
continuous functions a on the unit circle, and a(V) is just the Toeplitz 
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operator associated with a. (However if 23 is lx of the positive integers the 
symbols are exactly the functions with absolutely convergent Fourier 
series. The symbols always form a subset, usually proper, of the set of all 
continuous functions.) 

It is not as obvious how one obtains Wiener-Hopf operators. In fact 
V and F(_1) are defined by 

(^)(0=^(0~2fV-V(s)d5, 
•to „ -
foo 0 ^ t < oo. 

O^VXO = Vif) - 2j J-qts)ds, 

If Vw means Vn for « ^ 0 and (J/*-1»)"" for n < 0 then 

From this it follows that the Wiener-Hopf operator 

r°° 

<p - • cç>(f) — fc(f — s)ç?(s) ds, 0 :*£ f < oo, 

has symbol -R(Ç), where 

where 

1 

-£«<*»*-*(£-;). 
Still another example is provided by the shift operator V on L2(0, oo) : 

WHO =ƒ( ' - ! ) , *>i, 
= 0, * < 1, 

with left inverse (F ( - 1 ) / ) (0 ==ƒ(/+1). The symbols are again all continuous 
functions, and if the symbol a has Fourier coefficients ak the corresponding 
operator A=a(V) is given by 

(4O(0 = J akf(t - fc). 
& = — 00 

The main result of the first part of the chapter is that in the general 
context described above (but with certain other assumptions on V and 
F ( -1)) the operator a(V) is invertible on at least one side if and only if 
a(Ç)7*0 and that if this condition is satisfied then A=a(V) is invertible, 
invertible only on the left, or invertible only on the right depending on 
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whether the number (27r)_1 A arg a(Q is zero, positive, or negative. 
(This is rephrased as follows: The invertibility of A is determined by its 
symbol) This generalizes the familiar index theorem for Toeplitz operators. 

The second part of the chapter concerns the explicit inversion of these 
operators. This is intimately connected with the existence of a factorization 
of the symbol a(Ç) in the form a(Ç)=a__(Ç)Çca+(Q where a_(£) and a+(Ç) 
continue to be analytic and nonzero in the regions |£|>1 and |£|<1 
respectively and K is an integer. This is the well-known Wiener-Hopf fac
torization. Such a factorization is shown always to exist, if a(C)j*09 in 
the context of what are called decomposing R-algebras. These are Banach 
algebras of continuous functions on the unit circle in which the rational 
functions with poles off the unit circle form a dense subalgebra and for 
which the conjugate operator (in the sense of Fourier series) is bounded. 
The Wiener algebra of functions with absolutely convergent Fourier 
series is the most important example. 

II. Galerkin's method and projection methods of solving linear equations. 
Galerkin's method differs from the projection method in that the use of 
projections is replaced by the use of subspaces. The Galerkin method 
seems broader (since projections correspond to complemented subspaces) 
but it is quickly shown that if a given Galerkin method is applicable 
to a single invertible linear transformation then the subspaces are neces
sarily complemented. 

This chapter sets out the main general results of the theory of projection 
methods of which we mention only the basic stability theorem: The class 
of linear transformations for which a given projection method (PT9 QT) 
is applicable is closed under both small perturbations and compact 
perturbations which preserve invertibility. 

III. Projection methods of solving the Wiener-Hopf equation and its 
discrete analogue. The general results of the preceding chapter are 
used to prove the applicability of the natural projection methods for 
Toeplitz and Wiener-Hopf operators. One consequence is the Szegö limit 
theorem 

lim - ^ L = expM- f log a(«*) d<p\ 

for the Toeplitz determinants 

£«(<*) = |fly-*l**-i 

proved under the assumptions that a is continuous and a(Ç)j£ 0, 
Aargfl(£)=0. 
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The second part of the chapter is devoted to the explicit inversion of 
finite Toeplitz matrices and their continuous analogues. This constitutes 
the last three sections of the chapter and is a rewriting of the last two sec
tions in the original Russian edition of the book. 

IV. Wiener-Hopf equations with discontinuous functions. The general 
theory of Chapter I does not directly apply here. However if V is an 
isometric operator on Hubert space there is a reasonable way to define 
a(V) for any bounded function a defined on the unit circle: apply a to 
a unitary dilation of V and then compress. If a is piecewise continuous 
there is a natural way to define the symbol of a(V). (The curve corre
sponding to the symbol is obtained from the curve corresponding to a by 
adding line segments between the right and left hand limits of a at its 
discontinuities.) In this context it remains true that the invertibility of 
a(V) is determined by its symbol. The usual applications are given to the 
special cases of Toeplitz and Wiener-Hopf operators, and to the applica
bility of the projection methods. 

V. Pair equations. A pair operator is one of the form PA + QB or 
AP+BQ where A and B are operators on a Banach space, P is a projection, 
and g=7—P. A pair equation in the context of Toeplitz operators is 
given by the system 

oo _ i 

2 «*-*** + 2 b*-^k = r)t ( - oo < ; < oo). 
Jfc=0 ft=—oo 

The symbol is now a pair of continuous functions (a(£), £(£))• The oper
ator is invertible on at least one side if and only if a(C)?*0 and i(£)5*0 
in which case the operator is invertible, invertible only on the left, or 
invertible only on the right depending on whether (ITT)'1 A arg a{Ç)jb{Q 
is zero, positive, or negative. 

This chapter develops a functional calculus for pair operators analogous 
to the theory of Chapter I and general results are obtained of which the 
one quoted is a special case. 

VI. Projection methods for solving pair equations. Results for pair 
equations are obtained analogous to those of Chapter III. 

VII. Wiener-Hopf integral-difference equations. This chapter treats 
equations of the form 

J aj(p(t - Ô,) + \k(t - s)<p(s) ds = f(t) (0 < t < oo) 

and projection methods for their solution. 
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VIII. Systems of equations. These may be thought of as equations 
whose kernels are matrix-valued functions. A fundamental problem is the 
representation of an nxn matrix-valued function A(Ç) on the unit circle 
in the form 

A(Q = AM)D(OA+(0 
where A_(Ç) and A+(Ç) continue to be analytic invertible matrix-valued 
functions in the regions | £ | > 1 and | £ | < 1 respectively and Z>(£) is a diag
onal matrix each of whose diagonal entries is an integral power of £. 
Such a factorization is shown to be possible in the context of decomposing 
iÊ-algebras and this is applied to the inversion problem for Toeplitz and 
Wiener-Hopf operators with matrix-valued symbols. As for the applica
bility of the natural projection methods, the situation is different than in the 
scalar case. For example in order that the projection method be applicable 
to the infinite Toeplitz matrix A with continuous symbol A{£) it is neces
sary (and sufficient) that both A and its block transpose be invertible. 
In case A(Ç) belongs to a decomposing /^-algebra this is equivalent to 
the possibility of both a right factorization of A{£) in the form 
A_(Ç)A+(Ç) and a left factorization in which the roles of A_(Ç) and 
A+(Ç) are interchanged. 

The last chapter is an appendix on the asymptotics of solutions of 
homogeneous convolution equations such as the original Wiener-Hopf 
equation 

°°k(t - s)cp(s) ds = cp(t) (0 < t < oo). 
Jo 

A final section gives detailed references to the literature on the subject 
(which was obviously not done in this review). 

This outline of the contents of the book presented only the highlights. 
There is a vast amount of information here, and the book must be con
sidered indispensable to all workers in the field. It is written in the same 
clear style as the earlier books by Gohberg and M. G. Kreïn, Introduction 
to the theory of linear nonselfadjoint operators and Theory and applications 
of Volt err a operators on Hilbert space, which are volumes 18 and 24 
respectively of this series of American Mathematical Society Translations. 
Very little prior knowledge is required beyond elementary functional anal
ysis and the book can therefore profitably be used by the nonexpert who 
wants to learn about convolution operators. 

HAROLD WIDOM 


