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The 2-dimensional Dirichlet problem for Laplace's equation is the prob­
lem of finding u(x, y) to satisfy 

(1) + — = 0 in R, u(x, y) given on B. 
bx2 by2 

Here R is an open, bounded, simply-connected region in the (x, .y)-plane 
and B is the boundary of R. We assume that B is a rectifiable Jordan 
curve. 

It is well known (see, for example, Protter and Weinberger [4, p. 85]) 
that the solution of (1) at a point (x*, y%) in R can be written 

(2) u(x*9 y+) = j B w(xf y\ x*, y+)u(x, y) ds, 

where 

w(x, y\ x^ y à = -fa(x, y; x+, y J 

is the normal derivative of Green's function for R. 

We are interested in approximations of the form 

N 

(3) M(**, ;>*) ̂  Z Aku(xk, yk) 
k-\ 

where the Ak are real constants and the (xk, yk) are points on B. We 
say that (3) is a harmonic interpolation formula of degree d if (3) is an 
equality for all harmonic polynomials of degree < d, and if there is at least 
one harmonic polynomial of degree d + 1 for which (3) is not an equality. 
A harmonic polynomial of degree d is any linear combination of the lin­
early independent polynomials 
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(4) 1, Rez m , Imz m , m = l , •••,<*, z = x+z>. 

In view of equation (2) we can alternately consider an approximation (3) to be a 
numerical quadrature formula. 

For a given TV we wish to find (xk, yk), Ak, k = 1, • • • , TV, with all 
the Ak > 0 so that (3) will be a harmonic interpolation formula of as high 
degree as possible. Since each (xk, yk) is restricted to lie on B, there are 
2TV free parameters in the choice of the (xk, yk), Ak. Since there are 2TV 
- 1 linearly independent harmonic polynomials of degree < TV - 1, we 
would expect that by fixing one of the parameters in advance, say (xN, yN), 

we could uniquely determine the other parameters so that (3) has degree TV -
1. We call such a formula a Gauss harmonic interpolation formula or, for short, 
a Gauss formula. 

The only region R for which Gauss formulas are known to exist for all 
TV is the circle. For the unit circle the harmonic polynomials (4) are 1, 
cos (mo), sin(ra0), m = 1, • • • , d, where x = cos 0, y = sin 6. These 
polynomials, considered as functions of one variable defined on x2 4- y2 = 1, 
form a periodic Tchebycheff system, and the existence of an TV-point Gauss 
formula follows from the theory of Tchebycheff systems (see Karlin and 
Studden [2, §§2.3,6.2]). 

For an arbitrary region R, Stroud, Chen, Wang, and Mao [5] show the 
existence of Gauss formulas of degree 2 with TV = 3. It is not difficult to 
show that if (xl9 yx) and (x2, y2) are the endpoints of a straight line seg­
ment which contains (x%,y%)9 then (pclfyx)9 (x2, y2) give a Gauss formula 
of degree 1. 

Our main result is 

THEOREM 1. Assume B is a rectifiable Jordan curve, (xN, yN) is any 

given point on B, (**,>>*) is any given point in R, and TV>2. Then the 

N-point Gauss formula exists. 

We say that R is strictly convex if R is convex and if B contains no 

straight line segments. We have also proven 

THEOREM 2. If R is not strictly convex, then the harmonic polynomials 

(4), considered as functions of one variable defined on By are not a Tcheby­

cheff system. 

From Theorem 2 it follows that, at least for some regions R, the theory 

of Tchebycheff systems will not suffice to prove Theorem 1. Proofs of these 
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theorems will be given in [1]. Let R be a continuous mapping from an 
open subset D of Euclidean «-space En into En. The proof of Theorem 1 
is based on the concept of the degree of F, at a point 0 in En, with re­
spect to an open subset C of D. For the definition and properties of the 
degree of a mapping see, for example, Ortega and Rheinboldt [3, pp. 148-161]. 

We believe Theorem 1 is important because it gives what seems to be 
basic new information about harmonic polynomials. Also the method used to 
prove Theorem 1 has not previously been used to show the existence of a 
class of Gauss quadrature formulas. In fact, we do not know the proof of ex­
istence of any other class of Gauss quadrature formulas when the set of basis 
functions are not a Tchebycheff system. 
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