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£ <*mnXn, ( ^ = f»l, W2, • • • ) , 
n = l 

converges. This however cannot occur if 21 is regular in the 
sense of the definition above, according to which all series 

oo 

] £ amnXn, ( w à ni'(x)), 
n - 1 

must converge. 
The existence of a fixed ra0 is thus established, and at the same 

time it is shown that our modified definition of regularity of SÏ 
is equivalent to the classical one. It is clear that analogous con­
siderations can be applied when instead of summation of series 
we deal with summation of integrals. 
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AN EXTENSION TO POLYGAMMA FUNCTIONS 
OF A T H E O R E M OF GAUSS* 
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1. Introduction. By the polygamma functions we mean the 
derivatives of log T(x), tha t is, V(x) = T'(x)/T(x), ^f(x)} • • • , 
^ ( n ) (x ) . t These functions satisfy the difference equations: 

n\ 
¥<»>(* + 1) - ¥<»>(*) = ( - l ) n 

xn+l 

(i) dn 

¥<">(1 - * ) + ( - D ^ t f ^ ' O ) = An(x), An(x) = (xctnx*), 
dxn 

subject to the boundary condition, 

¥«o( l ) = ( - l)»+%!Sre+i, 

where we employ the abbreviation 

Sm = 1 + 1/2- + 1/3™ + • • • . 

* Presented to the Society, December 27, 1934. 
t The name polygamma is suggested by the paper, Tables of the Digamma 

and Trigamma Functions, by Eleanor Pairman, Tracts for Computers, No. 1, 
1919. 
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One of the most striking identities satisfied by these functions 
is the following: 

^(w)(»«) = (l/wm+1)[^(m)(>) + ^^(x + 1/n) 
+ . . . - | -^(m)(x + j_ _ 1Jn^ 

which holds for m>0. When m = 0 the right member must be 
augmented by log n. 

In the construction of his celebrated tables of ^f(x) to 18 
decimal places, Gauss* did not avail himself of the asymptotic 
expansion of this function, but employed rather a singularly 
elegant theorem by means of which values of ^(x) for rational 
values of the argument could be explicitly determined. Al­
though most of the theorems and identities associated with the 
polygamma functions can be derived by the simple device of 
differentiating the corresponding identities associated with 
ty(x), this method is not possible for the arithmetical theorem 
of Gauss. 

It is the purpose of this note, therefore, to develop the analo­
gous expansions for ^(n)(p/q)y where p and q are integers, p<q. 

2. The Theorem. We shall prove the following theorem. 

If p and q are integers, p<q, and if n is greater than 0, then the 
following formulas hold : 

*(n)(P/q) + * ( n ) ( i - P/q) 
a-i 

= ( - l)n+l2-nl qnY< cos (27rrp/q)L^+^(2irr/q)+ 2g»¥<»>(l)> 

*{n)(p/q) - ^ ( n ) ( l - p/q) 
q-l 

= ( - \)«+i2.n\q"Yé sin (2Trp/q)M<n+»(2irr/q), 

where we employ the abbreviations 
oo oo 

£("*)(#) == ]T cos nx/nm, M(m)(x) ~ ^ sin nx/nm. 
n = l n = l 

PROOF. If in the definitive expansion 

* Disquisitiones Generales Circa Seriem Infinitam, Werke, vol. 3, pp. 125-
162. 
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oo 

¥<»>(*) = ( - l )»+i»!]£ 1 / 0 + *)»+*, (» > 0), 

we replace x by r/g, multiply each ^fin)(r/q) by cos (2tmrr/q), 
and form the s u m ^ r = i cos (2nnrr/q)^in)(r/q), we shall have 

Q 

^2 cos (2tmrr/q)ty(n)(r/q) 
r—1 

00 Ç 

= ( - l ) w + 1 »!]T) ] £ cos (2nnrr/q)qn+l/(r + gfe)n+1. 

But if we note that cos [2ntw(sq + r)/q] =cos {2m/wr/q)) then 
this sum takes the simple form 

q oo 

] £ cos (2ntirr/q)^r(n)(r/q) = ( - l)w+%! gn+1 ] £ cos (2mwr/q)/rn+l 

r— 1 r = 1 

= ( - 1)»+%! qn+lL^+V{2rmr/q). 

If now we let m be successively 1, 2, 3, • • • , q— 1 and note 
that cos (2m7r)^r(n)(l) = ( - l ) n + % ! Sn+i, we obtain the following 
system of equations : 

« - I 

J2cos(2tnTr/q)y(n)(r/q) = ( - l)w+%! qn+1L^n+1)(2mT/q) 
r=l 

+ ( - l)»»LSn+i, (w = 1,2, . • • , g - 1). 

To this system we then add the equation 

q-l 

X) cos (2irr)¥<»>(r/g) = (gn+1 - 1 ) ( - l )w + 1 «IS^+i, 

which is recognized as equation (2) in which the members of 
the right-hand side have been successively multiplied by cos 27r, 
COS47T, etc. 

We now multiply each equation of the system successively by 
cos (2irp/q), cos (4wp/q)y cos (6wp/q), etc., and add, taking note 
of the well known identity 

Ipr(q) — ]C c o s (27T?z£/g) cos (27rnr/q) 
n = l 

(0 if neither p — r nor p-\-r is divisible by q, 
jq/2 if either p — r or p-\-r but not both is divisible by q, 
[q if both p — r and p + r are divisible by q. 
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Hence when q is odd, we obtain the identity 

*(n\r/q) + tfC»)(i - r/q) 

q-l 

(3) = ( - l)n+1n\J2 cos (27rmr/q)qn'L^n+1)(2Tm/q) 
m—l 

+ 2 ( - l)^qnn\Sn+1. 

But when q is even, there is no difference in argument. In 
that case there will be a middle term ^(n)(r/q) = ^ ( n ) ( l — r/q) 
= *<n>(l/2). But since I = q, we shall have (l/2)g*<M)(l/2) 
+ (l/2)q^(l/2) = (l/2)q*M(r/q) + (l/2)q*W(l-r/q)1 which 
is the same as the result obtained when n was odd. 

In order to obtain the second identity stated in the theorem 
we now repeat the argument just given, merely replacing cosines 
by sines and L (n)(x) by M(n)(x) and noting the well known iden­
tity, 

Q 

Jpr(q) = X ) s m (Innp/q) s m (2>Trnr/q) 
n = l 

0 if neither p — r nor p + r is divisible by q, or if both 
are divisible by q, 

q/2 if p — r but not p + r is divisible by g, 
•— q/2 if p + r but not p — r is divisible by q. 

We then obtain 

¥<n)( r/g) _ ¥<»)(i - r/g) 

= (— l)n+ln\qn^2 s i n (2Trmr/q)M(m+1)(2Tm/q). 
ra=l 

From these identities and known values of L(n)(x) and M"(n)(x) 
it is possible to make explicit determinations of * ( n ) (x) for ra­
tional values of the argument. We first note the formulas,* 

f L^{t)dt = M<*+»(x), f M^{t)dt = - U"+»(x) +Sn+l; 
•^ 0 ^ 0 

(2 sin J) , L™(x) = - log ( 2 sin — ), M™(x) = 
(ir — x) 

2 
(0 < x < 2TT) ; 

1 See T. J. Fa. Bromwich, Infinite Series, 2d éd., 1926, pp. 359-364. 
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(x — ir)2 x2 

£,(«(*) = - , 
4 12 

Jf(3>0) =—{(x- ,r)3 _ 7r2a; + 7r3}) (o g * g 2x); 

1 ( 7x4) 
£«>(*) = — \ 2x20 - x)2 - O - x)4 } , 

48 l 15 ƒ 
(0 ^ * g 2x); 

M(5)(x) = { 1QX2(X _ T)3 _ 3(3 _ T)B _ 7 ^ 3 _|_ 7„-5j ; 

(0 ^ * ^ 2x). 

In the general case L<OT)(x) for even exponents and M(m){x) 
for odd exponents can be expressed in terms of Bernoulli poly­
nomials as follows. 

£«»)(*) = ( - l)»+i22"-1x2 ' '52„(x/2x)/(2w)!, 

M <*»+»(*) = ( - l)»+i22"x2"+1
JB2n+1(>/2x)/(2#+ 1)!. 

Applying the theorem to the cases q = 2, 3, and 4, we are able 
to derive the following values : 

*<">(l/2) = ( - l)"+%!(2"+1 - l)Sn+i, 

¥<«>(l/4) = ( l / 2 ) ( - D - H - ^ l é ^ f r ^ ! + (1 - l ^ ^ + ^ n + i ] , 

¥«o(3/4) = ( l / 2 ) ( - l)«+%!4»+ l[- r r e + 1 + (1 - l /2«+i )5 n + 1 ] , 

*<->(l/3) = ( l / 2 ) ( - l)«+%![3«+V„+1 + (3-+1 - l)Sn+l], 

*<»>(2/3) = ( l / 2 ) ( - l )»+%![- 3"+Vn+1 + (3«+l - l )5 n + 1 ] , 

where we employ the abbreviations 
00 00 

Sr = E l / » ' , T.. = £ ( - 1)«H-V(2» - 1)', 
w = l m—1 

o> = 1 - 1/2' + 1/4' - 1/5' + 1/7' - 1/8' 

+ 1 /10 ' - 1/11'+ 
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