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AND BANACH MODULES

Maliheh Hosseini and Fereshteh Sady

Abstract: Let X, Y be Hausdorff topological spaces, and let E and F be Hausdorff

topological vector spaces. For certain subspaces A(X,E) and A(Y, F ) of C(X,E)

and C(Y, F ) respectively (including the spaces of Lipschitz functions), we characterize
surjections S, T : A(X,E)→ A(Y, F ), not assumed to be linear, which jointly preserve

common zeros in the sense that Z(f −f ′)∩Z(g−g′) 6= ∅ if and only if Z(Sf −Sf ′)∩
Z(Tg − Tg′) 6= ∅ for all f, f ′, g, g′ ∈ A(X,E). Here Z(·) denotes the zero set of a
function. Using the notion of point multipliers we extend the notion of zero set for

the elements of a Banach module and give a representation for surjective linear maps

which jointly preserve common zeros in module case.
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1. Introduction

The study of linear maps preserving some properties related to the
elements of spaces under consideration is one of the most active areas of
research in recent years. Characterization of linear maps preserving com-
mon zeros between vector-valued function spaces is one of these problems
which may be considered as a vector-valued version of the Banach–Stone
and the Gleason–Kahane–Żelasko theorems. These maps send (in two
directions) every pair of functions with disjoint zero sets to functions
with the same property. For completely regular spaces X, Y , Hausdorff
topological vector spaces E, F , and subspaces A(X,E) and A(Y, F )
of C(X,E) and C(Y, F ), respectively, a characterization of linear bijec-
tions T : A(X,E)→ A(Y, F ) satisfying

n⋂
i=1

Z(fi) 6= ∅ ⇐⇒
n⋂
i=1

Z(Tfi) 6= ∅,
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for any n ∈ N and f1, . . . , fn ∈ A(X,E), has been given in [17]. Here
Z(·) denotes the zero set of a function. In the case where X, Y are metric
spaces and E, F are normed spaces, a complete description of linear
bijections T : A(X,E)→ A(Y, F ) between certain subspaces of C(X,E)
and C(Y, F ), satisfying the weaker condition

Z(f) ∩ Z(g) 6= ∅ ⇐⇒ Z(Tf) ∩ Z(Tg) 6= ∅,

for all f, g ∈ A(X,E), is given in [7] and then some extensions of the pre-
vious results are obtained. In [18], among other things, the authors con-
sidered maps preserving zero set containments, which dates back to [11].
Indeed, they characterized linear bijections T : C(X,E)→ C(Y, F ) such
that

Z(f) ⊆ Z(g)⇐⇒ Z(Tf) ⊆ Z(Tg),

when X, Y are either realcompact or metric spaces, and E, F are locally
convex spaces. Moreover, it is worth mentioning that another related
notion, originally introduced in [18], is non-vanishing preserving maps
in the sense that

Z(f) = ∅ ⇐⇒ Z(Tf) = ∅.

For some results concerning non-vanishing preserving maps (on lattices)
one can see [4, 6, 5, 8, 9, 15, 18, 19, 20]. We also refer to [14] for
some relevant concepts in the case of scalar-valued continuous functions.

In this paper we consider a pair of maps, not assumed to be linear,
jointly preserving common zeros in the sense which is defined below.
Let X, Y be Hausdorff topological spaces, E, F be Hausdorff topolog-
ical vector spaces, and A(X,E) and A(Y, F ) be subspaces of C(X,E)
and C(Y, F ), respectively. We say that a pair of maps S, T : A(X,E)→
A(Y, F ), not assumed to be linear, jointly preserves common zeros if

Z(f − f ′) ∩ Z(g − g′) 6= ∅ ⇐⇒ Z(Sf − Sf ′) ∩ Z(Tg − Tg′) 6= ∅

for all f, f ′, g, g′ ∈ A(X,E). A map T : A(X,E) → A(Y, F ) preserves
common zeros if the pair T , T jointly preserves common zeros. In Sec-
tion 3, we study such maps for certain subspaces of vector-valued contin-
uous functions on Hausdorff spaces with values in a Hausdorff topological
vector space and obtain generalizations of the results in [7]. In partic-
ular, for the spaces of Lipschitz functions we give an extension of [5,
Theorem 6]. In Section 4 we define the zero set for the elements of Ba-
nach modules and consider linear surjective maps which jointly preserve
common zeros between Banach modules. We show that such maps admit
representations similar to weighted composition operators.
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2. Preliminaries

Let X be a Hausdorff topological space and let E be a Hausdorff
topological vector space. We denote the space of all E-valued continuous
functions on X by C(X,E) and we set C(X) = C(X,C).

A subspace A(X,E) of C(X,E) is said to be completely regular if for
each x ∈ X and each closed subset C of X such that x /∈ C, there exists
f ∈ A(X,E) with f(x) 6= 0 and f = 0 on C.

For a bounded metric space (X, d), α ∈ (0, 1], and a Banach space E,

let Lipbα(X,E) be the space of all E-valued α-Lipschitz functions f : X →
E, that is

Lα(f) = sup
x,x′∈X
x 6=x′

‖f(x)− f(x′)‖
dα(x, x′)

<∞

and we set Lipbα(X) = Lipbα(X,C). Then Lipbα(X,E) is a Banach space
under the following norm

‖f‖ = max{Lα(f), ‖f‖∞} (f ∈ Lipbα(X,E)),

where ‖ · ‖∞ denotes the supremum norm. As usual, for α ∈ (0, 1),

lipbα(X,E) denotes the Banach space of those functions f ∈ Lipbα(X,E)

with lim
d(x,x′)→0

‖f(x)−f(x′)‖
dα(x,x′) =0 and we use the notation lipbα(X) for lipbα(X,C)

which is, indeed, a commutative unital Banach algebra. Clearly
Lipbα(X,E) (resp. lipbα(X,E)) is a Banach Lipbα(X) (resp. lipbα(X))-mod-
ule.

For a Banach algebra A with non-empty character space σ(A), by
σ(A) ∪ {0} we mean the character space of the unitization of A. Let X
be a Banach left A-module. Following [3], for a point ϕ ∈ σ(A) ∪ {0},
a linear functional ξ ∈ X ∗ is said to be a point multiplier at ϕ if 〈ξ, a ·
x〉 = ϕ(a)〈ξ, x〉 for all a ∈ A and x ∈ X . The submodules of X with
codimension one will be referred to as hyper maximal (left) submodules
of X . It is easy to see that the kernel of each point multiplier on X
is a closed hyper maximal submodule of X and conversely, each closed
hyper maximal submodule of X is the kernel of some non-trivial point
multiplier on X (see for example [3] for the unital case).

We denote the set of all non-trivial point multipliers on X which
are in the unit ball of X∗ by σA(X ) and the set of all closed hyper
maximal submodules of X by ∆A(X ). Then νA : σA(X ) → σ(A) ∪ {0}
is the natural map which associates to each point multiplier ξ on X ,
the unique point ϕ ∈ σ(A) ∪ {0} satisfying 〈ξ, a · x〉 = ϕ(a)〈ξ, x〉 for all
a ∈ A and x ∈ X . The Gelfand radical RadA(X ) of X is the intersection
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∩ϕ∈σ(A)∪{0}Xϕ, where for each ϕ ∈ σ(A) ∪ {0}, Xϕ is the closure of the
set {Σnk=1ak ·xk : ak ∈ A, xk ∈ kerϕ}. Indeed, by [3, Proposition 3.2(i)],
RadA(X ) = ∩ξ∈σA(X ) ker(ξ). We say that X is hyper semisimple if
RadA(X ) = {0}.

Consider the following subset of ΠP∈∆A(X )X/P :

X = {x = (xP + P )P∈∆A(X ) : sup
P∈∆A(X )

‖xP + P‖ <∞}.

Then X is a Banach space under the norm defined by

‖x‖ = sup
P∈∆A(X )

‖xP + P‖, x = (xP + P )P∈∆A(X ) ∈ X ,

which is actually a left Banach A-module in a natural way (see [3] for
the case that A is unital). Furthermore, the map GX : X → X defined
by GX (x) = x̂, where for each x ∈ X , x̂ = (x + P )P∈∆A(X ) is a norm
decreasing map which is injective if X is hyper semisimple.

3. Jointly common zeros preserving maps between
certain subspaces of vector-valued functions

In the main theorem of this section (Theorem 3.1), we assume that
X, Y are Hausdorff topological spaces, E, F are Hausdorff topologi-
cal vector spaces, and A(X,E) and A(Y, F ) are subspaces of C(X,E)
and C(Y, F ), respectively, satisfying the following property:

(Z) For each x ∈ X and y ∈ Y and neighborhoods U and V of x and y,
respectively, there are functions f ∈ A(X,E) and g ∈ A(Y, F ) with
x ∈ Z(f) ⊆ U and y ∈ Z(g) ⊆ V .

We recall that a pair of, not necessarily linear, maps S, T : A(X,E)→
A(Y, F ) jointly preserve common zeros if for any f, f ′, g, g′ ∈ A(X,E),

Z(f − f ′) ∩ Z(g − g′) 6= ∅ ⇐⇒ Z(Sf − Sf ′) ∩ Z(Tg − Tg′) 6= ∅.

Clearly under the additional assumption S0 = T0 = 0, such maps pre-
serve non-vanishing functions in the sense that for each f ∈ A(X,E),

Z(f) 6= ∅ ⇐⇒ Z(Sf) 6= ∅,

Z(f) 6= ∅ ⇐⇒ Z(Tf) 6= ∅.

A point x ∈ X is called a zero point of A(X,E) if Z(f) = {x} for some
f ∈ A(X,E).
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Theorem 3.1. Let A(X,E), A(Y, F ) satisfy property (Z), and let
S, T : A(X,E) → A(Y, F ) be surjective, not necessarily linear, maps. If
S, T jointly preserve common zeros, then there exist subsets X0 and Y0

of X and Y respectively, containing all zero points of A(X,E) and
A(Y, F ) respectively, a function h : Y0 → X0 (which is a homeomorphism
whenever A(X,E), A(Y, F ) are completely regular), subspaces Ey ⊆ E,
Fy ⊆ F , and bijections Jy : Ey → Fy, Gy : Ey → Fy for each y ∈ Y0,
such that

Sf(y) = S0(y) + Jy(f(h(y))), T f(y) = T0(y) +Gy(f(h(y)))

for all f ∈ A(X,E) and y ∈ Y0. If furthermore S, T are linear, then for
all y ∈ Y0, Jy, and Gy are linear.

Proof: Since the pair S−S0 and T −T0 jointly preserves common zeros,
as well, without loss of generality we may assume that S0 = T0 = 0.

We prove the theorem through the following steps:

Step 1: S and T are injective maps.
Since the conditions are symmetric with respect to S and T , it suffices

to show that T is injective. Let f, f ′ ∈ A(X,E) with Tf = Tf ′. For each
x ∈ X and neighborhood U of x there exists, by property (Z), a function
f0 ∈ A(X,E) with x ∈ Z(f0) ⊆ U . Clearly, Z(Tf − Tf ′) ∩ Z(Sf0) 6= ∅,
which implies that Z(f − f ′) ∩ Z(f0) 6= ∅. Hence Z(f − f ′) ∩ U 6= ∅
and therefore x ∈ Z(f − f ′), since Z(f − f ′) is closed. Thus f = f ′ and
consequently T is injective.

For each x ∈ X, we set Ix(S) = ∩x∈Z(f−f ′)Z(Sf −Sf ′) and similarly
Ix(T ) = ∩x∈Z(f−f ′)Z(Tf − Tf ′).

Step 2: Given x ∈ X, the intersections Ix(S) and Ix(T ) are singleton
and equal whenever both are non-empty.

We show that if y1 ∈ Ix(S) and y2 ∈ Ix(T ) then y1 = y2. Assume on
the contrary that y1 6= y2 and let V1, V2 be disjoint neighborhoods of y1

and y2 in Y , respectively. Then, by property (Z), there are elements
l, g ∈ A(Y, F ) such that y1 ∈ Z(l) ⊆ V1 and y2 ∈ Z(g) ⊆ V2. In
particular, Z(l) ∩ Z(g) = ∅ and hence Z(T−1l) ∩ Z(S−1g) = ∅. Given a
neighborhood U of x, let f ∈ A(X,E) be such that x ∈ Z(f) ⊆ U . Then
since y2 ∈ Z(g)∩Z(Tf) it follows that Z(S−1g)∩Z(f) 6= ∅. Therefore,
Z(S−1g) ∩ U 6= ∅ and since U is arbitrary, the closedness of Z(S−1g)
implies that x ∈ Z(S−1g). A similar discussion shows that x ∈ Z(T−1l),
a contradiction.
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Clearly the above argument shows that two intersections are the same
and singleton whenever both are nonempty.

We now consider the subset

X0 := {x ∈ X : Ix(S) 6= ∅, Ix(T ) 6= ∅}

of X. By Step 2, for each x ∈ X0 there exists a unique point y ∈
Y such that Ix(S) = Ix(T ) = {y}. Hence we can define a function
k : X0 → Y such that for each x ∈ X0, k(x) is the unique point in
the above intersections, that is Ix(S) = Ix(T ) = {k(x)}. Similarly, we
set Y0 := {y ∈ Y : Iy(S−1) 6= ∅, Iy(T−1) 6= ∅} and define a function
h : Y0 → X such that for each y ∈ Y0, Iy(S−1) = Iy(T−1) = {h(y)}.

Step 3: k is a bijective map from X0 onto Y0 and h = k−1. If further-
more A(X,E) (resp. A(Y, F )) is completely regular, then h (resp. k) is
continuous.

Given x ∈X0 it suffices to show that Ik(x)(S
−1) = Ik(x)(T

−1) = {x}
which clearly implies that k(x) ∈ Y0 and h(k(x)) = x. For this purpose,
suppose that g, g′∈A(Y, F ) and (g−g′)(k(x))=0. Let U be an arbitrary
neighborhood of x and f ∈ A(X,E) be chosen such that x ∈ Z(f) ⊆ U .
Since k(x) ∈ Z(g−g′)∩Z(Tf) it follows that Z(S−1g−S−1g′)∩Z(f) 6= ∅,
and so Z(S−1g − S−1g′) ∩ U 6= ∅ implying that x ∈ Z(S−1g − S−1g′).
Similarly, x ∈ Z(T−1g − T−1g′). Therefore Ik(x)(S

−1) = Ik(x)(T
−1) =

{x} and consequently k(x) ∈ Y0 and x = h(k(x)).
A similar argument shows that for each y ∈ Y0, Ih(y)(S) = Ih(y)(T ) =

{y}, that is k(h(y)) = y.
Assume now that A(X,E) is completely regular. To prove the conti-

nuity of h, assume on the contrary that there exists a net (yα) in Y0 such
that yα → y, for some y ∈ Y0 while h(yα) does not converge to h(y).
Then there exists a subnet (h(yβ)) of (h(yα)) such that h(yβ) ∈ X\U for
some neighborhood U of h(y). Using the complete regularity of A(X,E),
we can find a function f ∈ A(X,E) such that f(h(yβ)) = 0 for each β
while f(h(y)) 6= 0. Thus Sf(yβ) = Sf(k(h(yβ))) = 0 and consequently,
Sf(y) = 0, since Sf is continuous. Hence f(h(y)) = 0, a contradiction.
This argument shows that h is continuous.

Similarly, k is continuous, whenever A(Y, F ) is completely regular.

Now for each y ∈ Y0 we consider the non-trivial subspaces Ey :=
{f(h(y)) : f ∈ A(X,E)} and Fy := {g(y) : g ∈ A(Y, F )} of E and F ,
respectively. We also define the maps Jy : Ey → Fy and Gy : Ey → Fy by
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Jy(e) = Sf(y) and Gy(e) = Tf(y) for all e ∈ Ey, where f ∈ A(X,E) is
such that f(h(y)) = e. It is easy to see that Jy and Gy are well defined.

Step 4: For each y ∈ Y0, Jy and Gy are bijective maps.
For the injectivity, assume that e, e′ ∈ Ey and Jy(e) = Jy(e′). Then

Sf(y)=Sf ′(y) for all f, f ′∈A(X,E) with f(h(y))=e and f ′(h(y))=e′.
Therefore, by the definition of h(y), (f − f ′)(h(y)) = 0 since (Sf −
Sf ′)(y) = 0, that is e = e′. Now we show that Jy is surjective. For this
suppose that f ∈ Fy. Then there is an f ∈ A(X,E) such that Sf(y) =
f. So putting e = f(h(y)) we have e ∈ Ey and Jy(e) = Sf(y) = f.
Similarly, Gy also is a bijective map.

Clearly, for each y ∈ Y0, Jy, Gy are linear whenever S and T are
linear.

Step 5: X0 (resp. Y0) contains the zero points of A(X,E) (resp. A(Y, F )).
Indeed, if x0 ∈ X such that Z(f0) = {x0} for some f0 ∈ A(X,E), then
x0 ∈ X0 and Z(Sf0) = Z(Tf0) = {k(x0)}.

We apply a similar argument as the one given in Step 2. Clearly
Z(Sf0) 6= ∅. Assume that y1, y2 ∈ Y are distinct points in Z(Sf0). Let
g and l be defined as in Step 2. Then Z(T−1g)∩Z(f0) 6= ∅ and so since
Z(f0) = {x0} we conclude that x0 ∈ Z(T−1g). Similarly, x0 ∈ Z(T−1l)
since y1 ∈ Z(l) ∩ Z(Sf0). Therefore Z(T−1g) ∩ Z(T−1l) 6= ∅ and so
Z(g)∩Z(l) 6= ∅, which is impossible. Therefore Z(Sf0) is a singleton {y0}
for some y0 ∈ Y .

Suppose now that f, f ′ ∈ A(X,E) with x0 ∈ Z(f − f ′). Evidently,
Z(Sf − Sf ′) ∩ Z(Tf0) 6= ∅ and Z(Tf − Tf ′) ∩ Z(Sf0) 6= ∅, i.e. y0 ∈
Z(Tf−Tf ′)∩Z(Sf−Sf ′). Hence we deduce that x ∈ X0 and Z(Sf0) =
Z(Tf0) = {k(x0)}.

Notice that in the theorem above, if A(X,E) and A(Y, F ) contain the
constant functions, then Ey = E and Fy = F for each y ∈ Y0.

Remark. Using the theorem above for the case where S = T , we conclude
that each surjective, not necessarily linear, map T : A(X,E)→ A(Y, F )
preserving common zeros has the same description given in this theorem.
In particular, if T is linear and all points in X and Y are zero points
of A(X,E) and A(Y, F ), respectively, then for each f ∈ A(X,E) and
y ∈ Y we have Tf(y) = Gy(f(h(y)), where Gy : Ey → Fy is a bijective
linear map. So our result is an extension of [7, Theorem 3.1] and may
be compared with some recent results such as [17, Theorem 10] and [18,
Theorem 4.4 (Case 3)].
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Corollary 3.2. Under the hypotheses of Theorem 3.1, if A(X,E),
A(Y, F ) are completely regular and all points in X and Y are zero points
for A(X,E) and A(Y, F ) respectively, then there exist a homeomorphism
h : Y → X, subspaces Ey ⊆ E, Fy ⊆ F , and bijections Jy, Gy : Ey → Fy,
y ∈ Y , such that

Sf(y) = S0(y) + Jy(f(h(y))), T f(y) = T0(y) +Gy(f(h(y)))

for all f ∈ A(X,E) and y ∈ Y .

According to [7, Lemma 2.3], if E and F are vector lattices, A(X,E)
and A(Y, F ) are vector sublattices of C(X,E) and C(Y, F ), then for any
vector lattice isomorphism S : A(X,E)→ A(Y, F ) we have ∩ni=1Z(fi) 6=
∅ if and only if ∩ni=1Z(Sfi) 6= ∅ for all n ∈ N and f1, . . . , fn ∈ A(X,E).
So the next corollary is a generalization of [5, Theorem 6].

Corollary 3.3. Let X and Y be bounded metric spaces, E and F be
Banach spaces. Assume, further, that either Y has no isolated points, or
one of E and F has finite dimension. If T, S : Lipbα(X,E)→ Lipbα(Y, F ),
0 < α ≤ 1, are additive (resp. linear) surjections jointly preserving com-
mon zeros, then T , S are continuous and there exist an α-bi-Lipschitz
homeomorphism h : Y → X, and equicontinuous families {Jy}y∈Y and
{Gy}y∈Y of real-linear (resp. linear) bijections from E onto F such that

Sf(y) = Jy(f(h(y))), T f(y) = Gy(f(h(y)))

for all f ∈ Lipbα(X,E) and y ∈ Y .

Proof: Since for Lipbα(X,E) (resp. Lipbα(Y, F )) every point ofX (resp. Y )
is a zero point it follows that X0 = X and Y0 = Y , where X0, Y0 are
subsets defined in Theorem 3.1. It is also clear that Ey = E and Fy = F
for all y ∈ Y . Hence, by Theorem 3.1, for each y ∈ Y , there exist
additive bijections Jy, Gy : E → F such that

Sf(y) = Jy(f(h(y))), T f(y) = Gy(f(h(y)))

for all f ∈ Lipbα(X,E) and y ∈ Y .
We note that S (and T ) are Q-homogeneous, that is, for each r ∈ Q

and x ∈ X, S(rx) = rS(x). An argument similar to [2, Corollaries 5.11
and 5.12] shows that S has a closed graph. Now since S is additive and
Q-homogeneous one can check easily that (as in the Closed Graph the-
orem, see, e.g., [10]) S is continuous. Similarly T is continuous. Hence
T and S are, indeed, real-linear continuous maps which, in particular,
yield the real-linearity of Jy and Gy for all y ∈ Y . Therefore, there exists
M > 0 such that

(3.1) ‖Sf‖ ≤M‖f‖ (f ∈ Lipbα(X,E)).
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Now for every e ∈ E and f ∈ Lipbα(X), let f⊗e ∈ Lipbα(X,E) be defined
by (f ⊗ e)(x) = f(x)e. Then

‖Jy(e)‖ = ‖S(1⊗ e)(y)‖ ≤M‖e‖ (y ∈ Y, e ∈ E),

which shows that the family {Jy} of real-linear maps is equicontinuous.
To finish the proof it suffices to show that h and k are α-Lipschitz func-
tions. Since by the above argument S−1 is continuous, the family {J−1

y }
of real-linear maps is equicontinuous and so there exists N > 0 such that

‖J−1
y (f)‖ ≤ N‖f‖ (y ∈ Y, f ∈ F ).

Fix a point e0 ∈ E with ‖e0‖ = 1 and for each y ∈ Y let fy ∈ Lipbα(X,E)
be defined by fy(x) = d(x, h(y))e0, x ∈ X. Using (3.1) we have ‖Sfy‖ ≤
M‖fy‖ ≤ MK, where K = max{diam(X),diam(X)1−α}. In particular
Lα(Sfy) ≤M‖fy‖ ≤MK and for each y′ 6= y,

d(h(y), h(y′))

dα(y, y′)
=

1

‖Jy(e0)‖
‖Sfy(y)− Sfy(y′)‖

dα(y, y′)
≤ N Lα(Sfy) ≤ NMK.

Therefore, sup d(h(y),h(y′))
dα(y,y′) ≤ NMK, where the supremum is taken over

all distinct points y, y′ ∈ Y . Therefore h : Y → X satisfies the Lips-
chitz condition of order α. Analogously it can be shown that k is an
α-Lipschitz function.

Remark. (i) The above result is also valid for the case where Lipbα(X,E)

and Lipbα(Y, F ) are replaced by lipbα(X,E) and lipbα(X,E) respectively.

(ii) Boundedness of the metric spaces X and Y cannot be removed
from the above corollary. Indeed, if X is the discrete metric space N,
Y is N equipped with the Euclidean metric, and E = F = C, then
clearly Lipbα(Y, F ) = l∞ and, by [21, Example 1.6.4], Lipbα(X,E) = l∞.

Now the identity operator T : Lipbα(X) → Lipbα(Y ) preserves common
zeros while T is not continuous and also X and Y are not Lipschitz
homeomorphic.

For a metric space X and a normed space E, let Cub (X,E) be the
normed space of all bounded uniformly continuous functions from X
into E, equipped with the sup norm. Then clearly each point of X is a
zero point for Cub (X,E).

Corollary 3.4. If T, S : Cub (X,E) → Cub (Y, F ) are surjective linear
maps which jointly preserve common zeros, then

Sf(y) = Jy(f(h(y))), T f(y) = Gy(f(h(y)))

for all f ∈ Cub (X,E) and y ∈ Y , for some uniform homeomorphism
h : Y → X, and linear bijections Jy, Gy : E → F , y ∈ Y .
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Proof: The description of T , S is immediate from Theorem 3.1. Using
the fact that f ◦ h ∈ Cub (Y ) whenever f ∈ Cub (X), and the argument
given in [16, Theorem 2.3] and the remark after it, one can show that
h is uniformly continuous.

Remark. In the above corollary one can check easily that S is continuous
if and only if supy∈Y ‖Jy‖ <∞ and in this case ‖S‖ = supy∈Y ‖Jy‖. In
particular, if E or F is finite dimensional, then T and S are continuous.

For a completely regular space X and a Hausdorff topological vector
space E, Cb(X,E) denotes the space of all bounded continuous functions
from X into E.

Corollary 3.5. Suppose that X and Y are completely regular spaces
consisting of Gδ-points, and E and F are Hausdorff topological vector
spaces. Let T , S be surjections between the following spaces preserving
jointly common zeros.

Case 1. T, S : C(X,E)→ C(Y, F ).

Case 2. T, S : Cb(X,E)→ Cb(Y, F ).

Then there exist a homeomorphism h : Y → X, the bijections Jy, Gy :
E → F for each y ∈ Y , such that

Sf(y) = S0(y) + Jy(f(h(y))), T f(y) = T0(y) +Gy(f(h(y))).

Furthermore, if S, T are linear and E or F are finite dimensional, then
T and S are continuous when the spaces in Cases 1 and 2 are equipped
with the compact-open topology and sup norm topology, respectively.

Proof: Let x ∈ X and take a sequence {Vn} of the neighborhoods of x
such that {x} = ∩∞n=1Vn. Since X is a completely regular space, given
n ∈ N, there exists fn ∈ Cb(X) with 0 ≤ fn ≤ 1, fn(x) = 1, and

fn = 0 on X \ Vn. Then letting f = (1 −
∑∞
n=1

fn
2n )e, where e is a

fixed nonzero element in E, we have f ∈ Cb(X,E) with Z(f) = {x}.
Clearly Cb(X,E) and Cb(Y, F ) are completely regular, hence it follows
from Corollary 3.2 that there exist a homeomorphism h : Y → X and
bijections Jy, Gy : E → F for each y ∈ Y such that

Sf(y) = S0(y) + Jy(f(h(y))), Tf(y) = T0(y) +Gy(f(h(y)))

for all f ∈ Cub (X,E) and y ∈ Y . In particular, if S, T are linear then
all bijections Jy, Gy are linear. The continuity of S, T is obtained by
applying a similar argument as in [1, Corollary 4.2].
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Remark. (i) Note that all points in a first countable completely regular
space are Gδ-points. But the converse is not true, that is there is a com-
pletely regular space consisting of Gδ-points which is not first countable
(see [12, 4M]).

(ii) The following example borrowed from [11, Example 2.4] shows
that in the above results when E (and so F ) is not a finite dimen-
sional space, common zeros preserving maps need not be continuous
(see also [1, Remarks(2)]).

Let X = Y = {0}, ψ be a discontinuous linear functional of c0
such that ψ((1, 0, . . . )) = 1 and define J : c0 → c0 by J(α) = (α1 +
ψ(α), α2, α3, . . . ) for all α = (α1, α2, α3, . . . ). It is clear that{

T : C(X, c0)→ C(Y, c0)

Tf(0) = J(f(0))

is a discontinuous linear bijection which preserves common zeros.

4. Jointly common zeros preserving maps
between Banach modules

In this section, using the notion of point multipliers, we introduce
the notion of zero set for the elements of a Banach module X over a
Banach algebra A with σ(A) 6= ∅, and then we give a module version
of Theorem 3.1 for mappings preserving common zeros between certain
Banach modules.

We recall that νA : σA(X ) → σ(A) ∪ {0} is the natural map which
sends each nontrivial point multiplier ξ on X in the unit ball of X ∗ to
the unique point νA(ξ) = ϕ ∈ σ(A)∪{0} satisfying 〈ξ, a ·x〉 = ϕ(a)〈ξ, x〉
for all a ∈ A and x ∈ X . Since each closed hyper maximal submodule P
of X is the kernel of some ξ ∈ σA(X ), and clearly point multipliers with
the same kernels have the same image under νA, we may also use the
notation νA(P ) instead of νA(ξ) for ξ ∈ σA(X ) with ker(ξ) = P .

Now consider the following equivalence relation on ∆A(X ). For P,Q ∈
∆A(X ), P ∼ Q iff νA(P ) = νA(Q). There are some examples of left Ba-
nach modules X in which the equivalence classes are singleton. For
instance, for a compact Hausdorff space K, the Banach C(K)-mod-
ule C(K)∗ has this property [3, p. 317].

Definition 4.1. For an element x ∈ X , we define the zero set of x by
Z(x) = {ϕ ∈ νA(σA(X ))\{0} : 〈ξ, x〉 = 0 for all ξ ∈ ν−1

A {ϕ}}.

We should note that there exists a nontrivial point multiplier on X
at 0 if and only if A ·X is not dense in X . The definition shows that for
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each x ∈ X , a nonzero point ϕ in the range of νA is in Z(x) if and only
if x ∈ P ′ for all P ′ ∈ [P ] where P ∈ ν−1

A (ϕ) is arbitrary and [P ] is its
equivalence class.

If A is unital then, considering A as a Banach module over itself,
we have σA(A) = {λϕ : ϕ ∈ σ(A), 0 < |λ| ≤ 1} and so the defined
zero set Z(a) of an element a ∈ A is the usual zero set of its Gelfand
transformation â as a function on σ(A).

Clearly for a compact plane set K and uniformly closed subalgebra A
of C(K) which contains the constants and separates the points of K,
the subspace Af of C(K) for any non-vanishing function f ∈ C(K) is a
Banach A-module. It is easy to see that the range of νA is σ(A). Since
f ∈ Af , for each nontrivial point multiplier ξ on Af at some ϕ ∈ σ(A)
we have

〈ξ, af〉 = ϕ(a)〈ξ, f〉 (a ∈ A)

which shows that the zero set Z(af) is the same as the usual zero set
of â.

The following examples show that the defined zero set may be very
different according to the module action.

Example 4.2. For a compact Hausdorff space K and a Banach space E,
let X = C(K,E) be the Banach space of all continuous E-valued func-
tions on K endowed with the supremum norm. We also recall that for
e ∈ E and f ∈ C(K), e ⊗ f ∈ C(K,E) is defined by (e ⊗ f)(x) =
f(x)e, x ∈ K. Then clearly C(K,E) is a Banach C(K)-module and for
each Λ ∈ E∗, Λ ◦ ϕx, where ϕx is the evaluation functional on C(K)
at x ∈ K, is a point multiplier at ϕx. On the other hand, for each point
multiplier ξ at some ϕx, x ∈ K, since by the proof of Lemma 1 in [13] the
linear span of {e⊗ f : e ∈ E, f ∈ C(K)} is dense in C(K,E), it is easy
to see that the functional Λ ∈ E∗ defined by Λ(e) = 〈ξ, e ⊗ 1〉 satisfies
ξ = Λ ◦ ϕx. Hence σC(K)(X ) = {Λ ◦ ϕx : Λ ∈ E∗1\{0}, x ∈ K}, where
E∗1 is the unit ball of E∗. Moreover νC(K) maps each Λ ◦ϕx to ϕx, that
is the range of νC(K) is σ(C(K)). Therefore, for a function F ∈ C(K,E)
we have

Z(F) = {ϕx : (Λ ◦ ϕx)(F) = 0 for all Λ ∈ E∗1} = {ϕx : F(x) = 0},

that is the new defined zero set of each element of C(K)-Banach mod-
ule C(K,E) is its zero set in the usual sense.

Example 4.3. Let A be a commutative unital Banach algebra and E be
a left Banach A-module with σA(E) 6= ∅. Then for a compact Hausdorff
space K, C(K,E) is a Banach A-module under the following module
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action:

(a · F)(x) = a · F(x) (a ∈ A, F ∈ C(X,E), x ∈ X).

It is easy to see that under this module structure on C(K,E), for
every x ∈ K and point multiplier ξ on E at some point ϕ ∈ σ(A),
η = ξ◦ϕx is a point multiplier on C(K,E) at ϕ. Assume, in addition that
E is not hyper semisimple and the natural map νEA : σA(E)→ σ(A)∪{0}
for E, is onto σ(A) (for instance every non-semisimple commutative
unital Banach algebra satisfies these properties as a Banach module over
itself). Then clearly the associated natural map for C(K,E) is also
onto σ(A). Now for a non-zero e0 ∈ RadA(E) and the constant function
F = e0 ⊗ 1, the usual zero set Z(F) = {x ∈ K : F(x) = 0} of F is empty
while its zero set Z(F) as an element of C(K,E) is the whole σ(A),
since for each point multiplier ξ on E, 〈ξ, e0〉 = 0 and for each point
multiplier η on C(K,E) its restriction η|E is either zero or a nontrivial
point multiplier on E.

In the main theorem of this section (Theorem 4.5) we assume that
A is a Banach algebra with non-empty spectrum, X is a left Banach
A-module with σA(X ) 6= ∅, satisfying the following property:

(H) X contains an element with empty zero set and for each ϕ ∈
νA(σA(X ))\{0}, there exists x ∈ X such that Z(x) = {ϕ}.

We also assume that B is a Banach algebra and Y is a left Banach
B-module satisfying similar conditions.

Here is an example of a Banach A-module satisfying these conditions:

Example 4.4. For a compact metric space K and a closed nonempty
proper subset F of K, let A = {a ∈ C(K) : a = 0 on F} and X =
C(K) endowed with the supremum norm and with the multiplication
as its module action. Identifying each x ∈ K with its corresponding
evaluation functionals ϕx, since σ(A) = K\F it is easy to see that νA
maps σA(X ) onto K\F ∪ {0} and for each ξ ∈ σA(X ) with νA(ξ) 6= 0
there exists x ∈ K\F such that ξ|A = λϕx|A for some λ ∈ C. Clearly
for each f ∈ X we have Z(f) ⊆ Z(f)\F . Moreover, for each a ∈ A,
we have Z(a) = Z(a)\F . Since for each x ∈ K\F there exists f ∈ X
with f = 1 on F ∪ {x} and |f | < 1 on K\(F ∪ {x}) it follows that
Z(1− f) = Z(1− f)\F = {x}. Therefore for each x ∈ K\F , {x} is the
zero set (in the defined sense) of an element of X . Obviously X contains
an element with empty zero set.
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As before, we say that a pair of linear maps S, T : X → Y preserves
jointly common zero sets if for two elements x, y ∈ X , Z(x)∩Z(y) 6= ∅ iff
Z(Sx)∩Z(Ty) 6= ∅. We note that the maps S and T with this property
are automatically injective whenever X is hyper semisimple and A · X
is dense in X . Indeed, suppose that x ∈ X with Tx = 0. Since each
ϕ ∈ νA(σA(X )) is nonzero, we can take, by property (H), x′ ∈ X such
that Z(x′) = {ϕ}. By the assumption, Z(Sx′) ∩ Z(Tx) 6= ∅ and so
Z(x) ∩ Z(x′) 6= ∅. Hence ϕ ∈ Z(x), which implies that x = 0 by hyper
semisimplicity of X and the density of A · X in X .

Before stating the theorem we should note that for each x ∈ X and
Q0 ∈ ∆A(X ), (x + Q)Q∈[Q0] may be considered as an element (xQ +
Q)Q∈∆A(X ) of X , where xQ = x for all Q ∈ [Q0] and xQ = 0 for the

other points Q ∈ ∆A(X ). Finally let us put ∆̇A(X ) := {P ∈ ∆A(X ) :
νA(P ) 6= 0} which is the same as ∆A(X ) when A · X is dense in X .

Theorem 4.5. Let X and Y satisfy property (H), and let S, T : X → Y
be surjective maps jointly preserving common zeros. Then there exist a
bijection h̃ : ∆̇B(Y)/∼→ ∆̇A(X )/∼, submodules EP , FP of X and Y,

respectively, and linear bijections JP , GP : EP → FP , P ∈ ∆̇B(Y), such
that

(Sx+ P ′)P ′∈[P ] = JP ((x+Q)Q∈h̃([P ])),

(Tx+ P ′)P ′∈[P ] = GP ((x+Q)Q∈h̃([P ])),

for all x ∈ X and P ∈ ∆̇B(Y).

Proof: We prove the theorem through the following steps:

Step 1: Let ϕ0 ∈ νA(σA(X ))\{0}. Then there exists a unique point ψ0 ∈
σ(B) such that Z(Sx) = Z(Tx) = {ψ0} for all x ∈ X with Z(x) = {ϕ0}.

Let x ∈ X such that Z(x) = {ϕ0}. Then, by hypothesis, Z(Tx) 6= ∅.
Assume, contrary to the claim in Step 1, that there exist two distinct
points ψ1, ψ2 ∈ Z(Tx). Then there exists b ∈ B such that ψ1(b) = 1
and ψ2(b) = 0. Then for all ξ1 ∈ ν−1

B (ψ1) and ξ2 ∈ ν−1
B (ψ2) we have

〈ξ1, Tx〉 = 〈ξ2, Tx〉 = 0. By hypotheses there exists y0 ∈ Y with Z(y0) =
∅. Setting s = b · y0 and t = y0 − s we get elements s, t ∈ Y such that

〈ξ2, s〉 = 〈ξ2, b · y0〉 = ψ2(b)〈ξ2, y0〉 = 0,

that is, ψ2 ∈ Z(s). In particular, Z(s) 6= ∅ and so Z(s′) 6= ∅, where s′ is
an element in X with Ss′ = s. Since ψ2 ∈ Z(s) ∩ Z(Tx) it follows that
Z(s′) ∩ Z(x) 6= ∅ and therefore ϕ0 ∈ Z(s′). On the other hand,

〈ξ1, t〉 = 〈ξ1, y0〉 − ψ1(b)〈ξ1, y0〉 = 0,
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that is ψ1 ∈ Z(t) ∩ Z(Tx). Now taking t′ ∈ X with St′ = t we deduce
that Z(t′) ∩ Z(x) 6= ∅, i.e. ϕ0 ∈ Z(t′). Therefore ϕ0 ∈ Z(s′) ∩ Z(t′)
and consequently Z(Ss′)∩Z(Tt′) 6= ∅, therefore we can find an element
ξ ∈ Z(Ss′) ∩ Z(Tt′) = Z(s) ∩ Z(t) which clearly satisfies ξ(s + t) =
ξ(y0) = 0, a contradiction.

Similarly there is a unique point in Z(Sx). Furthermore Z(Sx) =
Z(Tx) since Z(Sx) ∩ Z(Tx) 6= ∅.

We should note that for each ϕ ∈ νA(σA(X ))\{0}, the unique point
in Z(Tx) does not depend on the element x ∈ X with Z(x) = {ϕ}, since
for each x′ ∈ X with Z(x′) = {ϕ} we have clearly Z(Sx) ∩ Z(Tx′) 6= ∅
and Z(Tx) ∩ Z(Sx′) 6= ∅.

Using the step above we can associate to each ϕ ∈ νA(σA(X ))\{0}
the unique point k(ϕ) ∈ νB(σB(Y))\{0} such that Z(Tx) = Z(Sx) =
{k(ϕ)}, where x is an element of X with Z(x) = {ϕ}.

Similarly, for each ψ ∈ νB(σB(Y))\{0}, we can find a unique point
h(ψ) ∈ νA(σA(X ))\{0} such that for each y ∈ Y with Z(y) = {ψ},
we have Z(x) = Z(x′) = {h(ψ)}, where x, x′ are elements in X with
Sx = Tx′ = y.

Step 2: For each x ∈ X , k(Z(x)) ⊆ Z(Tx) ∩ Z(Sx) and h(Z(Tx)) ∪
h(Z(Sx)) ⊆ Z(x).

Let ϕ0 ∈ Z(x) and let x0 be such that Z(x0) = {ϕ0}, by property (H).
Then clearly Z(Tx) ∩ Z(Sx0) 6= ∅ and Z(Sx) ∩ Z(Tx0) 6= ∅. Therefore
k(ϕ0) ∈ Z(Tx) ∩ Z(Sx).

A similar argument implies the other inclusion.

Step 3: The maps h and k are bijective, in fact k(h(ϕ)) = ϕ and ψ =
h(k(ψ)) for each nonzero ϕ and ψ in the range of νB and νA, respectively.

Assume first that h(k(ϕ0)) 6= ϕ0 for some ϕ0 ∈ νA(σA(X ))\{0}.
Then setting ϕ1 = h(k(ϕ0)) we can find a ∈ A such that ϕ0(a) = 0 and
ϕ1(a) = 1. Let s = a · x0, where x0 ∈ X is such that Z(x0) = {ϕ0}.
Then for each ξ0 ∈ ν−1

A (ϕ0) we have

〈ξ0, s〉 = ϕ0(a)〈ξ0, x0〉 = 0

that is ϕ0 ∈ Z(s). Hence by Step 2, k(ϕ0) ∈ Z(Ts) and using Step 2
once again we have ϕ1 = h(k(ϕ0)) ∈ Z(s) while since ϕ1 /∈ Z(x0) there
exists ξ1 ∈ ν−1

A (ϕ1) such that 〈ξ1, x0〉 6= 0 and therefore

〈ξ1, s〉 = ϕ1(a)〈ξ1, x0〉 6= 0,
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which is impossible. Hence h(k(ϕ0)) = ϕ0. Similarly k(h(ψ)) = ψ for
all nonzero ψ in the range of νB.

We now define h̃ : ∆̇B(Y)/∼→ ∆̇A(X )/∼ by h̃([P ]) = [Q], where for

each P ∈ ∆̇B(Y), Q ∈ ∆̇A(X ) is an arbitrary element in ν−1
A (h(νB(P ))).

Clearly h̃ is well-defined and bijective.
For P ∈ ∆̇B(Y) consider the following subsets of X and Y:

EP := {(x+Q)Q∈h̃([P ]) : x ∈ X},
FP := {(y + P ′)P ′∈[P ] : y ∈ Y}.

Then EP and FP , which are subsets of X and Y respectively, are sub-
modules of these modules.

Now define the maps JP , GP : EP → FP by JP ((x + Q)Q∈h̃([P ])) =

(Sx+ P ′)P ′∈[P ] and GP ((x+Q)Q∈h̃([P ])) = (Tx+ P ′)P ′∈[P ]. Using the

definition of Z(·) and Step 2, we see that JP and GP are well-defined.

Step 4: For each P ∈ ∆̇B(Y), JP and GP are linear bijections.

It is clear that for each P ∈ ∆̇B(Y), JP and GP are linear and sur-
jective. Assume now that JP ((x + Q)Q∈h̃([P ])) = 0, that is Sx ∈ P ′ for

all P ′ ∈ [P ]. Hence νB(P ) ∈ Z(Sx) and, by Step 2, h(νB(P )) ∈ Z(x).

Therefore, x ∈ Q for all Q ∈ h̃([P ]), i.e. (x + Q)Q∈h̃([P ]) = 0 and so JP
(similarly, GP ) is injective.

Proposition 4.6. Under the hypotheses of Theorem 4.5, if furthermore,
A, B are regular and the zero sets of elements in X , Y are all closed,
then the map h given by this theorem is a homeomorphism.

Proof: It suffices to show that h is continuous since the same holds for k.
Assume on the contrary that there exists a net {ϕα} in νB(σB(Y))\{0}
converging to a point ϕ0 ∈ νB(σB(Y))\{0} such that h(ϕα) does not
converge to h(ϕ0). Therefore, passing to a subnet, we can assume that
there exists a neighborhood U of h(ϕ0) such that h(ϕα) /∈ U for all α.
Hence by the regularity of A we can find an element a ∈ A such that
h(ϕ0)(a) = 1 and h(ϕα)(a) = 0 for all α. Hence setting x = a ·x0, where
x0 ∈ X with Z(x0) = ∅, we get an element x in X such that for each α
and ξ ∈ ν−1

A (h(ϕα)) we have

〈ξ, x〉 = 〈ξ, a · x0〉 = h(ϕα)(a)〈ξ, x0〉 = 0,

that is, h(ϕα) ∈ Z(x) for all α. Hence by Step 2, ϕα = k(h(ϕα)) ∈
Z(Tx) for all α. Therefore, ϕ0 ∈ Z(Tx) since Z(Tx) is assumed to be
closed. Again Step 2 yields h(ϕ0) ∈ Z(x), which is impossible, since
Z(x0) = ∅ and h(ϕ0)(a) = 1.
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