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ENTROPY OF CLOSED SURFACES AND MIN-MAX
THEORY
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Abstract

Entropy is a natural geometric quantity measuring the complex-
ity of a surface embedded in R3. For dynamical reasons relating
to mean curvature flow, Colding-Ilmanen—Minicozzi—White con-
jectured (since proved by Bernstein—-Wang) that the entropy of
any closed surface is at least that of the self-shrinking two-sphere.
In this paper we give an alternative proof of their conjecture for
closed embedded 2-spheres. Our results can be thought of as the
parabolic analog to the Willmore conjecture and our argument is
analogous in many ways to that of Marques—Neves on the Will-
more problem. The main tool is the min-max theory applied to
the Gaussian area functional in R? which we also establish. To
any closed surface in R? we associate a four parameter canonical
family of surfaces and run a min-max procedure. The key step
is ruling out the min-max sequence approaching a self-shrinking
plane, and we accomplish this with a degree argument. To estab-
lish the min-max theory for R? with Gaussian weight, the crucial
ingredient is a tightening map that decreases the mass of non-
stationary varifolds (with respect to the Gaussian metric of R?)
in a continuous manner.

1. Introduction

Surprisingly, the resolution of the Willmore Conjecture by F.C. Mar-
ques and A. Neves [19] hinges on asking and answering the following
question:

In round S?, what is the non-equatorial embedded minimal surface with
smallest area?

Using min-max theory, [19] proved that the answer is the Clifford torus.
This swiftly led to a proof of the Willmore conjecture. In this paper,
we address the analogous question for singularity models for the mean
curvature flow and cast the question in terms of min-max theory. The
min-max argument will also allow us to partly prove a ‘parabolic’ version
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of the Willmore conjecture. Let us first introduce the relevant objects
of study.

We will consider R?® endowed with the Gaussian metric gij =
elel?/ 452~j. Minimal surfaces in this metric are called self-shrinkers and
arise as blowup limits at singularities of the mean curvature flow (MCF).
The simplest self-shrinkers are the family of flat planes passing through
the origin (parameterized by RP?, their unoriented normal). These sur-
faces arise as blowup limits at smooth points along the MCF. Other
examples include the round two-sphere (suitably normalized), which is
the type of singularity one encounters as a sphere shrinks to a point by
MCF, and the cylinder, which can be thought to model a neck-pinch
type singularity.

For a smooth surface ¥ C R3, we define its Gaussian area:

1 2
1.1 F(X)=— [ e l®/4qz,
(11) ()= 4= [

Critical points for Gaussian area are precisely the self-shrinkers [13,
Proposition 3.6]. Following Colding—Minicozzi [13], for any surface ¥ C
R3, we define the entropy of ¥ to be the supremum of Gaussian areas
over all translations (¢t € R?) and rescalings (s € [0,00)) of %:

(1.2) AX) = Susp F(s(X—1t)),

)

where the translated and dilated surface s(3 — t) is defined as
(1.3) s(X—1t):={s(z —t)|x € X}.

One key property of a self-shrinker is that its entropy is equal to its
Gaussian area (c.f. [13, §7.2] and §10.3), analogous to the fact that the
Willmore energy is equal to area for a minimal surface in S3.

Just as for minimal surfaces in a smooth 3-manifold, on a self-shrinker
>} one can consider the second variation of Gaussian area. For any
smooth function ¢ defined on X, if n is a choice of unit normal vector
field along ¥ we consider [13, Theorem 4.1]

ok 1 2
1.4 ——| FE = — Lo)e 171 /4g
14 | FEenes = - [ eoe i,
where L is the second-order elliptic operator defined on X as
9 1 1
(1.5) L=A+|AI - 5(:1:,V(‘)) + 3

The Morse index of a self-shrinker is the dimension of a maximal
subspace of variations on which L is negative definite. A self-shrinker
is stable if the Morse index is 0. It is easily seen that there is no stable
closed self-shrinker [13, §0.2]. Moreover, Colding—Minicozzi [13] have
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classified those self-shrinkers with Morse index at most 4: they are R2,
S? and S! x R. The entropies of these surfaces were computed by Stone
[26]: A(R?) = 1, A(S?) ~ 1.47 and A(S! x R!) ~ 1.5203. Recently
Brendle [8] has classified shrinkers with genus 0: they are either the
plane, cylinder or sphere.

The self-shrinker of smallest area is the flat plane, and one can ask (as
Marques-Neves [19] ask in S*) which non-flat self-shrinker is simplest,
i.e., has smallest area above the flat planes. Using dynamical methods,
Colding—Ilmanen—Minicozzi—-White [14] proved that the compact self-
shrinker with smallest area above the plane is the two sphere. They
further conjectured:

Conjecture 1.1 ([14]). For any smooth closed embedded surface ¥
in R3,
(1.6) AMZ) > A(S?).

The motivation as articulated in [14] for Conjecture 1.1 is dynamical:
starting with a closed surface, since the entropy is decreasing along the
MCF and invariant under dilation and translation, by blowing up at a
first singularity one should be able to prove (1.6). Necessary for carrying
this out, however, is knowing that the non-compact shrinkers also have
area at least that of the two-sphere, which did not follow from their
arguments.

Recently Bernstein—Wang [4], [5] have proved Conjecture 1.1. They
have further shown that non-compact shrinkers in R have Gaussian
area at least that of the round two-sphere. The point of this paper
is to give a completely independent proof in the case of two-spheres
using entirely different methods. This is also the first case beyond
the Willmore Conjecture where the min-max method and index/genus
classification theorems can give lower bounds for area of minimal sur-
faces.

Our main result is a min-max proof of this conjecture for closed 2-
spheres:

Theorem 1.2. Let ¥ C R? be a smooth closed embedded 2-sphere.
Then
A(Z) > A(S?).

In many ways Conjecture 1.1 can be thought of as a ‘parabolic’ analog
of the Willmore conjecture where the entropy plays the role of the Will-
more energy. We will use the min-max theory applied to the Gaussian
area functional. The key discovery is that any closed embedded surface
in R? that is not a torus gives rise to a natural and non-trivial element
in the relative homotopy group m4(Z2(R?), {Affine Planes}) whose cor-
responding min-max critical point is the round sphere. In the proof of
the Willmore Conjecture, the essential discovery was, similarly, the exis-
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tence of a non-trivial element in 75(22(S?), {Geodesic Spheres}), whose
corresponding critical point is the Clifford torus. At each stage of the
argument we encounter issues very similar to those handled by Marques—
Neves [19].

Let us briefly sketch the argument for Theorem 1.2. Starting out with
a smooth two-sphere ¥, one can consider the canonical four parameter
family of genus 0 surfaces given by ¥,; = s(X — t) of translates and
dilates of 3. This is a natural sweepout to consider since translates
and dilates are the 4 unstable directions that are always present for any
self-shrinker. By definition, the entropy A(X) is greater than or equal to
the area of any surface in this family. The entropy, thus, gives an upper
bound for the width of this canonical homotopy class of sweepouts. The
min-max theory that we develop for the Gaussian area (Theorem 2.4)
gives then a self-shrinker I" of area at most A(X) and genus 0 (by Simon—
Smith [25] the genus cannot grow). By the classification of Brendle [8]
this shrinker must be the plane, sphere or cylinder. The crucial fact is
that just as in the proof of the Willmore Conjecture, the boundary of
our sweepout records the genus of 3 and we can then use a topological
degree argument to rule out getting the plane. Thus, we can show
I' = S? and we obtain F(S?) = A(S?) < \(D).

REMARK 1.3. Using index bounds recently established by Marques—
Neves [20], Theorem 1.2 can likely be extended to all closed surfaces
with genus not equal to 1 standardly embedded in R3. Since the degree
argument (Proposition 4.1) holds for all closed surfaces with genus not
equal to 1, one can apply the argument of Theorem 1.2 to any closed sur-
face with genus not 1. If one knew that the shrinker ¥ that arises in the
proof had index at most 4 (since it arises from a 4 parameter sweepout)
one can use Colding—Minicozzi’s classification of such shrinkers instead
of Brendle’s result for genus 0, to obtain A(X) > A(S?) for such sur-
faces. Recently F. Marques and A. Neves obtained upper index bounds
for min-max limits [20]. It is very likely their argument applies in the
Gaussian min-max setting too. In their proof of the Willmore con-
jecture, Marques—Neves [19] get around the issue of index bounds for
their 5 parameter sweepout by first considering the minimal surface of
smallest area and its canonical family. Unfortunately this trick does not
work here as the smallest area self-shrinker may well be non-compact.
It is not so clear how to adapt the degree argument when the surface is
non-compact.

We avoid many of the technical difficulties present in the proof of
the Willmore Conjecture since we are able to use sweepouts where all
surfaces have the same genus and vary smoothly (though as we will see
they degenerate to planes or points as one approaches the boundary of
the parameter space). Nonetheless, carrying out the min-max construc-
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tion for the Gaussian area is a subtle problem because the manifold is
non-complete and the curvature blows up at infinity. We refer to Section
2 for more details.

Throughout this paper, by plane we will mean a plane passing through
the origin. An affine plane is then a plane not necessarily passing
through the origin. (As we will see, the distinction between planes and
affine planes is completely analogous to the distinction between great
spheres and geodesic spheres that appears throughout the proof of the
Willmore conjecture.)

The paper is organized as follows. In Section 2, we introduce our
min-max theory for Gaussian area. Then the paper is separated into
two parts. In Part I (including §3 and §4), we use the min-max theory
to prove the entropy bound theorem. In Part II (including §5 §6 §7
§8 and §9), we give the proof for the min-max theory for Gaussian
area.

Acknowledgments. We would like to thank Toby Colding and Bill
Minicozzi for their encouragement and several helpful conversations.
D.K. is also grateful to Fernando Marques and Jacob Bernstein for their
interest in this work. X. Z. would like to thank Detang Zhou for stim-
ulating conversations which led to this project.

2. Min-max theory for Gaussian area

In this section, we introduce the min-max theory for the Gaussian
area. The min-max theory was originally developed by F. Almgren
[1, 2] and J. Pitts [22] as a Morse-theoretical method for the purpose
of constructing closed embedded minimal hypersurfaces in a closed Rie-
mannian manifold. The heuristic idea behind Almgren—Pitts’ work is
to associate to every non-trivial 1-cycle in the space of hypersurfaces a
critical point of the area functional, i.e., a minimal hypersurface. One
advantage of the Almgren—Pitts min-max theory is that it does not de-
pend on the topology of the ambient space, and, hence, works in any
closed manifold. This is especially useful when the ambient manifold
does not support any stable minimal hypersurfaces, where minimiza-
tion methods fail. The Simon—Smith theory (c.f. [25, 11]), is a later
variant of the min-max theory specific to three manifolds and simpli-
fies many of the complications in Almgren—Pitts caused by geometric
measure theory, and also leads to a control of the genus for the minimal
surfaces obtained (c.f. [25, 16, 18]). Since self-shrinkers are unstable

- : : _l=? : :
minimal surfaces for the Gaussian metric ﬁe 1 dx? in R3, any vari-

ational construction of self-shrinkers must be of the min-max type. In
the following, we will develop a min-max theory for the Gaussian metric
using the setup of the Simon—Smith theory (following the exposition of
Colding—De Lellis [11]).
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There are obvious difficulties to overcome as the ambient manifold
considered here is non-compact and the metric behaves badly near in-
finity. To give a general idea of our strategy, let us first recall the four
main ingredients in the Colding—De Lellis theory (based on the work
of Simon-Smith [25]). The first is the so-called “tightening” process,
which is a pseudo-gradient flow of the area functional on the space of
varifolds (generalized hypersurfaces, c.f. [24, §38]). The second is a deli-
cate combinatorical argument which leads to the existence of an “almost
minimizing” varifold. The third ingredient is the regularity of almost
minimizing varifolds. The fourth ingredient is to control the genus of
the almost minimizing varifold. All the arguments related to the sec-
ond, third and fourth ingredient are essentially local, so one can adapt
them trivially to the Gaussian space. The first ingredient, however, is
subtle here as the space of varifolds in R3 with bounded Gaussian area
is no longer compact. In particular, a sequence of surfaces may weakly
converge to a limit surface together with a point mass at infinity. To
overcome this difficulty, we compactify R3 by adding a point at infin-
ity to get the three sphere S2, and view all the varifolds with bounded
Gaussian area as varifolds on S3. Then we make use of the special
structure of the Gaussian metric to design a specific pseudo-gradient
flow of the Gaussian area functional F' (1.1) in the space of varifolds on
53, Our flow will either push a varifold to be F-stationary in R3, or de-
crease the mass near infinity. After applying this flow, all the sequence
of surfaces of our interests will converge to a varifold stationary under
the F functional in R? with no point mass at infinity, and, hence, fulfill
our requirement.

Our work is the first instance of a global variational theory in a non-
compact incomplete manifold. Instead of working by exhaustions as
in Schoen—Yau’s proof of the Positive Mass Conjecture [23], we work
with the whole non-compact space and the surfaces therein. Before our
work, R. Montezuma [21] developed a min-max theory in certain non-
compact manifolds. Unfortunately, his method cannot be adapted to
our setting. Firstly, our Gaussian space has a very bad end, which does
not satisfy Montezuma’s technical condition [21, %x-condition on page
1] near infinity. In addition, Montezuma’s theorem essentially works
in a compact manifold by cutting out the infinite end and eventually
producing closed minimal surfaces. In our case we need to work in the
whole space, and the min-max surface we produce may in general be
non-compact (see Example 2).

Now we start with the setup. Our ambient manifold will be R3

: : : : =2 :
equipped with the Gaussian metric ¢¢ = %e 1 dz?. A two dimen-

sional surface ¥ in R?® (not necessarily compact), which is a critical
point of the Gaussian area F' is called a Gaussian minimal surface or
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self-shrinker. Denote by Diffy the identity component of the diffeomor-
phism group of R3. Let Js be the set of smooth isotopies, i.e., Js contains
P € C([0,1] x R3,R?), such that (0, -) = id and (¢, -) € Diffy for all
t. Denote

e /" =[0,1]" by the n-dimensional closed cube;

o "= (0,1)™ by the n-dimensional open cube;

o OI" = I"\I".

" will be our parameter space in the following. Denote by Z5(R?) the

space of surfaces in R3.

Definition 2.1. A family {¥,},cm of (smooth, two dimensional)
surfaces in R3 is said to be a continuous (genus g) family, if

(i) {¥,} is a smooth family under the locally smooth topology (away
from point surfaces);

(11) For v € (0,1)", {¥,} is a genus g surface;

iii) supVeInF(E ) < o0;

(iv) F(X,) is a continuous function of v;

(v) {3, },ecorm contains only affine planes or empty sets.

Given a continuous family {¥,},cn, we can generate new continuous
families by the following procedure. Let id : R? — R? be the identity
map. Take a map ¢ € C®(I" x R3 R?), such that ¢(v,-) € Diffy for
each v € I". Define {X/} by X/, = ¢ (v,%,).

REMARK 2.2. In general, {3/ },c/» might not satisfy the requirement
of Definition 2.1. However, assuming that the set {v € I" : ¢¥(v,-) # id}
is a compact subset of I ™ then in the following two cases which will be
used later, {3/} does satisfy Definition 2.1.

° (z/J(V, )= id) all have compact support, i.e., U,cnspt (zp(z/, ) —z'd)
is a compact subset of R3;

e t(v,-) is the time 1 flow generated by smooth n-parameter family
of vector fields X, : R? — R3, v € I" with max,e/n | X,||cn < C
(c.f. Lemma 9.3).

A continuous family {X/} satisfying Definition 2.1 is said to be ho-
motopic to {X,} if {X)} is gotten from {X,} such that X, = (v, %))
for some smooth n-parameter family of isotopies ¥ with ¢ (v, -) = id for
v € 0I". A set of A of continuous families is a saturated set of {¥,} (or
a homotopic class of {£,}) if any {X]} € A is homotopic to {X,}.

REMARK 2.3. By our definition, all our continuous families agree on
or".
Given a family {¥,} € A, denote F({X,}) by the maximal Gaussian

area of its slices,
(2.1) FH{X,}) =max F(%,).

veln
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The min-max value, denoted by W (A), is the infimum of F taken over
all families in A,
2.2 A) = inf F(X,)].
(2.2) Wh) = inf [ max F(%,)]
If a sequence {{¥,}¥} C A satisfy limp ..o F({X,}¥) = W(A), we say
the sequence a minimizing sequence. Let {{X,}*} be a minimizing se-
quence and {vy} a sequence of parameters. If limy_,o, F (E',fk) =W(A),
then we say {Zﬁk} a min-mazx sequence.

The main result we need (and proved in Part II) is the following:

Theorem 2.4. For any saturated set A of genus g families, if W (A) >
max,ecgm F(X,), then there is a min-max sequence of A converging in
the sense of varifolds to a connected, smooth, embedded, Gaussian min-
imal surface with Gaussian area W(A) (counted with multiplicity) and
with genus at most g.

Let us first consider several instances of Theorem 2.4 which will be
useful later. Denote by Z5(R3) the set of embedded but possibly trivial
surfaces in R3.

Example 1. Consider the one parameter sweepout of R? by parallel

affine planes:
®:[0,1] — Z»(R3)
defined by
®(t) == {(z,y,2) € R®| z = tan(n(t — 1/2))}.

Of course ®(0) = 0 and ®(1) = 0. Denote by Ag the collection of
sweepouts that is a saturation of this sweepout. We claim
(2.3) W(Ag) = 1.

Moreover, the width is achieved by the self-shrinking plane {z = 0} and
the sweepout ® is, therefore, optimal. To see (2.3), observe that by the
definition of width we have W(Ag) < 1. Moreover, if 0 < W(Ag) < 1,
then the Min-Max Theorem would produce a self-shrinker with entropy
smaller than 1, an impossibility. So it remains to show 0 < W(Ag). We
can rule this out using the isoperimetric inequality in Gaussian space,
which says that affine planes are the isoperimetric surfaces:

Lemma 2.5 (Isoperimetric Theorem in Gaussian Space [7], [27]).
For a Borel set in R™ of Gaussian volume V', OV has Gaussian measure
at least that of the affine plane bounding a volume V.

Any element of the homotopy class Ag must contain a surface g
that bounds a region R of volume 1/2. To be more precise, if denoting

R(t) = {(z,y,2) € R®| z < tan(n(t — 1/2))},
such that ®(t) = OR(t), then the map
t — Volg(R(t))
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is a continuous map from [0, 1] to [0, 1], (here Volg denotes the volume
under the Gaussian metric ¢&). Since any other element ® € Ag can be
expressed as ®'(t) = ¢(t, ®(t)) for some smooth 1-parameter family of
isotopies ¢(t,-), we can write ®’(t) = OR'(t), where R'(t) = ¢ (t, R(t)),
R'(0) = @ and R'(1) = R3. Since (R?,¢%) has volume 1, it is easy
to prove that ¢ — Volg(R/(t)) is continuous, and Volg(R'(0)) = 0,
Volg(R/(1)) = 1. Hence, there exists some ¢ty € (0,1), such that
Volg(R'(to)) = 3. Let $o = 9R/(ty). By the Isoperimetric Theorem
2.5, we get F'(Xp) > 1. Thus, we have shown (2.3).

The following example will also be useful later on:

Example 2. Consider the sweepout of R3 given by 2-spheres:
D(t) == {(z,y,2) € R} | 22 4 y? + 2° = tan(nt/2)}.

Let Ag be the saturated set generated by this sweepout. We want to
show that in this case too we have W (Ag) = 1 and, thus, the sweepout
by spheres, although it contains a self-shrinker, is inefficient. One way
to prove this would be to argue that the min-max limit produced has
Morse index 1, and so must be a plane (where the one negative eigen-
function is translation normal to the plane). Instead we will argue as
above. Indeed, by the isoperimetric argument we know that 0 < W(Ag).
So again W(Ag) > 1. To see that equality is achieved, consider for
7 > 0 the new translated and dilated family 7(®(¢) — (1,0,0)). As 7
approaches infinity, in any fixed ball about the origin, the sweepout
surfaces {7(®(t) — (1,0,0))} converge to a foliation by affine planes,
and, thus, the maximal area of a slice approaches 1. Note that the
deformations are not identity at ¢t = 0 or ¢ = 1, and we can do the
following simple modification. Given ¢ > 0, let v(¢) : [0,1] — [0, 1]
be a cutoff function, such that v(0) = v(1) = 0, v[jc,1—q = 1. Then
¥() = BB + (1 — 3@ — ¥(#)(1,0,0)) is in Ap. As 7 ap-
proaches infinity, the sweepout surfaces {®'(t) : ¢ <t < 1— €} converge
locally uniformly to a foliation by affine planes, and, thus, the maximal
area of a slice approaches 1 when € is small enough. This confirms that
W(Ag) = 1.

REMARK 2.6. Note that the optimal sweepout (Example 1) for the
saturated family of Example 2 is not contained in the saturation of
Example 2.

Part I. Entropy bound

3. Canonical family

Given a smooth closed embedded surface ¥ of genus ¢ in R? we will
construct a 4-parameter continuous family of surfaces associated to it.
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For any t € R? and s € R>( we define a surface:
(3.1) Yisi=s(2—1t).

The surface ¥; s corresponds to translating the point ¢ to the origin and
dilating by a factor s. Thus, associated to ¥ we have a 4-parameter
sweepout:

(3.2) [y : R? x R>g — Z5(R3),

(3.3) IIx(t,s) = ¢ 6.

We want to first understand our sweepout as we approach the boundary
of R x R>g. Please see Figure 1. For any ¢ € X, we have

(3.4) Slggo Y5 = 11 2(0).

Here T;X(0) denotes the tangent plane of ¥ translated to pass through
the origin. For any ¢ € R3\ ¥ we have:

(3.5) lim ;s = 0.
S§—00
Also for any t,
(3.6) 213% Yis=0.
Also for any fixed s, by the compactness of 3 we have
(3.7) lim ¥;, =0.
[t| =00

All of the surfaces in our sweepout have the same genus and vary
smoothly, though toward the boundary (in parameter space) they be-
gin to degenerate to points or planes. Notice also that for our initial
sweepout, since entropy is the supremum over all centers and scales, the
entropy controls all the Gaussian areas of the sweepout:

(3.8) sup F(S15) < A(S),

This inequality is fundamental in the proof of Theorem 1.2 (and is
analogous to the fact that the Willmore energy controls the areas of the
canonical five parameter sweepout discovered by Marques—Neves).

From 3 we have constructed a sweepout Ily; where at the “boundary”
of R3 x R>( the sweepout is either an oriented plane through the origin
or the zero surface. We get a plane precisely when restricted to ¥ x {oo}.
This plane coincides with the Gauss map of . Precisely,

(3.9) (-, 00) : ¥ — S? is the Gauss map.

(Note that the image of the Gauss map lies in S? since ¥ is embedded
and, hence, two-sided.) The degree of the Gauss map is 1 — g. Thus, if
Y is not diffeomorphic to a two-torus, then the Gauss map has non-zero
degree. Just as in the proof of the Willmore conjecture, it is extremely
important that our sweepout at the boundary encodes the geometry of
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Figure 1. The parameter space.

the surface X. This will be essential in the degree argument to rule out
our min-max limit becoming a plane.

3.1. Boundary blow-up. At first glance, our sweepout seems to be
discontinuous at the top face R3 x {oo} because it consists of either
planes or the zero surface. It turns out, however, that depending on
the angle of approach to a point in ¥ x {co} one actually gets all the
affine planes extrapolating between these two extremes. We must do a
blow-up argument as in the proof of the Willmore Conjecture to capture
all the limits and make our canonical family continuous. In the end we
will produce a new family from the original one where in a tubular
neighborhood around ¥ x {oc} in parameter space, the surfaces die off
via affine planes approaching infinity (in Gaussian space these planes
have area approaching zero). This will give a good canonical family to
which the Min-Max theorem can be applied.

To perform the blowup, we first observe that if there is a balance
between the scaling factor and distance to ¢ € X as the parameters
approach the boundary of the sweepout, and we approach ¢ at a constant
angle, then we get an affine plane:

Lemma 3.1. If (a;,s;) — (t,00) with t € ¥ and for some C > 0 we

have la; — t|s; — C, and a; —t = —|a; — t|v; where v; — v for some
v e S? then
(3.10) lim X, 5, = T:(2)(0) + Cw.

21— 00

Proof. We simply compute
lim s;(X — a;) = lim s$;(X — ¢t + |a; — t]v;
=T;X(0) + lim s;(|a; — tlv;) = T:X(0) 4+ Cw.
1—00
q.e.d.

We will now explain how to do the blowup at the boundary of our
sweepout. It is convenient first to reparameterize the parameter space
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of the scaling parameter by an explicit homeomorphism:
(3.12) h:[0,00) = [0,1) where h(s) = (2/7) tan"(s).

Thus, our sweepout IIy; can now be considered as maps from R3 x [0, 1)
to Z2(R3) by setting Ix(p, s) := IIx(p, h~1(s)). The goal of this section
is then to extend our sweepout Iy, continuously to R? x [0, 1].

First let us endow R3 x [0, 1] with the product metric and consider .
defined to be the e-tubular neighborhood of X x {1} inside R? x [0, 1].
In other words,

Q. ={r €R>x[0,1] : |z — (p,1)| < € for some p € X}.

The following lemma explains what the end result of our blow-up pro-
cedure will be. The sweepout is untouched away from ¥ x {1} but in
a neighborhood €2, of ¥ x {1} it consists of affine planes that converge
to planes as points in ), converge to 3 x {1}. Also it is crucial that we
keep the Gaussian areas in our sweepout still bounded by the entropy
A(X). In the following lemma, let R denote the nearest point projection
onto ¥ in R3. Denote by T.(X) the tubular neighborhood about ¥ in
R3. For suitably small € > 0, R maps T.(X) to X.

Lemma 3.2 (Boundary Blow-Up Lemma). Given
Iy : R? x [0,1) — Z5(R?),

that is obtained from reparameterizing the canonical family associated to

3 as above, for any e > 0 small enough we can produce a new sweepout
My : R? x [0,1] — Z»(R?),

such that the following properties hold:

o {lIx(x) : * € R® x [0,1]} is a continuous family in the sense of
Definition 2.1,

o lIx(z) = lx(x) for x € R3 x [0,1) \ Qa,

e For x € Q, IIx(x) is an affine plane,

e For (p,1) € ¥ x {1}, Usx(p, 1) is T,(X)(0) (i.e., the tangent plane
T,(X) translated to the origin),

e Forp € X, the surfaces associated to the line segment R~ (p) x {1}
restricted to T (X) x {1} consist of all affine planes parallel to
TPE(O)ﬂ

® Supersxo,1) F(lln(z)) < A(D).

Proof. First we will parameterize Qg sitting inside R3 x [0,1]. The
set (o is diffeomorphic to 3 x D_ where D_ is a half-disk. See Figure
2a. Fix p € ¥. Our parameters (p,7) live on a small half disk D_
of radius 2¢ in R? centered around the point (0,1) in the region in R?
where 7 < 1. The p parameter (—2¢ < p < 2¢) is the signed distance
in R? from a point to p (where the negative values are taken outside
Y). The 7 parameter is the scaling parameter in the vicinity of 1 (so
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v T
26 (0* 1)
T=2cot™ (§) ~ D

(a) Foliation of D_ by curves

Figure 2. Lemma 3.2.

1 —2¢ <7 < 1). For given p € ¥, denote X,, = lx(p + pn(p),7)
(where n(p) is the outward-pointing unit normal vector in R? to ¥ at
p). By Lemma 3.1 we see that if for some constant C, the equality
p(t)tan(57(t)) = C holds as p(t) — 0 and 7(t) — 1 we get a well-
defined limit surface in our sweepout:
i S = T(2)(0) + Cap)

Thus, by varying C' among all real numbers we obtain a family of func-
tions po(7) given by po(r) = Ccot(57) such that the image curves
vo = {(m,pc(T)) : 7 € [1 — 2¢,1]} foliates the set D_ and so that each
~vo passes through two points on the boundary of the half-disk: it passes
through the point (0,1) and through one (varying in C') point along the
curved half-circle part of the boundary of D_ (see Figure 2a). In other
words, when (p, 7) approaches (0, 1) along any such curve v¢, X, con-
verges to a unique limit surface 7,(3)(0)+Cn(p), and the union of such
curves {yc : C € R} foliates the parameter space D_.

Now we can follow Marques—Neves [19] rather closely to do the blowup
which captures this one-parameter family of limits. We first construct a
blowup map B which is a continuous map (not one-to-one though) from
R? x [0,1] to itself which takes R3 x [0,1] \  to all of R? x [0,1]. The
map is constructed so that if a point z € 9 has parameter (p, p,7)
(under the identification Qg ~ ¥ x D_), then B(x) = p. Precisely we
construct a continuous map B : R3 x [0,1] — R3 x [0, 1] such that

e B is the identity map in (R? x [0,1)) \ Qa,
e B maps s \ Q. homeomorphically onto Q. by reparameterizing
the curves vy¢. See Figure 2b. In particular, denote r(p,7) =
p? + (1 — 1)? as the distance of (p,7) to (0,1) in D_. Given
z € Qo \ Qc with parameter (p, p,7), assume p = C cot(57) for
some C' € R (depending uniquely on z), i.e., (p,7) € ¢, then
there exists a unique pair (p',7") € y¢ N D— such that r(p/,7') =
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2(r(p, ) — €), and then we define

B:(pp,7) = (p, 0, 7).
(Here we manually map a half-circle (centered at (0,1)) or radius
r (e < r < 2¢) to that of radius 2(r — €).)
We then define a new family Iy, defined on all of R? x [0, 1] so that for
veER3x[0,1)\ Q, we set

(3.13) M5 (v) = Mx(B(v)).

We then further extend Ily in the region . to be constant along the
line segments starting at any point of the form v = (¢,y) € 99Q¢ and
ending at (g, 1).

Our new canonical family is now extended to all of R? x [0, 1] and for
p € ¥ we still have that IIx(p,1) = T,(X)(0). Also it is easy to see that
our new family Iy, is a continuous family in the sense of Definition 2.1
(although the parameter space is non-compact, we can still compactify
it in a straightforward way). If we consider a tubular neighborhood of
radius € around ¥ (in R3) and pick a point p € ¥ and move z from p
normally in R3, then IIx(z, 1) varies through all possible affine planes
parallel to T,(X)(0). q.e.d.

4. Min-max argument: proof of the Main Theorem

Proof of Theorem 1.2. Let ¥ be a closed two-sphere in R3. We can
first of all assume that A(X) < 3/2 (otherwise the Main Theorem is
trivial since 3/2 > A(S?)). We will run a min-max argument for the
Gaussian area functional on all sweepouts of R? in the saturation of
our initial sweepout Iy (the canonical family made continuous in the
previous section). Denote by Ay the collection of all sweepouts obtained
by saturating IIs. It follows from the definition of width that the width
of Ay is at most A\(X). Since the areas of the surface on the boundary
of sweepouts in Ay, are at most 1, if we can show

(4.1) W(As) > 1,

then the Min-Max Theorem for Gaussian Area 2.4 will produce a self-
shrinker, ¥ realizing the width. So by (3.8) we obtain

(4.2) 1< F(X) <AZX) <3/2.

But for a self-shrinker, the entropy is realized by the Gaussian area so,
in fact, (4.2) implies

(4.3) 1< A2 <AD) < 3/2.

By Theorem 2.4, the genus of ¥ is 0. Thus, by Brendle 8], Y is either
a sphere, cylinder or plane. In each case the multiplicity must be one

(by the bound of 3/2 on A(X)). The cylinder is ruled out because it has
entropy bigger than 3/2. The plane is ruled out because its entropy is 1.
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Thus, we must have 3 = S? which yields the inequality A\(X) > A(S?),
and we are done. It remains to show (4.1). q.e.d.

Proposition 4.1. Let ¥ be a closed surface standardly embedded in
R3. If the genus of ¥ is not 1, then W (Ag) > 1.

REMARK 4.2. ¥ is said to be standardly embedded in R? if ¥ bounds
an open handlebody.

REMARK 4.3. It is a curious fact that the degree argument fails when
the genus is 1. In the Willmore conjecture, the degree argument fails
in the case where the genus is zero — however, in that setting all (even
immersed) minimal two-spheres were classified earlier by F. Almgren [3]
and known to be the equatorial two-spheres. There is as of yet, however,
no such classification for genus 1 self-shrinkers. We know so far only of
the rotationally symmetric Angenent torus and the genus 1 surface with
two ends discovered numerically by Chopp [10] and described further
in Ilmanen [17].

4.1. Proof of Proposition 4.1. Denote by H the component of R3\ ¥
which is an open handlebody. We will argue by contradiction and show
that if Proposition 4.1 were false, the Gauss map G defined on X would
extend to a continuous map defined on H. But the Gauss map on a
genus g surface has degree 1 — g, and it follows from basic topology that
no such extension of G to the handlebody H can exist if g # 1. (In fact,
since H can continuously retract to a graph, if such extension exists, G
is homotopic to a map from ¥ to a graph in S?, which makes the degree
to be zero.) We shall need the following extension of this, where we
consider our Gauss map as a map into the projective plane RP? rather
than S

Lemma 4.4. Let H be a closed handlebody in R? with boundary a
surface ¥ of genus g. For g # 1, the (reduced) Gauss map G : ¥ — RP?
cannot extend to a continuous map defined on all of H.

Proof. Since the map G : ¥ — RP? factors through S? and 1 (S?) is
trivial, the induced map G, : 71 () — m (RP?) is trivial. There also
exists a natural surjective map i, : m1(X) — m1(H). If there existed a
map E : H — RP? which is an extension of G to H, then é* = F,o01, =
0, and since 1, is surjective, this implies F, = 0. Since the induced map
E, on m; from H to RP? vanishes, this means that E lifts to a map from
H to S? agreeing with G on ¥. But this is impossible. q.e.d.

We will also need the following simple observation in the degree ar-
gument. If we consider rescalings about points “inside” of a genus g
handlebody then we sweep out all of the ambient space:

Lemma 4.5. For any fizred t € H, the one-parameter sweepout by
dilates of %, {tan(5s)(X —1)}sejo,1] sweeps out all of R? (i.e., the width
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of the homotopy class of any saturation of such sweepouts is greater

than 0).

Proof. This is a straightforward consequence of the isoperimetric ar-
gument from Example 1. q.e.d.

Proof of Proposition 4.1. We first explain the idea. We argue by con-
tradiction, so assume W (Ayx) = 1. This implies that we have a sequence
of sweepouts ®; in the saturated family Ay, with maximal Gaussian ar-
eas approaching 1 from above. For any t € H, the one parameter family
of surfaces (in s) [0,1] — ®;(¢, s) also sweeps out R by Lemma 4.5 and
since the maximal areas are approaching 1, there must be some s so
that ®;(t,s) is very close to a signed plane. Thus, for each t € H we
essentially can produce a signed plane. The choice of plane will depend
continuously on ¢, thus, giving us a continuous map from H to S? that
extends the Gauss map G defined on the boundary. This is impossible
when g # 1 by Lemma 4.4.

We now give the detailed argument. Assume toward a contradic-
tion that we have a sequence of sweepouts ®; with maximal Gaussian
areas approaching 1. Moreover, we can assume that {®;} is a tight-
ened sequence as in Lemma 6.1. Let § be the small parameter used in
the boundary blowup argument, i.e., Lemma 3.2, (here we use ¢ as a
fixed small parameter, and ¢, ¢ will be denoted as varying small param-
eters.) Note that the surfaces associated to parameters in R3 x {0} and
(R3\ T5(X)) x {1} are the trivial surfaces. Denote by ©F the compo-
nent of the boundary of the tubular neighborhood of radius € about X
in R3 that is inside H, and by Y= the other component. Also denote
by H the handlebody bounded by ¥} and let H be R® minus the
handlebody bounded by ¥_. It is convenient in the following to put a
rotationally symmetric metric dist on the space of 2-varifolds in R? with
bounded Gaussian mass (the precise such metric will be constructed in
Section 5.1, c.f. the Fgs metric on V§'(R?)). Denote by P the space of
planes in R3.

For each 4, let A(i) be the set of z € R3 x [0, 1] with the property
that dist(®;(x),P) > e. Note that for e sufficiently small, A(7) contains
R3 x {0} and intersects the top face precisely in (H} U H_) x {1} for
some € = €'(€) (where € — 0 as € — 0). Fix € so small that ¢ < 4. Let
A(i) C A(i) be the connected component containing the part of the top
face containing H x {1}.

Our first claim is that for i large enough, A(i) can never intersect
the bottom face R3 x {0}. Indeed, if the claim were false, we would
have a sequence of continuous paths 7; : [0,1] — A(7) that begin in
H} x {1} and end in R? x {0}. Since H x {1} is connected, we can
assume that v; begins in H; x {1}, i.e, %(0) € H;y x {1}. Then
®;(7:(0)) = ®;(v(1)) = 0, and ~;(t) is homotopic to a vertical line (in
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R3 x Rx0): {(7i(0),tan(5s)) : s € [0,1]}. By Lemma 4.5 each path
s — ®(7;(0),tan(%s)) sweeps out R?, so does the path s — ®; o ;(s).
Since we are assuming

lim sup F(®;(x)) =1,

i—00 g
we know that {®; o y;} is also a tightened sequence of the homotopy
class described in Example 1 of §2 in the sense of Lemma 6.1. Applying
Proposition 6.4 and Theorem 6.5 and the discussion in Example 1 of §2
leads to the fact that for ¢ large there must exist a s; so that ®(vy(s;))
is within €/2 of the space of planes P, contradicting the definition of
A(7). For any fixed i, it also cannot happen that the projection of A(7)
onto the R3 factor is unbounded, because on one hand, ®;L (9A(i)) are
within e-distance of P, while, on the other hand, as |t| — oo, the surfaces
®,(t, s) in our sweepout must converge to trivial surfaces in order to be
in the saturation Ay, of the canonical family IIy,.

Therefore, since A(7) only intersects the top face, we can approximate
0A(i) \ (R® x {1}) by a smooth handlebody H'(i) C R3 x [0,1) with
boundary 0H'(1) = £} x {1} so that all surfaces associated to H'(i)
(for i large) are within 2¢ and €/2 of P in the metric dist. We now
construct the desired extension of G to H' (7). Let n be chosen so that
all balls of radius 1 in RP? are geodesically convex (i.e., there exists a
unique and minimizing geodesic between any two points). First observe
(c.f. [19, Section 9.10]) that we can find a C' > 0 so that
(4.4)

If P, P, € P satisty dist(Py, P2) < Cn, then distgp2(Py, P2) <.

Given two surfaces, S7 and So satisfying dist(S1, S2) <e€, dist(S1,P) <
2¢ and dist(S2, P) < 2e, it follows by the triangle inequality that any
choice of nearest point projections in P, P, for S; and P for Sy are
within 5e of each other in the metric dist. Let € now be chosen so small
so that 5e < Cn. We obtain from (4.4) that distgp2(P1, P2) <. Thus,
while nearby surfaces in our sweepout may have multiple nearest point
projections to P, they can all be chosen to lie in a geodesically convex
neighborhood in RP2.

We now explain how to build the map G from H'(i) to RP? extend-
ing the Gauss map. Recall that every surface corresponding to points
in H'(7) lies in a 2e neighborhood of P (for i large enough). By con-
tinuity we can triangulate the handlebody H'(i) so finely so that the
surfaces corresponding to any two adjacent vertices of the triangulation
are within € in the metric dist. For each vertex in the triangulation, de-
fine G to be some choice of nearest point projection to P. For vertices in
the interior of the triangulation, it does not matter which nearest point
projection one chooses. For vertices at the boundary points z x {1} of
H'(i), choose the point in RP? obtained by first retracting x € X} to
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R(z) € ¥ in R? via nearest point projection and setting G at = x {1}
to be the Gauss map of ¥ at R(x).

By construction, for any two vertices v; and vy in H'(4), the corre-
sponding planes G(v;) and G(v) are contained in a geodesically convex
ball in RP?. We can, thus, extend G along the edge e1o in H’(i) joining
v1 and vy via the unique minimizing geodesic in RP? joining v; and vy
(contained in this geodesically convex ball). To extend to the 2-skeleton,
observe that for any three adjacent vertices v1, v9 and v3, we have that
G(v7), and G(v3) are both within 7 of G(v1). Thus, we can extend G
to the face F in H'(i) determined by v1, vo and vz by the interior of the
corresponding triangle in the geodesic ball of RP2. The same process
can be repeated over the 3-cells. Thus, we obtain iteratively a map
G : H'(i) — RP? extending the Gauss map, contradicting Lemma, 4.4.

q.e.d.

Part II. Min-max for Gaussian area

In the remaining sections, we prove the Min-max Theorem 2.4 for
the Gaussian Area, which has been the main ingredient in our argu-
ments.

Proof. 1t is a direct corollary of Proposition 6.1, Proposition 6.4, The-
orem 6.5 and Remark 6.6. q.e.d.

5. Preliminaries

5.1. Notation. We first list a few notations and definitions used in the
following. For concepts in geometric measure theory, we mainly refer to
[24].

e 53 and R3 denote the 3-dimensional standard sphere and Euclidean
space, respectively. Sometime we will view S? as the one point com-
pactification R? U {co}. We will also identify R? with S3\{oco}.

e ds? and dz? denote the round metric on S* and Euclidean metric on
R3, respectively.

e G5(93) and G5(R?) denote the Grassmannian bundle of un-oriented
2-planes over the tangent bundle 7'S® of S3 or TR? of R3, respectively
(c.f. [24, §38)]).

e Lip(G2(5?)) denotes the space of Lipschitz functions on G5 (S?) with
respect to the induced metric by ds3.

e V5(S3) denotes the space of 2-varifolds on S3, i.e., Radon measures
on Go(S3).

2

e (R3,¢%) denotes the Gaussian space, where g& = ﬁe_%da:z.

e X(R3) denotes the space of vector fields in R3. X.(R3) denotes the
subset of vector fields in X(R3) with compact support.
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e VF(R?), or equivalently Vo(R3?, g¢) denotes the space of 2-varifolds
in R3, with

1 =2
—e 2 d||V] < 0.
R3 47T

z 2
e Given V € V§(R3), V& denotes ﬁe_%v. We also view V& as the

- 2
extension of ﬁe_%V to V2(S®) by defining ||[VE||({oc}) = 0. Thus,
VE(R?) C Va(S3).
e Fgs denotes the F-metric on V5(S%) [22, §2.1(19)], i.e., given V, W €
VQ(S?))’

Foo (V. WV) :sup{ / (&, 8)dV (z, S)
G2(S3)
_ / Fz, S)dW (z, 5),
G2(S3)
1€ COGa(SY). If] < 1, Lip(f) < 1},

where Lip(f) is the Lipschitz constant of f with respect to the in-
duced metric on G2(S®) by ds?.

e U.(V) denotes the ball in V5(S3) with respect to Fgs metric with
center V € V(S?) and radius r > 0.

5.2. First variation of 2-varifolds in V,(R?, ¢¢). Given a C' map
f: R3 = R3, the Jacobian of f with respect to the Gaussian metric
=]
g¢ = ﬁe‘deQ is given by
e |f(@)?/4
e_‘x|2/4 ’

(5.1)  Jf(x,8) = Jf(x,9) (z,5) € Ga(R?),
where J f(z,5) is the Jacobian of f with respect to the Euclidean met-
ric dz?. Given V € Wy (R3,¢g%), the push-forward fu(VE) of V& =

x 2
ﬁe_%v under f (c.f. [24, §39]) is given by:

2
||

(52)  fL(VO)(A4) = / J% f(a, S)%e—%dwx, 9),
F-1(A) 0

where A C G2(R3?), and F : G2(R3?) — G2(R3) is given by F(z,S5) =
(f(2),dfo(S)), (,5) € Go(R?).

Given X € X.(R3), let f; : R® — R3 be the flow given by X, i.e.,
%ft(p) = X(fi(p)) and fo = id. Given V € Vo(R3, ¢%), the first varia-

. =
tion formula of V& = ﬁe 1V is
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d
5cVE(X) = % (o) (V) [[(R?)
t=0
d . 1 _le®
=2 I fi(x, §) e+ dV (z, S)
(5 3) dt t=0 GQ(RS) 47I'
. . ,
_d t/ Tfe8) e Eav (e, 9)
dt t=0 J G2(R3)
X,
_ / (diveX — < $>)dVG( ,S).
G2(R3) 2

Here 7 is the position vector of z in R3, and divgX is the divergence of
the vector field X on a given 2-plane S with respect to the Euclidean
metric d?, i.e., divgX = E?:1<VeiX, ei), where {e1, e2} is an orthonor-
mal basis of S under dz?.

In fact, we can also get (5.3) by using the conformally changed metric

P 17T mdw By basic first variation formula for sub-manifolds
(c.f [15 Chap. 1, $ 1.3]),
5V (X) = & / IO fy(a,8) e T AV (z, )
dt t=0 J G2(R3) A ’

(5.4)
:/ div§ XdvY(z, S).
GQ(RB)

Here dz'ng is the divergence of the vector field X on a given 2-plane S

: : : ET : :
with respect to the Gaussian metric ﬁe 1 dx?. Tt is easily seen that

(c.t. [6, $ 1.159])
(X, 7).

div§ X = divgX — 5

Definition 5.1. V¢ is called F-stationary, if 6V %(X) = 0 for any
X € X.(R3).

Given V € V5(S?), the restriction of V to G2(R?), i.e., VLG2(R?),
is a 2-varifold in V5(R?). We will use the first variation of VL Go(R3)
under the Gaussian metric ¢©. We abuse the notion of first variation,
and write 6q (VL G2(R?)) as 6gV. By (5.3)(5.4),

5cV(X) = 6c(VLG2(R?)) (X

.
_ / (divsX — ) 4y (2, 5)
Go(R3) 2

(5.5)

:/ div§ XdV (z, S).
GQ(R3)
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6. Overview of the proof of the min-max theorem

Given a saturated set A of n-parameter continuous families of sur-
faces, we will outline the proof of Theorem 2.4 in this section. The
proof consists of three parts.

6.1. Pull-tight. In general, given a minimizing sequence {{,}*},
viewing each slice Y% as a varifold in V§'(R3) by multiplying with the

. . 2 . .
Gaussian weight ﬁe 1, it is easy to find a min-max sequence which

converges to a F-stationary varifold V' under the varifold norm Fg¢3 on
$3, and ||[V]|(S?) = W(A). However, we do not want ||V|({oc}) # 0,
and it is not necessarily true that every min-max sequence {E’jk} con-
verges to an F-stationary varifold. We will deal with this difficulty by
a carefully designed “pull-tight” argument (the original argument on
a compact manifold is due to F. Almgren [2] and J. Pitts [22]). Our
version uses the framework of Colding—De Lellis [11, §4]. As the restric-
tion of our families to the boundary 9I™ are nontrivial surfaces, we will
actually use a multi-parameter version similar to the compact case in

19, §15].

Proposition 6.1. If W(A) > max,cgm F (X)), then there exists a
minimizing sequence {{X,}*} C A such that every min-maz sequence
{El’fk} converges to a F-stationary varifold V. under the F gs-norm with
IVII(R?) = W (4A).

We call such a varifold V' a min-maz varifold.

REMARK 6.2. Compared to the arguments in [2, 22, 11|, the main
difficulty in our case is due to the fact that the underlying space R? is
non-compact. To overcome this issue, we view all the Gaussian weighted
varifolds as varifolds defined on S$® = R3 U {oc}. Another difficulty is
that the limit of a sequence of such varifolds might have a point mass
at co. We will deal with this by a specially designed tightening process
in the following sections §7 to §9. The final proof will be given in §9.3.

6.2. Almost minimizing. The regularity of the min-max varifold fol-
lows from the concept of “almost minimizing surfaces”, or a.m. surfaces,
developed by F. Almgren [2]. We will use the version by Colding—De
Lellis [11]. Denote C by a fixed integer.

Definition 6.3. [11, Definition 3.2] Given ¢ > 0, an open set U C R3?,
and a surface ¥, we say that ¥ is e-a.m. in U if there DOES NOT exist
any isotopy % supported in U such that

F(p(t,%)) < F(X) + ¢/C, for all t;
F(1,%) < F(X) —c.
A sequence of surfaces {X"} is said to be a.m. in U if each X" is €,,-a.m.
in U for some sequence €, — 0.
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Using the combinatorial arguments of F. Almgren [2] and J. Pitts
[22], L. Simon and F. Smith (see Colding-De Lellis [11]) proved that
one could always find at least one min-max sequence that is almost
minimizing. Since the proof is essentially local, we can adapt them
here in a straightforward way. The appendix of [12] provides a multi-
parameter version of these results, yielding:

Proposition 6.4. If W(A) > max,epn F'(X,), then there exists a
min-maz sequence {39} and a function r : (R, g%) — R such that

o r(x) is less than the injective radius of x under the Gaussian met-
ric g%;
g
o {3} is a.m. in every annulus An = AnC(x,s,t) (w.r.t. the
Gaussian metric g¢) centered at x and with 0 < s <t < r(z);

° ie Z] converges to a F-stationary varifold V in S® with
HVH({OO}) = 0.

Now consider R3 with the conformally changed metric ¢%. Our def-
inition of a.m. sequence is then the same as in [11]. In fact, it was
shown that the varifold limit of an a.m. sequence has smooth support.
The proof is purely local, and is applicable to our case.

Theorem 6.5. [11, Theorem 7.1] The support of V is a smooth,
embedded F-minimal surface (i.e., self-shrinker) . Thus, V. =mX% for
some positive integer m.

REMARK 6.6. As the smooth metric measure space (R3, dx?,

4 e dvol) has positive Bakry—Emery Ricci tensor, we know that
any two Gaussian minimal surfaces must intersect by a Frankel-type
theorem [28, Theorem 7.4]. So the support of the min-max varifold in
Theorem 6.5 must be connected.

6.3. Genus control. The min-max surface ¥ may a priori have infi-
nite topology, so it is most convenient to consider exhaustions of the
Gaussian space. Fix a sequence of positive numbers R; — oo so that
¥ is transverse to 0Bpg,(0) and, thus, intersects 0Bg,(0) in a union of
e; circles and has genus g; in Bg,(0). For each ¢ > 0, we can then
find 2g; curves {% %, on ¥ N Bg,(0) meeting at one point so that
YN Bg,(0) \ U] ‘,7; is a planar domain with e; ends. The lifting argu-
ment from [18] implies that g;m < g, (where m is the integer multiplicity

such that V' = m3l). Since this holds for all positive i, we see that the
genus h of ¥ is finite and moreover that h is at most g (in fact, hm < g).

7. An important vector field to deform the delta-mass

One important issue to carry out the “tightening” is to deform the
delta-mass at {oco} in a continuous way. We will use the flow of a certain
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vector field to do the deformation. The vector field we will use is
T

X(z) = 2

where r = |x| is the radial distance function of (R3, dz?). Now we collect
a few properties of this vector field.

7.1. A basic calculation of radial vector field. First, we calculate:

- CF @ea 2 2 |
dZUgX:dZUSﬁ_T:ﬁ—ﬁ<$,VST>—§
2 2 5 1
(7.1) =5~ 5lVerl’ =5
B 2lVLir2 1
2 2

Here Vgr is the projection of the gradient Vr onto the 2-plane S, and
V-1r is the projection of Vr to the orthogonal complement of S (with
respect to the Euclidean metric dz?).

The calculation directly implies that,

Lemma 7.1. div§X(x) is a bounded function near oo in Ga(R3),
and can be extended to a C° function in G2(S®) away from 0 by letting
it equal to —% at oo.

7.2. Radial vector field with compact support. We usually need
to multiply X with a cutoff function to make it supported near co.
Given a number p > 0, let y(r) = gb(%), where ¢ : R — R is a smooth
function such that

=1, ifs>2
(7.2) ¢(s){ =0, ifs<l1 and 0 < ¢/(s) <1+,
>0, ifl1<s<?
for some small € > 0.
Let
r.x
. X =o(-)—=.
(7.3 @) =0(5)%
Then the gradient of X is given by
r.Dr T r., D 2Dr®cx
DX =¢'(-)— @ = NN = ————).
éf)(p)p ®r2+¢(p)(r2 3 )

Using the definition of ¢, it is easily seen that
1
IDX 1o < (45 ).

Lemma 7.2. For p >3, |DX |~ < 1.
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Moreover,
div§ X = ¢(£)dw§(%) + <Vs¢>(£), %)
o 2lVEirE ol 1, r (VgsrI)
(7.4) _¢(;)(T_§) ;é(p) r2
o 2[VEr2 r o, |Vsr|?
—¢(;)(T_§)+;¢(;) 2

By our choice of ¢, we know that

0< fgb'(ﬁ) < C(l—l—e) <2(1+¢),as ¢ # 0 only when 1 < r < 2.
p p T p p

Therefore, the asymptotic behavior of deX near oo is as follows:
(7.5)

QWLT‘Z %7 if r > 2p,
div§X { =0, if r < p,
1.2
S%)(Wrif‘ D20+ ifp<r<2p.

7.3. Lipschitz bound for div X. In this section, we will show that
deX extends to a Lipschitz functlon on Go(S?) with respect to the
round metric dso. Here we use the stereographic projection

2x 2y 2z 12— 1)

7.6
( ) (x’y’Z)_)(1+T2’1+7’2’1+7’2’7‘2+1 ’
to identify R? with S3\{north pole}. Under this map,

4
2 _ 2
dSO = md:ﬂ .
Lemma 7.3. If f is a function defined on R3, then
1+7r
(17) Vorls = S v,

where Vg is the connection of ds%, and f is viewed as a function on S°
on the left hand side.

Denote f(z,S5) = div§ X (7.4).
Lemma 7.4. f(x,S) extends to a Lipschitz function on G2(S3) with

respect to the round metric ds%.

REMARK 7.5. This fact shows that the first variation gV (X) (see
7.13) depends continuously on V under the Fgs norm.

Proof. Tt is easy to see that the Lipschitz constant of f(xz,S) with
respect to the S-variable is uniformly bounded on R3. Note that the
set Ur = {x : f(x,-) is not identically zero} is a region near co. Thus,
when viewing U; as a subset of S3\{oco}, the Grassmannian Go(Uy)
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is equivalent to the product space Uy x {all 2-planes in R3} as metric

spaces. Therefore, to show that f(z,S) extends to a Lipschitz func-

tion on G2(S?%), we only need to show that |Vof(x, SO)|(2ls? is uniformly
0

bounded for a fixed 2-plane Sy (in R3). Here we use (7.7) to connect
[Vof(x,9)|5. to [Vf(x,50)[3,.- In fact,
0

r ‘VJ‘T|2 T 2]Vl7“]2 1, Vr .7 |Vsr|? Vr
= o(=)(2v L Y fud L O P - as
vi=o()ev S h) o O - )T o (HESEY
ro,,T \VST|2 vr r,,.r |VS7‘|2
¢ (— — 4+ —¢'(-)(V .
SV e OV E)

In the above formula, terms with compact support in R3, i.e., those
containing ¢’ or ¢”, are all bounded with respect to the round metric
dsg. Therefore, we only need to take care of the first term, where
IV
r2

2

—2|Vir |2 + (VI V),
r

Here VVr is asymptotic to ; when r — o0, so

Vo

V'

1
‘d , 18 asymptotic to e as r — o0.

Using (7.7), |V0f\352 is asymptotic to a + )’ asr - 0. So |Vof\d 2
0
uniformly bounded on R3, and the proof is finished. q. e d.

7.4. Push-forward of 2-varifolds in V{(R?) by radial vector
field. In this part, we give an explicit expression for the push—forwa{d
of 2-varifolds in Vo(R3) under the flow of the radial vector field X = %
Let

2t
(7.8) frix— 1—|—ﬁx
be the flow associated with X.

Lemma 7.6. The Jacobian of f; under the Gaussian metric ¢©
given by
2t 5 1/2
(7.9) JC fi(z, S) = (1+ [+ 1]yvm2) e 3,

where VL1 is the projection of Vr onto the orthogonal complement of
S under the Euclidean metric dz®. Therefore, given V € V§(R3), then
for any A CC Go(R3\{0}),

(7.10)

G _ 2t L2 1/26—3 Gy
v = [ (1 [0 P e) Tetaveie, )
where Fy(z,S) = (fi(z),d(f1)2S5).



56 D. KETOVER & X. ZHOU

REMARK 7.7. In the following, we will use the flows ft defined by
vector fields which are equal to - near oo, e.g., (7.3). The Jacobian JC f,
and the push-forward formula are the same as those of f; around ooc.

Proof. First, the Jacobian Jfi(x,S) of f; with respect to the Eu-
clidean metric da? is given by (see §10.1):

Thtes) = (1+ [0+ 22 - wsep)
Then by (5.1),
e—‘\/@mfm
P

The lemma then follows from (5.2). q.e.d.

JCf,(z,8) = Jfi(z, S) = Jf/(z,S)e 2.

7.5. Push-forward of 2-varifolds in V,(S%) by radial vector field.
Using the push-forward formula (7.10), we can define the “push-forward”
of 2-varifolds in V»(S3) by f; as follows. In fact, the integrand in (7.10)
has a limit as r — o0, i.e.,

. 2t2 J_QI/Q,L_,L
rlg]&(l—i— [(1+T—2) —1]|V-r| ) e 2=¢ 2.
So the integrand extends to a continuous function around oo in Ga(S?)
by identifying S% = R3 U {co}. Also, we can extend the tangential
map F; : Go(R3) — G2(R?) by letting Fy(co,S) = (00, S), and F; is
continuous from Ga(S®) to G2(S?) by (10.1). Therefore, we have

Definition 7.8. Given V € V5(S?), the “push-forward” of V under
ft (7.8) is defined as:
(7.11)
v [
Fyo(4)
for any A CC G2((R? U {o0})\{0}).

As in Remark 7.7, we also need to define the push-forward of varifolds
in V5(S3) by flows ft defined by vector fields which are equal to r% near
00. As fi = f; near oo, the Jacobian JC f,(x,S) is equal to the Jaco-
bian JE fy(x, S) around oo, so JC fi(x, S) also extends to a continuous
function on G(S3) = G2(R3 U {o0}). Also the tangent map F extends
to a continuous map from Ga(S3) — G2(S3) as F;. We can define the
push-forward (ft)#V in the same way, i.e.,

Definition 7.9. For any V € V5(5%) and A C Go(S?),
(7.12) eV = [ IO S)av ().
A (A)

Also we have the following corollary,

2t /2

(1+ [0+ 5572 -1] |vi7~|2)1 eV (z, ),
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Lemma 7.10. The map t — (ft)#V is continuous from RT to
Vo (S3).

Proof. We only need to show that the maps t — JCf,(z,S) and
t — Fy are continuous from R* to C°(G2(S%)) and C°(G2(S?), G2(S?))
under the L°°-norms, respectively.

Given any compact subset K of R?, the map t — J© ft(x, S) is contin-
uous under the C*(G2(K))-norm (k > 0) by usual ODE theory. Given
a compact neighborhood K’ of 0o (in S3) where f; = f;, by (7.9), the
map t — JC fi(x, S) is continuous under L>°(Go(K'))-norm. The conti-
nuity of t — JC f;(z, S) follows by combining the continuity on K and
K.

Note that Fy(z,S) = (fi(z),d(f;)«S). The continuity of the map t —
fi(x) from Rt to C0(S3, §3) follows from the same argument as above.
The continuity of the map t — d(f;)(S) from R to C° (G2(S?),G2(S?))
also follows from similar argument as above but using (10.1) in place of
(7.9). q.e.d.

We have defined the first variation for 2-varifolds in V2(S?%) with re-
spect to g& by restricting to R? = S3\{co} (5.5). For the special radial
vector fields X (7.3), using this notion of “push-forward” in (7.12), we
can define the first variation formula of 2-varifold V. € V»(S%) with
respect to g& on S°.

(7.13)
V(X 1= | IsVIE o)
t=
d a7
= — S)d S
R AN LR

_ / divG X (2)dV (z, S)
G2(R3U{o0})

r 2|VLH2 1, r,,7 \V5r|2
- r O leE v (z, S).
/GQ(WU{OO}) o) ot~ e ) S av (e s)

Here lim, o div§ X (z) = —% by (7.5).

8. Constructing tightening vector field

Given a continuous family {¥,},c/» and the associated saturated set
A with min-max value W(A), let L = 2W(A) > 0. Consider the set of 2-
varifolds in V5(S3) with bounded mass: A = {V € W5(S?) : ||V[(S?3) <
L}. Let B = {X¢ : v € 9I"} (X$ denotes the weighted varifold, c.f.
§5.1). Denote

Ag={VeA:6cV=0o0n R? 22 53\ {oo}, and ||V|({oc}) = 0}.
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Let Ay = Ay U B. Consider the concentric annuli around Ag under the
F gs-metric, i.e.,

Al = {V cA: FSS(‘/,AO) > 1},

1 1 . .
Lemma 8.1. Ay is a compact subset of A under the F gz-metric.

Proof. We only need to show that_f_lo is compact. To prove this, we
only need to show that every V' € Ay has uniformly small mass near

2
oo € S3. Denote V = ﬁe_%‘/’, where V! € VF(R?); then V' is
F-stationary by the definition of Ag.
Letting (z0,%p) = (0, R?) for R > 1 in (10.7), and using Theorem
10.2, we have

1 _=?
Flomy (V') SMV) = Foy (V) = [ e v/ = v|(s°).
R3 &7

On the other hand,

1 e 1 _ =2 z|?
F(O,R2)(V/) = /R3 47TR2€ 4R2d||V,|| = /Rr3 - e 4R2 47‘(e%d”VH

1 (1_L)@
> [ TRy
jal>R 1
1 1_LIL2 c
> e TEITV(BR),

where B% is the complement of the ball B centered at 0 of radius R.
Combining the above, we have

2
IVII(BS) < |V[I(S?)R2e™ T w2),

which shows that V' has uniformly small mass near oo, and, hence, finish
the proof. q.e.d.

In the next lemma, we show that for any 2-varifold in A;, we can find
a vector field, along which the first variation is bounded from above by
a fixed negative number depending only on j.

Lemma 8.2. For any V € Aj, there exists Xy € X(R?), such that
either Xy € X.(R3), or Xy = T% near oo, and
(8.1) HXVHC’l(R?’) <1, dV(Xy)< —c; <0,
for some c; depending only on j, and also dingV € Lip(Gg(S?’)).

Proof. We separate the discussion into two cases:
Case 1: ||[V|({o0}) < 53-;

Case 2: ||V|/({o0}) > 51;.
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Part L 1f | V]|({oc}) <

557
Let us first check the claim. Given f € Lip(G2(S®)), |f] < 1,

Lip(f) <1, then for any W € Ag, |W|[({oc}) = 0, and we have

557, we claim that Fgs (VLG2(5%\{o0}), Ag) >

f(z, 8)dV (. 5) - / £, 8)dW (z, )
GQ(SB) GQ(S3)
<

< / (. 8)dV — f(z,8)dW
G2(53\{o0}) G2(53\{o0})

+ ‘/ f(oo,S)dV‘
Ga({o0})

< / f(x,S)dV—/ Fa, S)aw | + =
G (5%\{o0}) Ga(S3\{o0}) 2.2

By taking a supreme of the above inequality over all f € Lip(Gg(S’S)),
[fI <1, Lip(f) <1,

1
57 < Fss (VW) < Fas(VLG(R?), W) +

1
221"

The claim then follows from the above inequality.
By the claim, VLG2(R3) is not F-stationary, so there exists Xy €
:{C(R?’), HXVHC’l(R3) < 1, such that

cV(Xy) <0.

Moreover, div§ Xy is a Lipschitz function on G2(S%) = G2(R? U {oc})
as Xy has compact support in R3.

Part II: Assume ||V ({o0}) > 555. Since HV||(R3) is finite, we can find
p > 0 large enough, such that ||V||(B2,\B,) < 100.2.2]-, where B, is the
ball of R? centered at 0 with radius p under the Euclidean metric dz?.
Consider Xy (z) = qb(%)r% defined in (7.3) for the chosen p. Then by
(7.13) and (7.5),

oGV (Xv)
ro2IVEr2 1 Vgr|?
:/ [62 V7] —)+¢()’S|}dV(S)
Ga(R3U{oc}) b P r 22 p plor?
2lV~Lir2 1
g/ ( |V T' — 2)dV(z,5S)
G (R3\Ba,U{o0}) 2
T 2VJ‘7"2 1 Vgr|?
+ [ =)( | 5 | —5)t2l+e )‘ de( ,S)
GQ(BZP\BP) P r

ian({oo}) +5]|V[|(B2,\By)

< 1
82.27°

—_
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By Lemma 7.2, we can choose p > 3 such that || Xv|[cigsy < 1. By
Lemma 7.4, div§ Xy is Lipschitz on G2(S3).

The upper bound (8.1) follows from the compactness of A; under the
Fgs-norm and the continuity of the map W — JogW(Xy) =
fGQ(Sg,) div§ Xy dW (z,S) (with respect to the F gs-metric) for fixed Xy .

q.e.d.

9. Construction of tightening map

Using the preliminary results in the above, we can construct the tight-
ening map similar to that in [11, §4], [22, §4.3] and [19, §15].

9.1. A map from A to the space of vector fields. In this section,
we will construct a map H : A — X(R?), which is continuous with
respect to the C! topology on X(R3?).

Given V' € Aj, let Xy be given in Lemma 8.2. In both cases in
Lemma 8.2, dingV is Lipschitz on G5(S3). So for fixed Xy, the map
W — W (Xy) = fGQ(Sg) div§ XydW (z, S) is continuous with respect
to the Fgs-metric. Therefore, for any V € A;, there exists 0 < ry <
Qj%, such that for any W € U, (V) (c.f. §5.1), i.e.,, Fgs(W, V) < ry,

1 1
(9.1) (5Gw(Xv) < 55(;V(Xv) < —§Cj < 0.

Now {UTV/Q(V) Ve Aj} is an open covering of A;. By the compact-
ness of A;, we can find finitely many balls {U,,”(V“) Vi€ Aj,1 <
1 < qj}, such that

(i) The balls U, /5(Vj;) with half radii cover A;;

(1) The balls Uy, ,(V;;) are disjoint from Ay, if |7 — k| > 2.
(Vi) Uf‘j,i/Q(V},i)ﬂ TV and XVj,i by
Ujﬂ', Ujﬂ', T, and ij respectively.

Now we can construct a partition of unity {y;; : j € N,1 <i < ¢;}

sub-coordinate to the covering {UTJ,”L./2(‘/}'71;) Vi€ Aj,1<i<gqj,j¢€
N} by

In the following, we denote Uy,

¥ji(V)
)40 V)= ; )
) = SV p eNT S0 S gp)
where ¢j7i(V) = FS’;(V, A\U],Z)
The map H : A — X(R3) is defined by

(9.2) Hy =Fg:(V,A)) > ¢.i(V)X .
J€EN,1<i<q;

The following lemma is a straightforward consequence of the construc-
tion.

Lemma 9.1. The map H : V — Hy satisfies the following properties:
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(0) Hy =0 4f V € Ay;
(i) For any V € A, there exists R > 0 large enough, such that
Hy = CV% outside B(0, R) for some 0 < ¢y < 1, and the map
V' — cy s continuous;
(i1) The map H is continuous with respect to the C* topology on
X(R?);
9.2. A map from A to the space of isotopies. In this part, we will
associate each V € A with an isotopy of R? in a continuous manner.
The isotopy will be generated by the vector field Hy .
Given V € A, we can construct a 1-parameter family of diffeomor-
phisms @y : RT x R? — R3 by
0dy (t,x)
ot
The solvability of the above ODE systems comes from Lemma 9.1(i). In
fact, the ODE systems is solvable on any compact subset of R? by usual
ODE theory. Near oo, the solution is given by (7.8) (For X (z) = c%,

ft(:(}) =,4/1+ %x)

We will transform V' by @y (t) to get a 1-parameter family of vari-
folds V(t) = (®v (1)) ng (this is well-defined by similar argument as in
Definition 7.9), and we will show that the mass of V' (¢) can be deformed
down by a fixed amount depending only on F g3 (V, Ag).

In fact, given V € Aj;, let 7(V) be the smallest radii of the balls
Uk’i which contain V. As there are only finitely many balls U;“ which
intersect with A;, we know that »(V') > r; > 0, where r; depends only
on j. Then

(9.3) = HV ((I)v(t, a:)), @V(O, x) =x.

Ur(V) (V) C mVEUk,iUkvi'

As the sub-index k of these U;“ can only be j — 1,7, 5+ 1 by our choice
of Up,'s, using (9.1) and (9.2), we have that for any W € U,y)(V),

I
deW(Hy) < Y=Y min{c¢j_1,¢;, ¢j41}-

Then there are two continuous functions g : RT — R™ and r : R™ — R,
such that
(9.4)

ScW(Hy) < —g(Fgs(V, Ag)), if Fga(W,V)<r(Fs(V,A)).
Next, we will construct a continuous time function 7" : [0, 00) — [0, 00),
such that

(1) limyoT(t) =0, and T'(t) > 0 if ¢t # 0;
(ii) For any V. € A, denote v = Fg3(V,Ag); then V(t) =
(Pv (1)) 4V €U (V) forall 0 < ¢ < T(y).

In fact, given V' € A, and r = T(Fgg(V, Ag)) > 0, by Lemma 7.10,
there is Ty > 0, such that V(t) € U, (V) for all 0 < ¢ < Ty.
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Claim 1. We can choose Ty such that Ty > T; > 0, where Tj
depends only on j.

Proof. This follows from the compactness of A; as follows. Assume
that there is a sequence {V, : & € N} C A;, such that the maximal possi-
ble time Ty, for {Vo(t) = (@, (1)) 4V, 0 <t < To} tostay in Uy, (Va)
(Va = Fg3(Va, Ag)) converge to 0 as o« — oo. Up to a subsequence {Vj3},
limg_,o0 Vg = Vo for some Vi, € Aj. Denote Vio(t) = (Py, (t))#VOO.
For any fixed small ¢ > 0, by Lemma 9.1, ®y, (¢) will converge to ®v,_(t)
locally uniformly on R3; and near oo,

2cpat 2¢o0t
Py, (@) = [T+ e, P (D)) =1+ =5,

for some cg, ¢ € [0,1], with limg_,o g = €. Using argument sim-
ilar to that in Lemma 7.10, given limg_,o, {3 = ts, We can show that
limg_,o0 V3(tg) = Voo(teo). As Vo € Aj, there exists To, > 0, such
that Voo stays in Uy (y_)/2(Veo) (Yoo = Fgs(Veo, Ag)) for all 0 <t < Ty
Therefore, for 8 large enough, Vj(t) will stay in U,(,,)(Vs) for all 0 <
t <Tw. It is then a contradiction to the fact that T3 — 0. q.e.d.

Therefore, we can choose T satisfying the requirement which is a con-
tinuous function depending only on Fg3(V, Ap).

In summary, given V € A\Ap, with v = Fg(V, Ap) > 0, we can
transform V' to V' = (@V[T(V)])#V, such that

(i) The map V — V' is continuous under the Fgs-metric;
(ii) Using (9.4),

T(v)
wmuVW§wwww%sA 66V (O)(Hy)dt < —T()g(~) <.

Denote
\IJV(t’ ) = @([T(’}/)]t, ')7 for t € [O) 1]7
and L : RT — R* with L(y) = T(7)g(y), then L(0) = 0 and L(y) > 0
if ¥ > 0; and

(9-6) IV/I(S%) < IVII(S®) = L)

9.3. Deforming continuous families by the tightening map.

Given a continuous family of surfaces {¥,}, e as in Definition 2.1,
viewing each slice ¥, as an integer multiplicity 2-varifold in Va(R?), we
have

Lemma 9.2. {XG} is a continuous family in Vo(S?), where 5 =
1 le?

Ee 4 Zl,.

Proof. This is an easy corollary of the locally smoothly continuity of
¥, and the continuity of ||XG||(S?) = F(%,). q.e.d.
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Using §9.2, we can associate with each slice ©& a vector field H,, = Hyq
and a time T}, = Tye = T(Fsa(Ef,Ao)), and an isotopy ¥, = Uyg.
By Lemma 9.1(0),
H,=0, 9,=14d, whenvedl"
Define a new family of surfaces {I',} by
Iy =U¥se(1,%,), foralvel™
It is easily seen that
ré = (\IIEE:)#Ef viewed as varifolds as (5.2).
Thus, by (9.6),
F(Ty) = (%) < IZF1(S%) = L(Fgs (37, Ao))
— F(S,) - L(Fg (25, o).

However, {I',} does not necessarily belong to the saturated set A
of {¥,}, as the family of diffeomorphisms ¢, (z) = Wy¢(1,z) may not
depend smoothly on = and v. Note that Wy¢ is generated by the n-

parameter family of vector fields h, = T, H, = ngHzg, and h is a
continuous map

h:I" — CHR3 R?) with the C'* topology;
and h = 0 when restricted to 9I1™.

Using a mollification on the domain I™ x 1@3, we can approximate h by
h € C°°(I" x R3,R3), such that sup,, ||h, — hy||c1 is as small as we want.
Moreover, we can make sure that

{veI": h, #0} is a compact subset of I".

Consider the smooth n-parameter family of isotopies U, generated by
the vector fields &, (the existence of such ¥, follows from standard ODE
theory as ||hy||c1 is uniformly bounded), and the n-parameter family of
surfaces {I',} given by I, = U, (1,%,).

Lemma 9.3. {I,} is a continuous family as in Definition 2.1, and,
hence, lies in the saturated set of {¥,}.

Proof. The only thing we need to prove is the continuity of v —
F(T,). In fact,

~ Uy, (x 2 ~
F(T,) :/E LR G TS, AHA ()

-y

[Py @)|2—jz? )~ 1 =
:/ ef(q, z l)J\I/V(:c,TxEV)Ze*%dHQ(x).
s

I, (x)

As h, has uniform C! bound, I, is bounded, i.e., | |0 < C. Fix
vy € I, and for any € > 0, we can choose a large ball Bg_(0), such that
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fEVOﬂBC ©) e d’H2( ) < 15- By the continuity of F(X,) and the
continuity of ¥, under the locally smoothly topology, for |V — 1| small
|| =
enough, [ 5 ) ﬁe_Tld”;’-ﬁ(x) < 5 Again by the continuity of A,
v Re
and 3, under the locally smoothly topology,

1 =2
I(z)-—e 1+ dH*(x)
| $,NBg, (0) am

1 1= 5 €

- Ly(z)—e 3 dH*(z)| < -,

oM B (0) dm 4
for | — vo| small enough. Hence, |F(T',) — F(T'y,)| < € for |v — 1| small
enough. q.e.d.
By similar argument as above, for any given € > 0, we can choose
sup,, ||hy — hy| |1 small enough, such that sup,, |F(I',) — F(T,)| < e, so

that

F(T,) < F(Z,) — L(Fss(25, Ag)) + ¢
Also, we can make sure that
Fg (D9 T9) <,

by possibly shrinking sup,, ||h, — hy|/c1.
Now we are ready to carry out the tightening process.

Proof. (of Proposition 6.1) Choose a minimizing sequence {{%,}*} C
A, with F({S,}¥F) < W(A) + £. For each {ZF}, there is a family of
isotopies {¥*} and a family of surfaces {I'*} given by Tk = ¥k(1, xk).
Moreover, by the discussion above we can find a smooth n-parameter
family of isotopies {¥%}, such that {T'*} given by Tk = Wk(1, 2) lies
in A, and

(9.7) F(I}) < F(S)) — L(Fes[(25)“, Ao]) +
98) Faa[(T5)°, ()% < 1.

Therefore, {{I',}*} is also a minimizing sequence in A. If {{I',}¥}
does not satisfy the requirement of Proposition 6.1, then there exists a
min-max sequence {f‘lljk}, with F(f‘],jk) — W(A), but Fgs ((ffﬁk)G, Ap) >
¢ > 0. Since W(A) > max,ecsm F(X,), we have that F(fk ) >
max,egm F(X,) = maXVeB ||VH(S3) for k large enough. Therefore,
we know that Fss(( )%, Ag) = > 0.

Let v = v in (9.7) and take a limit as k — oo; we get

W(A) <W(A) = lim L(Fss[(35,)7, Ao)).
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This means that limg_, o Fgs (( )G AO) = 0. In §9.2, we know that

Fas (25 )9, (T5)9) <r(Fes[(Z5,)9, Ag)) —

So limy_e0 Fsg[(F’jk)G,Ao] = 0, and this is a contradiction to (9.8)
and the fact Fsg((f‘l’fk)G,Ao) > ¢ > 0. So {{T.}f ;) is a mini-
mizing sequence of A for which every min-max sequence converge to
a F-stationary varifold under Fgs with no mass supported at {oo}.

q.e.d.

10. Appendix

10.1. Calculation of Jacobian of f; (7.8). Given a 2-plane S with
an orthonormal basis {e1, ez}, then

Ve.r
[ 2t 12t-(=2) - —3
dfi(e;) = 1_1_72€Z,+,M$
r 2 2t
31+ 3
(10.1) s
2t 2t
= 1+—26i—7/r (ei, Vr)z.
r 1+ 2

[dfi(en]' =1+ 5 ((e10) = g (e Vrat). =123
2

The matrix (df:)*(df:) is given by:

3
[(dfe) ()], = > [dfs(es)]'[dfi(e;)]’
=1

2t

=(1+ 772) (5z’j 4t/r

Lyl Ve V)

(2t/r)°
+ W<ez, VT'> <€], VT>>

2t

1+%)?-1
r

(14 %)?
So the determinant of (df;)*(df;) is (using the fact that det(I + uv?) =
1+ (u,v), where u,v € R™),

(ei, V1) (ej, Vr)) .

det[(dft)*(dft)] (1+ 2t) (1 — W|Vsr] )
=1+4+[(1+ 2t) —1]|vtr
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Then, the Jacobian J fi(z,S) is given by

(10.2) Jfi(z,S) = ddK@aw@g]:Vh4-ﬁl+fb2—1Mv¢ﬂz

10.2. F-stationary varifold with bounded entropy has poly-
nomial volume growth. In this part, we generalize the polynomial
volume growth bound for self-shrinkers with bounded Gaussian volume
[9] to the varifold setting.

Let V € V,(R"*) be a F-stationary n-varifold, i.e., for any X €
X (RH),

T B

(10.3) / (divsX — (X, 5))e 5 av (z, ) = 0.
Gn (Rn+k) 2

Proposition 10.1. Assume that V has bounded Gaussian volume,
i.e.,
1 _l=
W/kae 2 d||V] < oo.

Then ||V|| has n-dimensional Euclidean volume growth, i.e.,

F(V) =

IVII(B(0,r) <C-F(V) 1",

where B(0,r) is the Euclidean ball centered at 0 of radius r > 0, and
C = VA4,

Proof. Denote f(z) = %; then Vf = 3, and |Vf|?> = f. For any
n-plane S in R"™*, divgV f = 2.

Given a fixed number r > 0, denote

r

(10.9 10 = s [ oCDe falvia),

where ¢(-) is a cutoff function such that: for some € > 0,
=0, ifs>1,
qﬁ(s){:l, if s <1-—c¢,
>0, otherwise,

and ¢/(s) < 0. Then

(10.5) I'(t) = 1 /QS(”)(—Z—F‘:)e_thVH.

Choose a vector field X € X.(R"**) as

X = ¢(%)e*<%*” V.
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Then in (10.3),
4VsII® a1y

r2

divg X = ¢( )

+ ¢<7§>(dz‘vs(w> —@ DIV fR)e Y,

|3

and as Vf =2

T af. 1
=9¢(-3)e G=DIv P,

+o(4) (5 — (2= DIVsS? = IVf) e Fav(z,5) = 0.

Plug in [V f|?> = f into the above equation and use (10.5); we get

1 Af. 4Vsf?
I'(t) = —— (=L .
Q tatl /Gn(RnJrk) [d) (7"2 ) 7

FoCT) - (3 = D(VIP ~ [VsfP)]e Favia,s).

In the above equation, ¢/ < 0; |Vf|? — |Vsf|?> > 0; and when ¢t > 1,
% —1<0; 80

I'(t) <0 whent>1.
Therefore, I(t) < I(1); or equivalently

1 4 4
o [eChetai < [oChetaw).

Let € — 0 in the definition of ¢; or equivalently let ¢ approach the
characterization function x[g 1); then the above inequality tends to

1
g | VI S [ e < e
B Sy (<7}
_l=?
Note that {f < Z }_ {lz| <7r}. Let t = r2; then e //t = ¢ 47 > e~
on {|z| <r}. Hence the above inequality 1mphes that

Lo / dIVl(z) < 42 F (V).
{lz|<r}

»N»—‘

T»?’L

Hence,
||V”(B(O>7“)) < 61/4(47T)n/2F(V)7“". q.e.d.
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10.3. Entropy of F-stationary varifold is achieved at (0,1). In
this part, we include a standard property for F-stationary varifolds with
bounded Gaussian volume, which says that the Entropy functional (see
(1.2) and [13, (0.6)]) is achieved at (0,1). This generalizes [13, §7.2]
into the varifold setting.

Given zg € R™"!, ¢y > 0, the n-dimensional Gaussian density cen-
tered at (zo,to) is a function p(y, 4,y : R"™ — RT, defined by

1 _Jz—xg)?
It

(10.6) Plao to) (%) = (nto)2°

Given V € V,,(R"*1), the n-dimensional Gaussian volume centered at
(z0,to) is defined by

(107 FaaV) = [ plani@dIV]L
Rn+1

The entropy of V is defined by

(10.8) ANV) = sup Froto(V).

zoER™ L t4>0

Theorem 10.2. Given V € V,(R") with bounded Gaussian vol-
ume, i.e.,

FV) = [ pon@dV] <o,

assume that V is F-stationary, i.e., for any X € X (R"T1),
_ x
(10.9) / (divsX — (X, §>)p(071)(m)dV(x, S) = 0.
Gn(Rn+1)

Then the entropy functional achieves a global mazimum at (0,1), i.e.,
(V) = Foa(V)( = F(V)).

REMARK 10.3. The result is used in the proof of Lemma 8.1. In fact,
we only need the fact that F (V') achieves a global maximum at ¢ = 1.

For completeness we prove the above stronger version. The proof is
adapted from [13, §7.2].

Proof. This follows from the following lemma. q.e.d.

Lemma 10.4. Let V be F-stationary with F(V) < co. Given y €
R g € R, let

g(S) = Fsy,1+a52 (V)7
then ¢'(s) <0 for all s > 0 with 1 + as®> > 0.
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Proof. As ||V|| has polynomial volume growth by Proposition 10.1,
g(s) is a smooth function on s. Denote ps(z) = p(sy1+4as2)(z). By
straightforward calculation,

nas , L — S r—S 2(18
g6 = [ [~ o B avie)

1 (x — sy,asx +y)
- - _ <(2)d||V .
o [ [ras s @]V (@)
Consider the vector field

,(M,ﬂ)
X = —(asz +y)e M0+ A
Using the polynomial volume growth of ||V|| and the explicit asymp-
totic behavior of X, we can still plug X into (10.9) by using compactly
supported approximations of X. In particular, given an n-plane S as
above,

‘2

_ _(lz=sy® |z
divgX = < —nas + <asx + 1, PS(& — E)>>e (4(1+ay52) 4 )

2(1+as?) 2
(asz+y)s\\ —( |z—sy|? 7@)
— ( —nas — <asa: + vy, Pgm>>e (itas?) 4
2 2
- ( —nas — |Ps(asa + y)‘Qs)e_(Ja;asz)_Z).
2(1 + as?)

So by plugging X to (10.9), we get

P 2 1 _ la—syl?
/ < —nas — | z((isi ZSZ;’ - §<asx + y,x))e 11+as?) qV (z, S) = 0.

Multiplying the above equation with

1

1
775 Tras2 and subtract-

(47 (1+as?))
ing with ¢/(s), we get
1 (x — sy,asx +y)
/ _ —
g (5) - 2(1 +CL52) / [ 1 +CL82 <CLS:C +y7$>
|Ps(asz + y)|*s
sdV (z,
1+ as? JpsdV (. 5)
1 lasz +y|%s  |Ps(asx +y)|*s
_ _ AV (z, S
2(1+a52)/[ 1+ as? 1+ as? sV (2, 5)
1 |(asz +y)*|?s
— - ey T avie, s
2(1+ as?) / [ 1+ as? JpsdV (2, 5)
<0. q.e.d.
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