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#### Abstract

We bring new insights into the longstanding Alekseevskii conjecture, namely that any connected homogeneous Einstein manifold of negative scalar curvature is diffeomorphic to a Euclidean space, by proving structural results which are actually valid for any homogeneous expanding Ricci soliton, and generalize many well-known results on Einstein solvmanifolds, solvsolitons, and nilsolitons. We obtain that any homogeneous expanding Ricci soliton $M=G / K$ is diffeomorphic to a product $U / K \times N$, where $U$ is a maximal reductive Lie subgroup of $G$ and $N$ is the maximal nilpotent normal subgroup of $G$, such that the metric restricted to $N$ is a nilsoliton. Moreover, strong compatibility conditions between the metric and the action of $U$ on $N$ by conjugation must hold, including a nice formula for the Ricci operator of the metric restricted to $U / K$. Our main tools come from geometric invariant theory. As an application, we give many Lie theoretical characterizations of algebraic solitons, as well as a proof of the fact that the following a priori much stronger result is actually equivalent to Alekseevskii's conjecture: Any expanding algebraic soliton is diffeomorphic to a Euclidean space.


## 1. Introduction

A major open question on homogeneous Einstein manifolds is known as Alekseevskii's conjecture (see [4, 7.57]); namely

Any connected homogeneous Einstein manifold of negative scalar curvature is diffeomorphic to a Euclidean space.
Known examples so far are all isometric to a left-invariant metric on a simply connected solvable Lie group. This is also the situation for the broader class of homogeneous expanding Ricci solitons, i.e. $\operatorname{Rc}(g)=$ $c g+\mathcal{L}_{X} g$ for some $c<0$ and vector field $X$. Such examples are called solvsolitons in the literature (nilsolitons in the nilpotent case) and are defined by having their Ricci operators equal to a scalar multiple of the identity plus a derivation of the corresponding solvable Lie algebra.
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Solvsolitons may be viewed as a rare case in Ricci soliton theory, as they are neither compact, nor gradient or Kähler.

In addition to their definition as a natural generalization of Einstein metrics, Ricci solitons correspond to solutions of the Ricci flow that evolve self-similarly, that is, only by scaling and pullback by diffeomorphisms, and they therefore play an important role in the singularity behavior of the Ricci flow on any class of manifolds.

As a first step toward a possible resolution of the above conjecture, we obtain in the present paper some structural results which are actually valid for any homogeneous expanding Ricci soliton, and generalize the results on Einstein solvmanifolds obtained in [13, 23], as well as those on solvsolitons given in [24]. As in these works, the technology we use here is derived from strong results in geometric invariant theory. The approach is developed in Section 2 in the general setting of homogeneous spaces, independently of the rest of the paper, since we believe it might be useful to study, for instance, other questions on Ricci curvature of homogeneous manifolds.

Our main result can be described as follows (see Theorem 4.6 and Section 5 for more detailed statements).

Theorem 1.1. For any simply connected homogeneous expanding Ricci soliton $(M, g)$, say with $\operatorname{Rc}(g)=c g+\mathcal{L}_{X} g$, there exist a presentation $(M, g)=G / K$ as an almost-effective homogeneous space and a reductive decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ such that the following conditions hold:

- $\mathfrak{g}=\mathfrak{u} \oplus \mathfrak{n}$ is a semi-direct product of Lie algebras, with $\mathfrak{u}$ reductive and $\mathfrak{n}$ nilpotent, such that $\mathfrak{h} \perp \mathfrak{n}$ with respect to the inner product on $\mathfrak{p}$ determined by $g$, where
- $G \simeq U \ltimes N$ and as a differentiable manifold,

$$
M=U / K \times N,
$$

where $U$ and $N$ are the respective connected Lie subgroups of $G$ with Lie algebras $\mathfrak{u}$ and $\mathfrak{n}$.

- The metric restricted to $N$ is a nilsoliton, with Ricci operator $\operatorname{Ric}_{N}=c I+D_{1}$ for some $D_{1} \in \operatorname{Der}(\mathfrak{n})$.
- The Ricci operator of the metric restricted to $U / K$, relative to the reductive decomposition $\mathfrak{u}=\mathfrak{k} \oplus \mathfrak{h}$, is given by $\operatorname{Ric}_{U / K}=c I+C_{\mathfrak{h}}$, where $C_{\mathfrak{h}}$ is the positive semi-definite operator of $\mathfrak{h}$ defined by

$$
\left\langle C_{\mathfrak{h}} Y, Y\right\rangle=\frac{1}{4} \operatorname{tr}\left(\left.\operatorname{ad} Y\right|_{\mathfrak{n}}+\left(\left.\operatorname{ad} Y\right|_{\mathfrak{n}}\right)^{t}\right)^{2}, \quad \forall Y \in \mathfrak{h} .
$$

- The adjoint action of $\mathfrak{u}$ on $\mathfrak{n}$ and the metric satisfy the following extra compatibility condition:
$\sum\left[\left.\operatorname{ad} Y_{i}\right|_{\mathfrak{n}},\left(\left.\operatorname{ad} Y_{i}\right|_{\mathfrak{n}}\right)^{t}\right]=0, \quad$ for any orthonormal basis $\left\{Y_{i}\right\}$ of $\mathfrak{h}$,
from which it follows that $\left(\left.\operatorname{ad} Y\right|_{\mathfrak{n}}\right)^{t} \in \operatorname{Der}(\mathfrak{n})$ for all $Y \in \mathfrak{u}$.
Conversely, if these conditions hold, then $G / K$ is an expanding Ricci soliton with Ricci operator

$$
\begin{equation*}
\operatorname{Ric}=c I+\frac{1}{2}\left(D_{\mathfrak{p}}+D_{\mathfrak{p}}^{t}\right), \tag{1}
\end{equation*}
$$

where

$$
D=\left[\begin{array}{cc}
0 & 0 \\
0 & D_{\mathfrak{p}}
\end{array}\right]=-\operatorname{ad} H+\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& & D_{1}
\end{array}\right] \in \operatorname{Der}(\mathfrak{g}),
$$

and $H \in \mathfrak{p}$ is defined by $\langle H, X\rangle=\operatorname{tr} \operatorname{ad} X$ for all $X \in \mathfrak{p}$.
Remark 1.2. Regarding Alekseevskii's conjecture, we note that $M$ is diffeomorphic to a Euclidean space if and only if $U / K$ is so, which is equivalent to $K$ being a maximal compact subgroup of the reductive Lie group $U$.

Condition (1) implies that the Ricci tensor equals $\operatorname{Rc}(g)=c g+\mathcal{L}_{X_{D}} g$, where $X_{D}$ is the vector field defined by the one-parameter subgroup of equivariant diffeomorphisms $\varphi_{t} \in \operatorname{Diff}(G / K)$ determined by the automorphisms $e^{t D} \in \operatorname{Aut}(\mathfrak{g})$, and the Ricci flow starting at $g$ evolves by $g(t)=(-2 c t+1) \varphi_{s(t)}^{*} g, \quad t \in\left(\frac{1}{2 c}, \infty\right)$, where $s(t)=\log (-2 c t+1) / c$. These homogeneous spaces are called semi-algebraic solitons, and actually any homogeneous Ricci soliton is semi-algebraic with respect to its full isometry group $G=\mathrm{I}(M, g)$ (see [17]). If the derivation $D$ above is symmetric and hence Ric $=c I+D_{\mathfrak{p}}$, then $G / K$ is said to be an algebraic soliton, which is precisely the algebro-geometric notion generalizing to any homogeneous space the definition of a solvsoliton (see [19, Section 3] for a recent overview on homogeneous Ricci solitons).

Geometrically speaking, algebraic solitons are characterized among homogeneous Ricci solitons as those for which the Ricci flow solution is simultaneously diagonalizable (see [19]). As a first application of our structural results, we give many Lie theoretical characterizations of algebraic solitons, as for instance ad $H$ being a normal operator, or also Ric $\left.\right|_{\mathfrak{h}}=c I$ (see Proposition 4.14).

In Section 6, we use the above theorem to prove that given any expanding algebraic soliton $(M, g)=G / K$, with $G$ non-unimodular, one can modify the metric $g$ in order to obtain a new homogeneous metric $\tilde{g}$ on $M$ which is Einstein with $\operatorname{Rc}(\tilde{g})=c \tilde{g}$. In the unimodular case the Einstein metric is obtained on $\mathbb{R} \times M$. In any case, this implies that the following a priori much stronger result is equivalent to the Alekseevskii conjecture:

Any expanding algebraic soliton $G / K$ is diffeomorphic to a Euclidean space (or equivalently, $K$ is a maximal compact subgroup of $G$ ).
Remark 1.3. The statement inside the parentheses is actually the conclusion of Alekseevskii's conjecture as originally stated in Besse's book [4, 7.57] (see Section 3 for an account of the conjecture and its equivalent formulations). It is worth noticing that if $G$ is a linear group, then the maximality of $K$ implies that $G / K$ is isometric to a left-invariant metric on a simply connected solvable Lie group (see [31, Corollary $1, \mathrm{c}]$ ), i.e. a solvsoliton.

We obtain in addition a generalization of the link between Einstein solvmanifolds and nilsolitons discovered in $[\mathbf{2 0}]$, to the case of homogeneous Einstein manifolds $G / K$ of negative scalar curvature and unimodular expanding algebraic solitons $G_{0} / K$, which as differentiable manifolds satisfy $G / K=\mathbb{R} \times G_{0} / K$ (see Proposition 6.1).
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## 2. Algebraic aspects of homogeneous Riemannian manifolds

We consider in this section an 'algebraic' point of view to study homogeneous Riemannian manifolds, with special attention on the noncompact case, which allows us to put to good use all the results from geometric invariant theory described in Appendix 7.

A Riemannian manifold $(M, g)$ is said to be homogeneous if its isometry group $\mathrm{I}(M, g)$ acts transitively on $M$. A homogeneous (Riemannian) space is instead a differentiable manifold $G / K$, where $G$ is a Lie group and $K \subset G$ is a closed Lie subgroup, endowed with a $G$-invariant Riemannian metric. Both concepts are of course intimately related, though not in a one-to-one way. To study a geometric problem on homogeneous manifolds, it is often very useful and healthy to capture the relevant algebraic information and present the hypotheses and the problem in 'algebraic' terms.

Given a connected homogeneous manifold $(M, g)$, each transitive closed Lie subgroup $G \subset \mathrm{I}(M, g)$ gives rise to a presentation of $(M, g)$ as a homogeneous space $(G / K, g)$, where $K$ is the isotropy subgroup of $G$ at some point $o \in M$. As $K$ is compact, there always exists a reductive (i.e. $\operatorname{Ad}(K)$-invariant) decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, where $\mathfrak{g}$ and $\mathfrak{k}$ are respectively the Lie algebras of $G$ and $K$, and thus $\mathfrak{p}$ can be naturally identified with the tangent space $\mathfrak{p} \equiv T_{o} M=T_{o} G / K$, by taking the value at the origin $o=e K$ of the Killing vector fields corresponding to elements of $\mathfrak{p}$ (i.e. $X_{o}=\left.\frac{\mathrm{d}}{\mathrm{d} t}\right|_{0} \exp t X(o)$ ). Any $G$-invariant metric $g$ on $G / K$ can therefore be identified with $\langle\cdot, \cdot\rangle:=g(o)$, an $\operatorname{Ad}(K)$-invariant inner product on $\mathfrak{p}$.

We can extend $\langle\cdot, \cdot\rangle$ to an $\operatorname{Ad}(K)$-invariant inner product on $\mathfrak{g}$ such that $\langle\mathfrak{k}, \mathfrak{p}\rangle=0$. Let us call the data set $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ a metric reductive decomposition.

In order to get a presentation $(M, g)=(G / K, g)$ of a connected homogeneous manifold as a homogeneous space, there is no need for $G \subset \mathrm{I}(M, g)$ to hold, that is, to have an effective action. It is actually enough to have a transitive action of $G$ on $M$ by isometries that is almost-effective (i.e. the normal subgroup $\{g \in G: g h K=h K, \forall h \in G\}$ of $K$ is discrete), along with a reductive decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$ such that the inner product $\langle\cdot, \cdot\rangle$ on $\mathfrak{p}$ defined by $\langle\cdot, \cdot\rangle:=g(o)$ is $\operatorname{Ad}(K)$ invariant. In this more general case, $K$ might not be compact, but it is easy to prove that $\overline{\operatorname{Ad}(K)}$ is still compact in $\mathrm{GL}(\mathfrak{g})$ and hence a metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ can still be attached to $(G / K, g)$.

Moreover, since the Killing form $B$ of $\mathfrak{g}$ is always negative definite on $\mathfrak{k}$ (recall that the isotropy representation ad $: \mathfrak{k} \longrightarrow \operatorname{End}(\mathfrak{p})$ is faithful by almost-effectiveness), there is always a distinguished reductive decomposition to choose, namely, the one where $\mathfrak{p}$ is precisely the orthogonal complement of $\mathfrak{k}$ with respect to $B$ (see e.g. [19, Lemma 2.1]).

Summarizing, a given homogeneous manifold $(M, g)$ can always be presented as a homogeneous space $(G / K, g)$ with a metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$, and it can always be assumed that $B(\mathfrak{k}, \mathfrak{p})=0$. Any homogeneous space considered in this paper will be assumed to be almost-effective and connected, unless otherwise stated.

REmARK 2.1. When $\mathfrak{k}=0$, a metric reductive decomposition consists only of the pair $(\mathfrak{g},\langle\cdot, \cdot\rangle)$, which is often referred to in the literature as a metric Lie algebra and corresponds to a left-invariant metric on a Lie group.

Let us fix a homogeneous space $(G / K, g)$ together with a metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ for the rest of the section. We consider

$$
\begin{equation*}
\mathfrak{p}=\mathfrak{h} \oplus \mathfrak{n} \tag{2}
\end{equation*}
$$

the orthogonal decomposition with respect to $\langle\cdot, \cdot\rangle$, where $\mathfrak{n}$ is the nilradical of $\mathfrak{g}$ (i.e. the maximal nilpotent ideal; recall that $\mathfrak{n} \subset \mathfrak{p}$ as it is contained in the kernel of $B$ ). Thus the $\mathfrak{p}$-component

$$
[\cdot, \cdot]_{\mathfrak{p}}: \mathfrak{p} \times \mathfrak{p} \longrightarrow \mathfrak{p}
$$

of the Lie bracket $[\cdot, \cdot]$ of $\mathfrak{g}$ restricted to $\mathfrak{p} \times \mathfrak{p}$ can be decomposed as a sum of bilinear maps as follows:

$$
[\cdot, \cdot]_{\mathfrak{p}}=\lambda_{0}+\lambda_{1}+\eta+\mu
$$

where

$$
\begin{array}{ll}
\lambda_{0}: \mathfrak{h} \times \mathfrak{h} \longrightarrow \mathfrak{h}, & \eta: \mathfrak{h} \times \mathfrak{n} \longrightarrow \mathfrak{n} \\
\lambda_{1}: \mathfrak{h} \times \mathfrak{h} \longrightarrow \mathfrak{n}, & \mu: \mathfrak{n} \times \mathfrak{n} \longrightarrow \mathfrak{n} . \tag{3}
\end{array}
$$

We are using here that $\mathfrak{n}$ is an ideal of $\mathfrak{g}$. Also note that $\lambda_{0}, \lambda_{1}$, and $\mu$ are skew-symmetric, $(\mathfrak{n}, \mu)$ is a nilpotent Lie algebra, and by convention $[X, Y]=-\eta(Y, X)$ for all $Y \in \mathfrak{h}, X \in \mathfrak{n}$.

In order to apply the results in Appendix 7, if $\operatorname{dim} \mathfrak{n}=n$, then we identify $\mathfrak{n}$ with $\mathbb{R}^{n}$ via an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathfrak{n}$. In this way, $\mu$ can be viewed as a point in the variety of nilpotent Lie algebras $\mathcal{N} \subset V$. If $\mu \neq 0$, then $\mu$ belongs to some stratum $\mathcal{S}_{\beta}$ with $\beta \in \mathfrak{t}^{+}$(see Theorem 7.1), and we can define $E_{\beta} \in \operatorname{End}(\mathfrak{p})$ by

$$
E_{\beta}:=\left[\begin{array}{cc}
0 &  \tag{4}\\
\beta+\|\beta\|^{2} I
\end{array}\right], \quad \text { i.e. }\left.\quad E_{\beta}\right|_{\mathfrak{h}}=0,\left.\quad E_{\beta}\right|_{\mathfrak{n}}=\beta+\|\beta\|^{2} I .
$$

REmark 2.2. It is still unclear what would be the geometric meaning of this diagonal $n \times n$-matrix $\beta$ associated to each metric reductive decomposition, and consequently to any homogeneous manifold. However, $\beta$ will play a fundamental role in the proofs of most of the structural results on homogeneous Ricci solitons obtained in the present paper.

On the other hand, we will also identify $[\cdot, \cdot]_{\mathfrak{p}}$ with an element of $\Lambda^{2} \mathfrak{p}^{*} \otimes \mathfrak{p}$ and use the notation introduced in Appendix 7 by replacing $\mathbb{R}^{n}$ with $\mathfrak{p}$.

The following technical result will be crucial in the applications.
Lemma 2.3. If $\mu \in \mathcal{S}_{\beta}$ satisfies $\beta_{\mu}=\beta$, then

$$
\left\langle\pi\left(E_{\beta}\right)[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle \geq 0
$$

Proof. We first note that $\pi\left(E_{\beta}\right)$ leaves invariant the subspaces of $\Lambda^{2} \mathfrak{p}^{*} \otimes \mathfrak{p}$ that the $\lambda_{i}$ 's, $\eta$, and $\mu$ belong to (for instance, $\lambda_{0} \in \Lambda^{2} \mathfrak{h}^{*} \otimes \mathfrak{h}$, $\lambda_{1} \in \Lambda^{2} \mathfrak{h}^{*} \otimes \mathfrak{n}$, etc). These subspaces are orthogonal with respect to the inner product $\langle\cdot, \cdot\rangle$ defined in (49) and hence

$$
\begin{aligned}
\left\langle\pi\left(E_{\beta}\right)[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle= & \left\langle\pi\left(E_{\beta}\right) \lambda_{0}, \lambda_{0}\right\rangle+\left\langle\pi\left(E_{\beta}\right) \lambda_{1}, \lambda_{1}\right\rangle \\
& +\left\langle\pi\left(E_{\beta}\right) \eta, \eta\right\rangle+\left\langle\pi\left(E_{\beta}\right) \mu, \mu\right\rangle .
\end{aligned}
$$

Let $\left\{Y_{i}\right\}$ and $\left\{X_{k}\right\}$ denote orthonormal bases of $\mathfrak{h}$ and $\mathfrak{n}$, respectively. It is easy to check that

$$
\left\langle\pi\left(E_{\beta}\right) \lambda_{0}, \lambda_{0}\right\rangle=0,
$$

and since $\left.E_{\beta}\right|_{\mathfrak{n}}$ is positive definite by (55), we have that

$$
\begin{equation*}
\left\langle\pi\left(E_{\beta}\right) \lambda_{1}, \lambda_{1}\right\rangle=\sum\left\langle E_{\beta} \lambda_{1}\left(Y_{i}, Y_{j}\right), \lambda_{1}\left(Y_{i}, Y_{j}\right)\right\rangle \geq 0 \tag{5}
\end{equation*}
$$

If $\operatorname{ad}_{\eta} Y$ denote the derivation of $(\mathfrak{n}, \mu)$ defined by the adjoint action of $Y \in \mathfrak{h}$ on $\mathfrak{n}$, then

$$
\begin{align*}
\left\langle\pi\left(E_{\beta}\right) \eta, \eta\right\rangle & =2 \sum\left\langle E_{\beta} \eta\left(Y_{i}, X_{j}\right)-\eta\left(Y_{i}, E_{\beta} X_{j}\right), \eta\left(Y_{i}, X_{j}\right)\right\rangle \\
& =2 \sum\left\langle\left[\beta, \operatorname{ad}_{\eta} Y_{i}\right]\left(X_{j}\right), \operatorname{ad}_{\eta} Y_{i}\left(X_{j}\right)\right\rangle  \tag{6}\\
& =2 \sum\left\langle\left[\beta, \operatorname{ad}_{\eta} Y_{i}\right], \operatorname{ad}_{\eta} Y_{i}\right\rangle .
\end{align*}
$$

It follows from (54) that $\left\langle\pi\left(E_{\beta}\right) \eta, \eta\right\rangle \geq 0$. Finally, we have that

$$
\begin{equation*}
\left\langle\pi\left(E_{\beta}\right) \mu, \mu\right\rangle=\left\langle\pi\left(\beta+\|\beta\|^{2} I\right) \mu, \mu\right\rangle \geq 0 \tag{7}
\end{equation*}
$$

by (58), which concludes the proof of the lemma.
q.e.d.

There is a unique element $H \in \mathfrak{g}$ which satisfies

$$
\begin{equation*}
\langle H, X\rangle=\operatorname{tr} \operatorname{ad} X, \quad \forall X \in \mathfrak{g} \tag{8}
\end{equation*}
$$

We note that $H \in \mathfrak{p}$ due to the ad $\mathfrak{k}$-invariance of $\langle\cdot, \cdot\rangle$, and that $H=0$ if and only if $\mathfrak{g}$ is unimodular. Let $B_{\mathfrak{g}}: \mathfrak{g} \longrightarrow \mathfrak{g}$ denote the symmetric map defined by the Killing form of $\mathfrak{g}$ relative to $\langle\cdot, \cdot\rangle$, that is,

$$
\begin{equation*}
\left\langle B_{\mathfrak{g}} X, Y\right\rangle=\operatorname{tr} \operatorname{ad} X \operatorname{ad} Y, \quad \forall X, Y \in \mathfrak{g} \tag{9}
\end{equation*}
$$

It follows that, relative to the decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p}$, the operator $B_{\mathfrak{g}}$ has the form

$$
B_{\mathfrak{g}}=\left[\begin{array}{cc}
B_{0} & *  \tag{10}\\
* & B_{\mathfrak{p}}
\end{array}\right], \quad B_{0}<0,
$$

with $*=0$ if one is assuming that $B(\mathfrak{k}, \mathfrak{p})=0$.
The Ricci operator Ric of $(G / K, g)$ with metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ is given by (see [4, 7.38])

$$
\begin{equation*}
\text { Ric }=M-\frac{1}{2} B_{\mathfrak{p}}-S\left(\operatorname{ad}_{\mathfrak{p}} H\right), \tag{11}
\end{equation*}
$$

where $\operatorname{ad}_{\mathfrak{p}} H: \mathfrak{p} \longrightarrow \mathfrak{p}$ is defined by $\operatorname{ad}_{\mathfrak{p}} H(X)=[H, X]_{\mathfrak{p}}$ for all $X \in \mathfrak{p}$,

$$
\begin{equation*}
S(A):=\frac{1}{2}\left(A+A^{t}\right) \tag{12}
\end{equation*}
$$

is the symmetric part of an operator, and $M: \mathfrak{p} \longrightarrow \mathfrak{p}$ is the symmetric operator defined by

$$
\begin{align*}
\langle M X, Y\rangle= & -\frac{1}{2} \sum\left\langle\left[X, X_{i}\right]_{\mathfrak{p}}, X_{j}\right\rangle\left\langle\left[Y, X_{i}\right]_{\mathfrak{p}}, X_{j}\right\rangle  \tag{13}\\
& +\frac{1}{4} \sum\left\langle\left[X_{i}, X_{j}\right]_{\mathfrak{p}}, X\right\rangle\left\langle\left[X_{i}, X_{j}\right]_{\mathfrak{p}}, Y\right\rangle, \quad \forall X, Y \in \mathfrak{p},
\end{align*}
$$

where $\left\{X_{i}\right\}$ is any orthonormal basis of $(\mathfrak{p},\langle\cdot, \cdot\rangle)$.
It follows from (51) that this 'anonymous' map $M$ in the formula of the Ricci operator satisfies

$$
\begin{equation*}
m\left([\cdot, \cdot]_{\mathfrak{p}}\right)=\frac{4}{\left\|[\cdot, \cdot]_{\mathfrak{p}}\right\|^{2}} M \tag{14}
\end{equation*}
$$

where $m: \Lambda^{2} \mathfrak{p}^{*} \otimes \mathfrak{p} \longrightarrow \operatorname{sym}(\mathfrak{p})$ is the moment map for the natural action of $\operatorname{GL}(\mathfrak{p})$ on $\Lambda^{2} \mathfrak{p}^{*} \otimes \mathfrak{p}$. In other words, $M$ may be alternatively defined by

$$
\begin{equation*}
\operatorname{tr} M E=\frac{1}{4}\left\langle\pi(E)[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle, \quad \forall E \in \operatorname{End}(\mathfrak{p}), \tag{15}
\end{equation*}
$$

where we are considering $[\cdot, \cdot]_{\mathfrak{p}}$ as a vector in $\Lambda^{2} \mathfrak{p}^{*} \otimes \mathfrak{p},\langle\cdot, \cdot\rangle$ is the inner product defined in (49), and $\pi$ is the representation given in (48) (see the notation in Appendix 7 and replace the vector space $\mathbb{R}^{n}$ by $\mathfrak{p}$ ).

Remark 2.4. In particular, $M$ is orthogonal to any derivation of the algebra $\left(\mathfrak{p},[\cdot, \cdot]_{\mathfrak{p}}\right)$.

Remark 2.5. It also follows that the moment map $M$ commutes with any derivation of the algebra ( $\mathfrak{p},[\cdot, \cdot]_{\mathfrak{p}}$ ) whose transpose is also a derivation. Indeed, if $E$ is such a derivation, then

$$
\begin{aligned}
\operatorname{tr}[M, E] C & =\operatorname{tr} M[E, C]=\frac{1}{4}\left\langle\pi([E, C])[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle \\
& =\frac{1}{4}\left\langle\pi(C)[\cdot, \cdot]_{\mathfrak{p}}, \pi\left(E^{t}\right)[\cdot, \cdot]_{\mathfrak{p}}\right\rangle-\left\langle\pi(C) \pi(E)[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle=0,
\end{aligned}
$$

for all $C \in \operatorname{End}(\mathfrak{p})$.
Notice that the above two remarks are actually valid for any algebra and its moment map value as considered in the appendix.

We now prove some technical results involving $H$, Ric, and the adjoint representation of $\mathfrak{k}$ on $\mathfrak{p}$, which will be useful in the following sections.

Let $\mathfrak{p}=\mathfrak{h} \oplus \mathfrak{n}$ be the orthogonal decomposition defined in (2), and consider $[\cdot, \cdot]_{\mathfrak{p}}=\lambda_{0}+\cdots+\mu$ as in (3). Since $\mathfrak{n}$ is the nilradical of $\mathfrak{g}$, we have that $H \perp \mathfrak{n}$ and $\mathfrak{n}$ is in the kernel of the Killing form. Thus

$$
H \in \mathfrak{h}
$$

and $\operatorname{ad}_{\mathfrak{p}} H$ and $B_{\mathfrak{p}}$ have the form

$$
\operatorname{ad}_{\mathfrak{p}} H=\left[\begin{array}{cc}
\operatorname{ad}_{\lambda_{0}} H & 0  \tag{16}\\
\operatorname{ad}_{\lambda_{1}} H & \mathrm{ad}_{\eta} H
\end{array}\right], \quad B_{\mathfrak{p}}=\left[\begin{array}{cc}
B_{1} & 0 \\
0 & 0
\end{array}\right],
$$

where $\operatorname{ad}_{\lambda_{i}} Y\left(Y^{\prime}\right)=\lambda_{i}\left(Y, Y^{\prime}\right)$ for all $Y, Y^{\prime} \in \mathfrak{h}$, and analogously for $\eta$.
We recall that

$$
\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{h} \oplus \mathfrak{n}, \quad[\mathfrak{k}, \mathfrak{k}] \subset \mathfrak{k}, \quad[\mathfrak{k}, \mathfrak{h}] \subset \mathfrak{h}, \quad[\mathfrak{g}, \mathfrak{n}] \subset \mathfrak{n},
$$

and thus the Lie bracket of $\mathfrak{g}$ decomposes as

$$
[\cdot, \cdot]=\nu_{0}+\nu_{1}+\nu_{2}+\lambda_{2}+[\cdot, \cdot]_{\mathfrak{p}},
$$

where

$$
\begin{array}{ll}
\nu_{0}: \mathfrak{k} \times \mathfrak{k} \longrightarrow \mathfrak{k}, \quad \lambda_{2}: \mathfrak{h} \times \mathfrak{h} \longrightarrow \mathfrak{k} . \\
\nu_{1}: \mathfrak{k} \times \mathfrak{h} \longrightarrow \mathfrak{h}, & \\
\nu_{2}: \mathfrak{k} \times \mathfrak{n} \longrightarrow \mathfrak{n}, &
\end{array}
$$

In all that follows, it will be very useful to have in mind the following formulas for the adjoint operators relative to the decomposition $\mathfrak{g}=$ $\mathfrak{k} \oplus \mathfrak{h} \oplus \mathfrak{n}$. For $Z \in \mathfrak{k}, Y \in \mathfrak{h}$, and $X \in \mathfrak{n}$ we have

$$
\begin{gathered}
\operatorname{ad} Z=\left[\begin{array}{ccc}
\operatorname{ad}_{\nu_{0}} Z & 0 & 0 \\
0 & \operatorname{ad}_{\nu_{1}} Z & 0 \\
0 & 0 & \operatorname{ad}_{\nu_{2}} Z
\end{array}\right], \quad \operatorname{ad} Y=\left[\begin{array}{ccc}
0 & \operatorname{ad}_{\lambda_{2}} Y & 0 \\
0 & 0 \\
\operatorname{ad}_{\nu_{1}} Y & \operatorname{add}_{\lambda_{0}} Y & 0 \\
0 & \operatorname{ad}_{\lambda_{1}} Y & \operatorname{ad}_{\eta} Y
\end{array}\right], \\
\operatorname{ad} X=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
\operatorname{ad}_{\nu_{2}} X & \operatorname{add}_{\eta} X & \operatorname{ad}_{\mu} X
\end{array}\right] .
\end{gathered}
$$

If $\mathfrak{u}:=\mathfrak{k} \oplus \mathfrak{h}$, then it is easy to see that $[\cdot, \cdot]_{\mathfrak{u}}:=\nu_{0}+\nu_{1}+\lambda_{5}+\lambda_{0}$ satisfies the Jacobi condition; moreover, $\left(\mathfrak{u},[\cdot, \cdot]_{\mathfrak{u}}\right)$ is a reductive (i.e. semisimple plus a center) Lie algebra isomorphic to $\mathfrak{g} / \mathfrak{n}$. This implies that $\operatorname{tr}_{\operatorname{ad}_{\lambda_{0}}} Y=$ $\operatorname{trad}_{\mathfrak{u}} Y=0$, as every reductive Lie algebra is unimodular, and so

$$
\begin{equation*}
\operatorname{tr} \operatorname{ad} Y=\langle H, Y\rangle=\operatorname{tr} \operatorname{ad}_{\eta} Y, \quad \forall Y \in \mathfrak{h} . \tag{17}
\end{equation*}
$$

On the other hand, one obtains from the Jacobi identity for $\mathfrak{g}$ that $\operatorname{ad}_{\eta}[Z, Y]=\left[\operatorname{ad}_{\nu_{2}} Z, \operatorname{ad}_{\eta} Y\right]$, from which it follows that

$$
\langle[Z, H], Y\rangle=-\langle H,[Z, Y]\rangle=-\operatorname{tr} \operatorname{ad}_{\eta}[Z, Y]=0, \quad \forall Z \in \mathfrak{k}, Y \in \mathfrak{h},
$$

and therefore

$$
\begin{equation*}
[\mathfrak{k}, H]=0 . \tag{18}
\end{equation*}
$$

Since the Ricci tensor is ad $\mathfrak{k}$-invariant, one obtains that

$$
\begin{equation*}
\left[\left.\operatorname{ad} Z\right|_{\mathfrak{p}}, \operatorname{Ric}\right]=0, \quad \forall Z \in \mathfrak{k} . \tag{19}
\end{equation*}
$$

We conclude this section with a technical lemma about the derivations of $\mathfrak{g}$ that leave $\mathfrak{k}$ invariant.

Lemma 2.6. If we consider the reductive decomposition with $B(\mathfrak{k}, \mathfrak{p})=$ 0 , and $D \in \operatorname{Der}(\mathfrak{g})$ is a derivation such that $D \mathfrak{k} \subseteq \mathfrak{k}$, then

$$
D \mathfrak{p} \subseteq \mathfrak{p}, \quad D \mathfrak{n} \subseteq \mathfrak{n},\left.\quad \operatorname{tr} D\right|_{\mathfrak{p}}=\left.\operatorname{tr} D\right|_{\mathfrak{n}}
$$

Proof. From $D \mathfrak{k} \subseteq \mathfrak{k}$ we get that $D$ has the form

$$
D=\left[\begin{array}{cc}
D_{\mathfrak{E}} & C  \tag{20}\\
0 & D_{\mathfrak{p}}
\end{array}\right] .
$$

On the other hand, $e^{t D} \in \operatorname{Aut}(\mathfrak{g})$ and hence $e^{-t D^{t}} B_{\mathfrak{g}} e^{-t D}=B_{\mathfrak{g}}$ for all $t$, so differentiating at $t=0$ yields

$$
\begin{equation*}
B_{\mathfrak{g}} D+D^{t} B_{\mathfrak{g}}=0 \tag{21}
\end{equation*}
$$

Now we use this formula along with the information from (10) and (20) to obtain that $B_{0} C=0$, and therefore $C=0$ since $B_{0}$ is negative definite. Thus $D \mathfrak{p} \subset \mathfrak{p}$, and since $\mathfrak{n}$ is the nilradical of $\mathfrak{g}$, we obtain that $D \mathfrak{n} \subset \mathfrak{n}$.

In order to prove the last assertion, we observe that since $\mathfrak{n} \subseteq \operatorname{Ker} B_{\mathfrak{g}} \subseteq$ $\mathfrak{p}$, we may assume without any loss of generality that there is an orthogonal decomposition $\mathfrak{h}=\mathfrak{h}_{1} \oplus \mathfrak{a}$ such that $\mathfrak{a} \oplus \mathfrak{n}=\operatorname{Ker} B_{\mathfrak{g}}$. Recall that Ker $B_{\mathfrak{g}}$ and $\mathfrak{n}$ are both characteristic ideals of $\mathfrak{g}$, so that every derivation
leaves them invariant. Moreover, every derivation of $\mathfrak{g}$ carries $\operatorname{Ker} B_{\mathfrak{g}}$ into $\mathfrak{n}$, as $\mathfrak{n}$ is also the nilradical of the solvable Lie algebra $\operatorname{Ker} B_{\mathfrak{g}}$ (see e.g. [10, Lemma 2.6]). Then, relative to the decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{h}_{1} \oplus \mathfrak{a} \oplus \mathfrak{n}$, we see that $B_{\mathfrak{g}}$ and $D$ have the following forms:

$$
B_{\mathfrak{g}}=\left[\begin{array}{cccc}
B_{0} & 0 & 0 & 0  \tag{22}\\
0 & B_{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \quad D=\left[\begin{array}{ccccc}
D_{\mathfrak{k}} & 0 & 0 & 0 \\
0 & D_{1} & 0 & 0 \\
0 & \star & 0 & 0 \\
0 & \star & \star & D_{\mathfrak{n}}
\end{array}\right] .
$$

It now follows from (21) that $B_{2} D_{1}+D_{1}^{t} B_{2}=0$, but since $B_{2}$ is invertible, we obtain that

$$
D_{1}^{t}=-B_{2} D_{1} B_{2}^{-1}
$$

This implies that $\operatorname{tr} D_{1}=0$, concluding the proof. q.e.d.

Remark 2.7. It follows from (21) that $\operatorname{tr} B_{\mathfrak{p}} D_{\mathfrak{p}}=0$ for any $\left[\begin{array}{cc}0 & 0 \\ 0 & D_{\mathfrak{p}}\end{array}\right] \in$ $\operatorname{Der}(\mathfrak{g})$. If in addition $B(\mathfrak{k}, \mathfrak{p})=0$, then this holds for any $\left[\right.$| 0 |
| :---: | :---: |
| $D_{\mathfrak{p}}$ |$] \in$ $\operatorname{Der}(\mathfrak{g})$.

## 3. Einstein and Ricci soliton homogeneous manifolds

Let $M$ be a differentiable manifold. A Riemannian metric $g$ on $M$ is called Einstein if its Ricci tensor $\operatorname{Rc}(g)$ satisfies

$$
\operatorname{Rc}(g)=c g, \quad \text { for some } c \in \mathbb{R} .
$$

The scalar $c$ is sometimes called the cosmological constant. A classical reference for Einstein manifolds is the book [4], and some updated expository articles are $[\mathbf{1}],[\mathbf{2 6}],[\mathbf{2}, \mathrm{III}, \mathrm{C}]$ and $[\mathbf{3}, 11.4]$.

In the homogeneous case, the Einstein equation becomes a subtle system of algebraic equations, and the following main general question is still open in both the compact and noncompact cases:

Which homogeneous spaces $G / K$ admit a $G$-invariant Einstein Riemannian metric?
We refer to the surveys $[\mathbf{3 0}, \mathbf{2 2}]$ and the references therein for an update in the compact and noncompact cases, respectively.

In the noncompact homogeneous case, the only known examples until now are all of a very particular kind, namely solvable Lie groups endowed with a left invariant metric (so called solvmanifolds). Moreover, every known example is simply connected and consequently diffeomorphic to a Euclidean space. The following longstanding conjecture has been attributed to Dmitrii Alekseevskii.

Alekseevskii's conjecture [4, 7.57]. Let $(G / K, g)$ be a homogeneous Riemannian space such that $G \subset \mathrm{I}(G / K, g)$ is a closed Lie subgroup. If $(G / K, g)$ is Einstein of negative scalar curvature, then $K$ is a maximal compact subgroup of $G$.
When $G$ is a linear group, maximality of $K$ implies that $(G / K, g)$ is isometric to a (simply connected) solvmanifold (see [31, Corollary
$1, \mathrm{c}]$ ). The conjecture is wide open, and it is known to be true only for $\operatorname{dim} \leq 5$, a result which follows from the complete classification in these dimensions given in [29]. In [28], many examples of noncompact homogeneous spaces which do not admit an Einstein invariant metric are given. However, many such examples do admit invariant metrics of negative Ricci curvature. We refer to [8] and [9] for examples of left invariant metrics of negative Ricci curvature on the Lie groups $\mathrm{SL}_{n}(\mathbb{R})$, $n \geq 3$ and on any complex simple Lie group, respectively.

Proposition 3.1. Let $(M, g)$ be a connected homogeneous Riemannian manifold. Then the following conditions are equivalent:
(i) There is a closed connected Lie subgroup $G \subset \mathrm{I}(M, g)$ acting transitively on $M$ such that its isotropy $K$ is a maximal compact subgroup of $G$.
(ii) $M$ is diffeomorphic to a Euclidean space.
(iii) For any homogeneous Riemannian space $(G / K, g)$ with $G$ connected and $K$ compact which is isometric to $(M, g), K$ is a maximal compact subgroup of $G$.

Proof. It is well known that if $G$ is any connected Lie group and $K \subset G$ is a compact Lie subgroup, then $G / K$ is diffeomorphic to a Euclidean space if and only if $K$ is a maximal compact subgroup of $G$ (see e.g. [16], [15] or the recent book [14, Sections 13.1-13.3]). Thus the equivalence between part (ii) and any of the other two claims follows. q.e.d.

The conjecture can therefore be rephrased in the following more transparent way:

Alekseevskii's conjecture. Any Einstein connected homogeneous Riemannian manifold of negative scalar curvature is diffeomorphic to a Euclidean space.
It also follows from Proposition 3.1 that to prove that the conjecture holds for a given homogeneous manifold, one is allowed to work with any of its presentations as a homogeneous space.

Among the several important contributions of Ricci flow theory, the following notion generalizing the Einstein condition has had a great impact in differential geometry. A complete Riemannian manifold ( $M, g$ ) is said to be a Ricci soliton if

$$
\begin{equation*}
\operatorname{Rc}(g)=c g+\mathcal{L}_{X} g, \tag{23}
\end{equation*}
$$

where $c \in \mathbb{R}$ is the so-called cosmological constant, as in the Einstein case, and $\mathcal{L}_{X} g$ is the usual Lie derivative of $g$ in the direction of a (complete) differentiable vector field $X$ on $M$. If in addition $X$ is the gradient field of a smooth function on $M$, then $g$ is called a gradient Ricci soliton. A metric $g$ is a Ricci soliton if and only if the solution to
the Ricci flow starting at $g$, given by

$$
\frac{\partial}{\partial t} g(t)=-2 \operatorname{Rc}(g(t)), \quad g(0)=g
$$

evolves self-similarly, that is,

$$
\begin{equation*}
g(t)=c_{t} \varphi_{t}^{*} g \tag{24}
\end{equation*}
$$

for some scaling $c_{t}>0$ and one-parameter family $\varphi_{t}$ of diffeomorphisms of $M$. It is well known that one can always assume that $c_{t}=-2 c t+1$, where $c$ is the cosmological constant of the Ricci soliton $g$. We refer to $[\mathbf{6}, \mathbf{5}, \mathbf{7}]$ and the references therein for further information on Ricci solitons.

From results due to Ivey, Naber, Perelman, and Petersen-Wylie (see [24, Section 2]), it follows that any nontrivial (i.e. non-Einstein and not the product of an Einstein homogeneous manifold with a Euclidean space) homogeneous Ricci soliton must be noncompact, expanding (i.e. $c<0$ ), and non-gradient. As for the Einstein case, any known example so far of a nontrivial homogeneous Ricci soliton is isometric to a simply connected solvmanifold.

The following is a natural way to consider a homogeneous Ricci soliton 'algebraic', in the sense that the algebraic structure of some of its presentations as a homogeneous space is strongly involved.

Definition 3.2. [17, Definition 1.4] A homogeneous space ( $G / K, g$ ) is called a semi-algebraic soliton if there exists a one-parameter family $\tilde{\varphi}_{t} \in \operatorname{Aut}(G)$ with $\tilde{\varphi}_{t}(K)=K$ such that

$$
g(t)=c_{t} \varphi_{t}^{*} g, \quad g(0)=g
$$

is a solution to the Ricci flow for some scaling $c_{t}>0$, where $\varphi_{t} \in$ $\operatorname{Diff}(G / K)$ is the equivariant diffeomorphism determined by $\tilde{\varphi}_{t}$.

Remark 3.3. Let $(G / K, g)$ be a semi-algebraic soliton. If $K_{0}$ is the connected component of $K$, then the cover $\left(G / K_{0}, g\right)$ is also a semialgebraic soliton since the automorphisms satisfy $\tilde{\varphi}_{t}\left(K_{0}\right)=K_{0}$ and the metrics are locally isometric. Similarly, $(\widetilde{G} / \widetilde{K}, g)$ is a semi-algebraic soliton, where $q: \widetilde{G} \longrightarrow G$ is the simply connected cover and $\widetilde{K}=$ $q^{-1}(K)$, as each $\tilde{\varphi}_{t}$ can be lifted to an automorphism of $\widetilde{G}$, making the corresponding diagram commutative. The simply connected cover $\left(\widetilde{G} / \widetilde{K}_{0}, g\right)$ of $(G / K, g)$ is therefore a semi-algebraic soliton as well. In all the above cases, the metric is canonically defined and has been denoted by $g$.

In terms of a metric reductive decomposition, semi-algebraic solitons are characterized as follows.

Proposition 3.4. [17, 19] If a homogeneous space $(G / K, g)$ is a semi-algebraic soliton, then for the metric reductive decomposition $(\mathfrak{g}=$
$\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ with $B(\mathfrak{k}, \mathfrak{p})=0$, the Ricci operator satisfies
(25)

Ric $=c I+\frac{1}{2}\left(D_{\mathfrak{p}}+D_{\mathfrak{p}}^{t}\right), \quad$ for some $\quad c \in \mathbb{R}, \quad D=\left[\begin{array}{cc}0 & 0 \\ 0 & D_{\mathfrak{p}}\end{array}\right] \in \operatorname{Der}(\mathfrak{g})$.
Conversely, if (25) holds for some reductive decomposition and $G / K$ is simply connected, then $(G / K, g)$ is a semi-algebraic soliton.

In the case when the derivation $D$ in formula (25) is symmetric, and hence Ric $=c I+D_{\mathfrak{p}}$, the homogeneous space $(G / K, g)$ is called an algebraic soliton. Actually, all known examples of nontrivial homogeneous Ricci solitons are isometric to a left-invariant algebraic soliton on a simply connected solvable Lie group, the so-called solvsolitons.

The strong presence of the algebraic side of homogeneous manifolds in regard to Ricci soliton theory becomes evident in the following result.

Theorem 3.5. [17, Proposition 2.2] Any homogeneous Ricci soliton $(M, g)$ is a semi-algebraic soliton with respect to its full isometry group $G=\mathrm{I}(M, g)$.

For a recent account of homogeneous Ricci solitons, we refer the reader to $[\mathbf{1 9}$, Section 3].

## 4. Structure of semi-algebraic solitons

In this section, we study the algebraic structure of metric reductive decompositions of semi-algebraic solitons. It will be shown that quite restrictive Lie theoretic conditions must hold. The main structural result is Theorem 4.6. Our main tools will be the technical results given in Section 2, most of them obtained by using the stratification from geometric invariant theory described in Appendix 7.

Those readers only interested in Einstein homogeneous manifolds may just set $D=0$ everywhere, although it is worth mentioning that the effort required to understand the proof of Theorem 4.6 for either Einstein metrics or semi-algebraic solitons is practically the same.

Let $(G / K, g)$ be a homogeneous space, and consider the metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ such that $B(\mathfrak{k}, \mathfrak{p})=0$. We deduce from Proposition 3.4, (11), and (15) that $(G / K, g)$ is a semi-algebraic soliton, say with Ric $=c I+S\left(D_{\mathfrak{p}}\right)$ (see (25)), if and only if

$$
\begin{equation*}
\left.\operatorname{tr}\left(c I+\frac{1}{2} B_{\mathfrak{p}}+F\right)\right) E=\frac{1}{4}\left\langle\pi(E)[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle, \quad \forall E \in \operatorname{End}(\mathfrak{p}) \tag{26}
\end{equation*}
$$

where

$$
F:=S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right) .
$$

It follows from Lemma 2.6 that the derivation $D \in \operatorname{Der}(\mathfrak{g})$ has the following form relative to the decomposition $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{h} \oplus \mathfrak{n}$ :

$$
D=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{27}\\
0 & D_{\mathfrak{h}} & 0 \\
0 & D_{\mathfrak{h n}} & D_{\mathfrak{n}}
\end{array}\right], \quad D_{\mathfrak{n}} \in \operatorname{Der}(\mathfrak{n}), \quad \operatorname{tr} D_{\mathfrak{h}}=0
$$

We are now in a position to prove the first structural result, which starts to show that the structure of $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ is far from arbitrary under the semi-algebraic soliton condition.

Proposition 4.1. Let $(G / K, g)$ be a homogeneous space, and consider the metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ such that $B(\mathfrak{k}, \mathfrak{p})=0$. Assume that $(G / K, g)$ is an expanding semi-algebraic soliton, say with Ric $=c I+S\left(D_{\mathfrak{p}}\right), c<0$, and consider the decompositions $\mathfrak{p}=\mathfrak{h} \oplus \mathfrak{n}$ and $[\cdot, \cdot]_{\mathfrak{p}}=\lambda_{0}+\cdots+\mu$ defined as in (2) and (3), respectively. Then

$$
[\mathfrak{h}, \mathfrak{h}]_{\mathfrak{p}} \subset \mathfrak{h},
$$

or equivalently, $\lambda_{1}=0$. Moreover, if $\mu \neq 0$ and $\beta_{\mu}=\beta$ for the $\beta \in \mathfrak{t}^{+}$ such that $\mu \in \mathcal{S}_{\beta}$ (see Theorem 7.1), then
(i) $\beta+\|\beta\|^{2} I \in \operatorname{Der}(\mathfrak{n})$.
(ii) $\left[\beta,\left.\operatorname{ad} \mathfrak{h}\right|_{\mathfrak{n}}\right]=0$.
(iii) $S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)=t E_{\beta}$ for $t=\frac{\|H\|^{2}+\operatorname{tr} D_{\mathfrak{n}}}{-1+\|\beta\|^{2} \operatorname{dim} \mathfrak{n}}$ (see (4)), or equivalently, the following conditions hold:
(a) $S\left(\operatorname{ad}_{\lambda_{0}} H+D_{\mathfrak{h}}\right)=0$.
(b) $\mathrm{ad}_{\lambda_{1}} H=D_{\mathfrak{h n}}=0$.
(c) $S\left(\left.\operatorname{ad}_{\mathfrak{p}} H\right|_{\mathfrak{n}}+D_{\mathfrak{n}}\right)=t\left(\beta+\|\beta\|^{2} I\right)$, for some $t \geq 0$.

For $\mu=0$ one has that $S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)=\left[\begin{array}{cc}0 & 0 \\ 0 & t I\end{array}\right]$, where $t=\frac{\|H\|^{2}+\operatorname{tr} D_{\mathfrak{n}}}{\operatorname{dimn} \mathrm{n}}$.
Proof. In order to apply the results in the appendix (Section 7), we identify $\mathfrak{n}$ with $\mathbb{R}^{n}$ via an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathfrak{n}$. In this way, $\mu$ can be viewed as an element of $\mathcal{N} \subset V$. If $\mu \neq 0$ then $\mu \in \mathcal{S}_{\beta}$ for some $\beta \in \mathcal{B} \subset \mathfrak{t}^{+}$, and there exists $h \in \mathrm{O}(n)$ such that $\tilde{\mu}:=h \cdot \mu$ satisfies $\beta_{\tilde{\mu}}=\beta$; consequently, many extra nice properties of $\tilde{\mu}$ related to $\beta$ hold. Let $\tilde{h}: \mathfrak{g} \longrightarrow \mathfrak{g}$ be the map defined by $\left.\tilde{h}\right|_{\mathfrak{e} \oplus \mathfrak{h}}=I,\left.\tilde{h}\right|_{\mathfrak{n}}=h$, and let $\tilde{\mathfrak{g}}$ denote the Lie algebra with underlying vector space $\mathfrak{g}$ and Lie bracket

$$
\tilde{h} \cdot[\cdot, \cdot]=\tilde{h}\left[\tilde{h}^{-1} \cdot, \tilde{h}^{-1} \cdot\right] .
$$

It is easy to check that $(\tilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ is also a metric reductive decomposition. Since the condition $\lambda_{1}=0$ holds for $(\tilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ if and only if it does so for ( $\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle$ ), we can assume from now on that $\beta_{\mu}=\beta$, and thus we can use in the proof all the properties stated in Theorem 7.1 and Lemma 2.3.

Lemma 4.2. Under the same hypotheses of the proposition, we have that

$$
\begin{equation*}
c \operatorname{tr} F+\operatorname{tr} F^{2}=0, \tag{28}
\end{equation*}
$$

where $F=S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)$.

Remark 4.3. This lemma actually holds without assuming that $c<0$.

Proof. By letting $E=\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}$ in (26), we get
(29) $c \operatorname{tr} F+\frac{1}{2} \operatorname{tr} B_{\mathfrak{p}}\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)+\operatorname{tr} F^{2}=\frac{1}{4}\left\langle\pi\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)[\cdot, \cdot]_{\mathfrak{p}},[\cdot, \cdot]_{\mathfrak{p}}\right\rangle$.

According to (18), Lemma 2.6, and (27), we have that

$$
\tilde{E}:=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array} \mathrm{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right]=\operatorname{ad} H+D \in \operatorname{Der}(\mathfrak{g}) .
$$

Thus $\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}$ is a derivation of the algebra $\left(\mathfrak{p},[\cdot, \cdot]_{\mathfrak{p}}\right)$, and so the right hand side of (29) vanishes and from Remark 2.7 we obtain that $\operatorname{tr} B_{\mathfrak{p}}\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)=0$. This concludes the proof of the lemma. q.e.d.

Let us first assume that $\mu=0$, and apply (26) to $E \in \operatorname{End}(\mathfrak{g})$ defined by $\left.E\right|_{\mathfrak{h}}=0,\left.E\right|_{\mathfrak{n}}=I$. Recall that $\left.\operatorname{tr} F\right|_{\mathfrak{n}}=\operatorname{tr} F$ thanks to Lemma 2.6. We therefore obtain from (26) that

$$
\frac{1}{4}\left\|\lambda_{1}\right\|^{2}=c n+\operatorname{tr} F .
$$

If $n=0$, the claim is trivial. Otherwise, since $c<0$, we must have that $\operatorname{tr} F>0$, and so from (28) we get

$$
\begin{aligned}
\frac{1}{4}\left\|\lambda_{1}\right\|^{2} & =c n+\operatorname{tr} F=-\frac{\operatorname{tr} F^{2}}{\operatorname{tr} F} n+\operatorname{tr} F=\frac{\operatorname{tr} F^{2}}{\operatorname{tr} F}\left(\frac{(\operatorname{tr} F)^{2}}{\operatorname{tr} F^{2}}-n\right) \\
& \leq \frac{\operatorname{tr} F^{2}}{\operatorname{tr} F}\left(\frac{(\operatorname{tr} F \mid \mathrm{n})^{2}}{\operatorname{tr}(F \mid \mathrm{n})^{2}}-n\right) \leq \frac{\operatorname{tr} F^{2}}{\operatorname{tr} F}\left(\frac{\left(f_{1}+\cdots+f_{n}\right)^{2}}{f_{1}^{2}+\cdots+f_{n}^{2}}-n\right) \leq 0,
\end{aligned}
$$

where $f_{1}, \ldots, f_{n}$ are the eigenvalues of $\left.F\right|_{\mathfrak{n}}$. Thus $\lambda_{1}=0$, and we get in addition that $\left.F\right|_{\mathfrak{h}}=0\left(\right.$ since $\left.\operatorname{tr} F^{2}=\operatorname{tr}\left(\left.F\right|_{\mathfrak{n}}\right)^{2}\right)$ and also that $\left.F\right|_{\mathfrak{n}}=t I$ for some $t \in \mathbb{R}$, which must satisfy $t=\frac{\left.\operatorname{tr} F\right|_{n}}{n}=\frac{\|H\|^{2}+\operatorname{tr} D_{\mathrm{n}}}{n}$.

We now consider the case $\mu \neq 0$. Recall that we can assume that $\mu$ satisfies $\beta_{\mu}=\beta$, and thus the right hand side of (26) applied to $E_{\beta}$ (see (4)) is $\geq 0$ by Lemma 2.3. We therefore obtain from (26) that

$$
\begin{equation*}
c \operatorname{tr} E_{\beta}+\operatorname{tr} F E_{\beta} \geq 0 \tag{30}
\end{equation*}
$$

In particular, we have that $F \neq 0$ since $c<0$ and $\operatorname{tr} E_{\beta}>0$ (see (55)), which implies that $\operatorname{tr} F>0$ and $c=-\frac{\operatorname{tr} F^{2}}{\operatorname{tr} F}$ by (28). Recall that $\operatorname{tr} \beta=-1$ and hence

$$
\begin{align*}
\operatorname{tr} E_{\beta}^{2} & =\operatorname{tr}\left(\beta^{2}+\|\beta\|^{4} I+2\|\beta\|^{2} \beta\right)=\|\beta\|^{2}\left(1+n\|\beta\|^{2}-2\right)  \tag{31}\\
& =\|\beta\|^{2}\left(-1+n\|\beta\|^{2}\right)=\|\beta\|^{2} \operatorname{tr} E_{\beta} .
\end{align*}
$$

On the other hand, we have by (57) that

$$
\begin{equation*}
\operatorname{tr} F E_{\beta}=\left.\operatorname{tr} F\right|_{\mathfrak{n}}\left(\beta+\|\beta\|^{2}\right)=\|\beta\|^{2} \operatorname{tr} F \tag{32}
\end{equation*}
$$

We now use (28), (30), (31), and (32) to obtain by a straightforward manipulation that

$$
\operatorname{tr} F^{2} \operatorname{tr} E_{\beta}^{2} \leq\left(\operatorname{tr} F E_{\beta}\right)^{2},
$$

a 'backwards' Cauchy-Schwartz inequality. This implies that $F=t E_{\beta}$ for some $t>0$, and so part (iii) follows (recall that conditions (a)-(c)
hold by (16) and (27)). But we also get that equality holds in (30), which turns all the inequalities obtained in the proof of Lemma 2.3 into equalities. In particular, $\lambda_{1}=0$ follows from (5), and part (i) does so from (7) and (58).

Finally, by using (6) and (54) one obtains part (ii), concluding the proof of the proposition.
q.e.d.

According to Proposition 4.1, if $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ is a metric reductive decomposition of an expanding semi-algebraic soliton, then the matrices of the adjoint maps and $D$ have the following simpler forms:

$$
\operatorname{ad} H=\left[\begin{array}{ccc}
0 & 0 & 0  \tag{33}\\
0 & 0 d_{\lambda_{0}} H & 0 \\
0 & 0 & \operatorname{ad}_{\eta} H
\end{array}\right], \quad D=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & D_{\mathrm{y}} & 0 \\
0 & 0 & D_{\mathrm{n}}
\end{array}\right],
$$

and for all $Y \in \mathfrak{h}$,

$$
\operatorname{ad} Y=\left[\begin{array}{ccc}
0 & \operatorname{ad}_{\lambda_{2}} Y & 0  \tag{34}\\
\operatorname{ad}_{\nu_{1}} Y & \operatorname{ad}_{\lambda_{0}} Y & 0 \\
0 & 0 & \operatorname{ad}_{\eta} Y
\end{array}\right] .
$$

After the structural results obtained in Proposition 4.1, we can now see what is the formula for $M$, the most complicated term of Ric.

Lemma 4.4. Let $\left(G / K, g_{\langle\cdot,\rangle}\right)$ be a homogeneous space with any metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$, and consider the decompositions $\mathfrak{p}=\mathfrak{h} \oplus \mathfrak{n}$ and $[\cdot, \cdot]_{\mathfrak{p}}=\lambda_{0}+\cdots+\mu$ defined in (2) and (3), respectively. Suppose that $[\mathfrak{h}, \mathfrak{h}] \subseteq \mathfrak{k} \oplus \mathfrak{h}$ (i.e. $\lambda_{1}=0$ ). Then the symmetric operator $M$ defined in (13) is given for all $Y \in \mathfrak{h}, X \in \mathfrak{n}$ by

$$
\begin{aligned}
& \langle M Y, Y\rangle=\left\langle M_{\lambda_{0}} Y, Y\right\rangle-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\eta} Y\right)^{t}, \\
& \langle M X, X\rangle=\left\langle M_{\mu} X, X\right\rangle+\frac{1}{2} \sum\left\langle\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right] X, X\right\rangle, \\
& \langle M Y, X\rangle=-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\mu} X\right)^{t},
\end{aligned}
$$

where $M_{\lambda_{0}}$ and $M_{\mu}$ are defined as in (13) by replacing $[\cdot, \cdot]_{\mathfrak{p}}$ with the brackets $\lambda_{0}: \mathfrak{h} \times \mathfrak{h} \longrightarrow \mathfrak{h}$ and $\mu: \mathfrak{n} \times \mathfrak{n} \longrightarrow \mathfrak{n}$, respectively, and $\left\{Y_{i}\right\}$ is any orthonormal basis of $\mathfrak{h}$.

Remark 4.5. The lemma actually holds for any direct sum decomposition $\mathfrak{p}=\mathfrak{h} \oplus \mathfrak{n}$ in subspaces such that $[\mathfrak{h}, \mathfrak{h}]_{\mathfrak{p}} \subset \mathfrak{h}$ and $[\mathfrak{p}, \mathfrak{n}]_{\mathfrak{p}} \subset \mathfrak{n}$.

Proof. Let $\left\{X_{i}\right\}$ be an orthonormal basis of $\mathfrak{n}$. Since $\lambda_{1}=0$, the computation of $M$ for $Y \in \mathfrak{h}, X \in \mathfrak{n}$ can be done as follows:

$$
\begin{aligned}
\langle M Y, Y\rangle= & -\frac{1}{2} \sum\left\langle\lambda_{0}\left(Y, Y_{i}\right), Y_{j}\right\rangle^{2}-\frac{1}{2} \sum\left\langle\eta\left(Y, X_{i}\right), X_{j}\right\rangle^{2} \\
& +\frac{1}{4} \sum\left\langle\lambda_{0}\left(Y_{i}, Y_{j}\right), Y\right\rangle^{2} \\
= & \left\langle M_{\lambda_{0}} Y, Y\right\rangle-\frac{1}{2} \sum\left\langle\operatorname{ad}_{\eta} Y\left(X_{i}\right), \operatorname{ad}_{\eta} Y\left(X_{i}\right)\right\rangle \\
= & \left\langle M_{\lambda_{0}} Y, Y\right\rangle-\frac{1}{2} \sum\left\langle\left(\operatorname{ad}_{\eta}\right)^{t} Y \operatorname{ad}_{\eta} Y\left(X_{i}\right), X_{i}\right\rangle \\
= & \left\langle M_{\lambda_{0}} Y, Y\right\rangle-\frac{1}{2} \operatorname{tr}\left(\operatorname{ad}_{\eta} Y\right)^{t} \operatorname{ad}_{\eta} Y, \\
\langle M X, X\rangle=- & \frac{1}{2} \sum\left\langle\left[X, Y_{i}\right], X_{j}\right\rangle^{2}-\frac{1}{2} \sum\left\langle\mu\left(X, X_{i}\right), X_{j}\right\rangle^{2} \\
+ & \frac{1}{2} \sum\left\langle\eta\left(Y_{i}, X_{j}\right), X\right\rangle^{2}+\frac{1}{4} \sum\left\langle\mu\left(X_{i}, X_{j}\right), X\right\rangle^{2} \\
=\langle & \left.M_{\mu} X, X\right\rangle-\frac{1}{2} \sum\left\langle\eta\left(Y_{i}, X\right), X_{j}\right\rangle^{2}+\frac{1}{2} \sum\left\langle\eta\left(Y_{i}, X_{j}\right), X\right\rangle^{2} \\
=\langle & \left.M_{\mu} X, X\right\rangle-\frac{1}{2} \sum\left\langle\operatorname{ad}_{\eta} Y_{i}(X), \operatorname{ad}_{\eta} Y_{i}(X)\right\rangle \\
& +\frac{1}{2} \sum\left\langle\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}(X),\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}(X)\right\rangle \\
=\langle & \left.M_{\mu} X, X\right\rangle+\frac{1}{2} \sum\left\langle\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right] X, X\right\rangle, \\
\langle M Y, X\rangle= & -\frac{1}{2} \sum\left\langle\eta\left(Y, X_{i}\right), X_{j}\right\rangle\left\langle\mu\left(X, X_{i}\right), X_{j}\right\rangle \\
& =-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\mu} X\right)^{t},
\end{aligned}
$$

which concludes the proof of the lemma.
q.e.d.

We are finally prepared to prove the main structural result of this paper.

Theorem 4.6. Let $(G / K, g)$ be a homogeneous space, and consider the metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ such that $B(\mathfrak{k}, \mathfrak{p})=0$. Also consider the orthogonal decomposition $\mathfrak{p}=\mathfrak{h} \oplus \mathfrak{n}$, where $\mathfrak{n}$ is the nilradical of $\mathfrak{g}$. If $(G / K, g)$ is an expanding semi-algebraic soliton with cosmological constant $c<0$, then the following conditions hold:
(i) $[\mathfrak{h}, \mathfrak{h}] \subset \mathfrak{k} \oplus \mathfrak{h}$. In particular, $\mathfrak{u}=\mathfrak{k} \oplus \mathfrak{h}$ is a reductive Lie subalgebra of $\mathfrak{g}$ and $\mathfrak{g}=\mathfrak{u} \ltimes \mathfrak{n}$ (semidirect product).
(ii) $\operatorname{Ric}_{\mathfrak{u}}=c I+C_{\mathfrak{h}}$, where $\operatorname{Ric}_{\mathfrak{u}}$ is the Ricci operator of the metric reductive decomposition ( $\mathfrak{u}=\mathfrak{k} \oplus \mathfrak{h},\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{u} \times \mathfrak{u}}$ ) and $C_{\mathfrak{h}}$ is the symmetric map defined by

$$
\left\langle C_{\mathfrak{h}} Y, Y\right\rangle=\operatorname{tr} S\left(\left.\operatorname{ad} Y\right|_{\mathfrak{n}}\right)^{2}, \quad \forall Y \in \mathfrak{h} .
$$

(iii) $\operatorname{Ric}_{\mathfrak{n}}=c I+D_{1}$, for some $D_{1} \in \operatorname{Der}(\mathfrak{n})$, where $\operatorname{Ric}_{\mathfrak{n}}$ denotes the Ricci operator of the metric nilpotent Lie algebra $\left(\mathfrak{n},\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{n} \times \mathfrak{n}}\right)($ i.e. $\left(\mathfrak{n},\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{n} \times \mathfrak{n}}\right)$ is a nilsoliton).
(iv) $\sum\left[\left.\operatorname{ad} Y_{i}\right|_{\mathfrak{n}},\left(\left.\operatorname{ad} Y_{i}\right|_{\mathfrak{n}}\right)^{t}\right]=0$, where $\left\{Y_{i}\right\}$ is any orthonormal basis of $\mathfrak{h}$ (in particular, $\left(\left.\operatorname{ad} Y\right|_{\mathfrak{n}}\right)^{t} \in \operatorname{Der}(\mathfrak{n})$ for all $\left.Y \in \mathfrak{h}\right)$.
(v) The Ricci operator of $(G / K, g)$ is given by Ric $=c I+S\left(D_{\mathfrak{p}}\right)$, where

$$
D:=-\operatorname{ad} H+\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& & D_{1}
\end{array}\right] \in \operatorname{Der}(\mathfrak{g}) .
$$

Conversely, if conditions (i)-(iv) hold for some metric reductive decomposition (not necessarily with $B(\mathfrak{k}, \mathfrak{p})=0$ ) and $G / K$ is simply connected, then $(G / K, g)$ is a semi-algebraic soliton with cosmological constant $c$ and derivation $D$ as above.

Remark 4.7. In particular, these structural results apply to any Einstein homogeneous space of negative scalar curvature, as such spaces are all expanding semi-algebraic solitons with respect to any reductive decomposition.

Remark 4.8. In part (ii), $\operatorname{Ric}_{\mathfrak{u}}$ is defined as in (11) and it is actually the Ricci operator of the homogeneous space $U / K_{0}$ endowed with the $U$-invariant metric determined by $\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{h} \times \mathfrak{h}}$, where $U$ is the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{u}$ and $K_{0}$ is the connected component of the identity of $K$. We note that $U / K_{0}$ is almost-effective if and only if the kernel of the map $\mathfrak{k} \longrightarrow \operatorname{End}(\mathfrak{h}),\left.Z \mapsto \operatorname{ad} Z\right|_{\mathfrak{h}}$, does vanish.

Proof. We consider the metric reductive decomposition ( $\mathfrak{g}=\mathfrak{k} \oplus$ $\mathfrak{p},\langle\cdot, \cdot\rangle)$ defined at the beginning of the proof of Proposition 4.1, for which the corresponding $\widetilde{\mu}=h \cdot \mu(h \in \mathrm{O}(n))$ satisfies $\beta_{\widetilde{\mu}}=\beta$. The Ricci operator of ( $\widetilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle$ ) is given by $\widetilde{\operatorname{Ric}}=h \operatorname{Ric} h^{-1}$. Moreover, it is easy to see that

$$
\widetilde{\operatorname{Ric}_{\mathfrak{u}}}=\operatorname{Ric}_{\mathfrak{u}},\left.\quad \widetilde{\operatorname{ad} Y}\right|_{\mathfrak{n}}=\left.h \operatorname{ad} Y\right|_{\mathfrak{n}} h^{-1}, \quad \widetilde{C}_{\mathfrak{h}}=C_{\mathfrak{h}}, \quad \widetilde{\operatorname{Ric}_{\mathfrak{n}}}=h \operatorname{Ric}_{\mathfrak{n}} h^{-1},
$$

for all $Y \in \mathfrak{h}$, from which follows that conditions (i)-(iv) hold for ( $\mathfrak{g}=$ $\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ if and only if they do so for $(\widetilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$. This allows us to assume from now on that condition $\beta_{\mu}=\beta$ holds for our $\mu$ if nonzero and so we can use all the properties stated in Theorem 7.1 and Lemma 2.3.

We first suppose that $(G / K, g)$ is a semi-algebraic soliton as stated in the theorem, say with Ric $=c I+S\left(D_{\mathfrak{p}}\right), c<0$. Recall that some restrictions on the form of $D$ have already been proved (see (33)). The notation introduced in Section 2 will be constantly used along the proof of the theorem. Part (i) follows from Proposition 4.1. In order to prove parts (iii) and (iv) we need the following result.

Lemma 4.9. For any $Y \in \mathfrak{h},\left(\left.\operatorname{ad} Y\right|_{\mathfrak{n}}\right)^{t}$ is a derivation of $\mathfrak{n}$.
Proof. For $\mu=0$ (i.e. $\mathfrak{n}$ abelian), the assertion is trivially true. If $\mu \neq 0$ and $\mu \in \mathcal{S}_{\beta}$, then we know from Proposition 4.1(iii),(c) that $\left.F\right|_{\mathfrak{n}}=t\left(\beta+\|\beta\|^{2} I\right)$, where $F=S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)$, and since $\left.F\right|_{\mathfrak{n}}$ is a derivation of $\mathfrak{n}$ by Proposition 4.1(i), we get by (57) that

$$
\operatorname{tr}\left(\left.F\right|_{\mathfrak{n}}\right)^{2}=\left.t\|\beta\|^{2} \operatorname{tr} F\right|_{\mathfrak{n}}
$$

But it follows from Proposition 4.1(iii) that $\left.\operatorname{tr} F\right|_{\mathfrak{n}}=\operatorname{tr} F$ and $\operatorname{tr}\left(\left.F\right|_{\mathfrak{n}}\right)^{2}=$ $\operatorname{tr} F^{2}$, so we can use (28) to conclude that $t=-\frac{c}{\|\beta\|^{2}}$ and thus

$$
\begin{equation*}
\left.F\right|_{\mathfrak{n}}=-\frac{c}{\|\beta\|^{2}} \beta-c I \tag{35}
\end{equation*}
$$

Recall that $F \neq 0$ by (30), and consequently $\left.\operatorname{tr} F\right|_{\mathfrak{n}}=\operatorname{tr} F>0$ by (26).
On the other hand, since Ric $\left.\right|_{\mathfrak{n}}=c I+S\left(D_{\mathfrak{n}}\right)$, it follows from Lemma 4.4 (which we can use thanks to part (i)) that

$$
M_{\mu}+\frac{1}{2} \sum\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right]-\left.F\right|_{\mathfrak{n}}=c I
$$

and hence (35) implies the following equality on $\mathfrak{n}$ :

$$
\begin{equation*}
M_{\mu}+\frac{1}{2} \sum\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right]+\frac{c}{\|\beta\|^{2}} \beta=0 \tag{36}
\end{equation*}
$$

By taking trace in the above equality and using that $\operatorname{tr} M_{\mu}=-\frac{1}{4}\|\mu\|^{2}$ and $\operatorname{tr} \beta=-1$, we obtain that

$$
\begin{equation*}
c=-\frac{1}{4}\|\beta\|^{2}\|\mu\|^{2} \tag{37}
\end{equation*}
$$

It also follows from (36) that

$$
0=\operatorname{tr} M_{\mu}^{2}+\frac{1}{2} \sum \operatorname{tr} M_{\mu}\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right]+\frac{c}{\|\beta\|^{2}} \operatorname{tr} M_{\mu} \beta
$$

Analogously to (15), we have that

$$
\operatorname{tr} M_{\mu} E=\frac{1}{4}\langle\pi(E) \mu, \mu\rangle, \quad \forall E \in \operatorname{End}(\mathfrak{n})
$$

or equivalently, $m(\mu)=\frac{4}{\|\mu\|^{2}} M_{\mu}$ for all $\mu \in V$ (see (51)). Thus, for all $i$,

$$
\begin{align*}
\operatorname{tr} M_{\mu}\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right] & =\frac{1}{4}\left\langle\pi\left(\left[\left.\operatorname{ad}_{\eta} Y_{i}\right|_{\mathfrak{n}},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right]\right) \mu, \mu\right\rangle \\
& =\frac{1}{4}\left\langle\pi\left(\operatorname{ad}_{\eta} Y_{i}\right) \pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu, \mu\right\rangle  \tag{38}\\
& =\frac{1}{4}\left\langle\pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu, \pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu\right\rangle \\
& =\frac{1}{4}\left\|\pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu\right\|^{2}
\end{align*}
$$

This and (37) give

$$
\begin{aligned}
0 & =\operatorname{tr} M_{\mu}^{2}+\frac{1}{8} \sum\left\|\pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu\right\|^{2}-\frac{\|\mu\|^{2}}{4}\left\langle M_{\mu}, \beta\right\rangle \\
& =\frac{1}{8} \sum\left\|\pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu\right\|^{2}+\frac{\|\mu\|^{4}}{16}\left(\frac{16}{\|\mu\|^{4}} \operatorname{tr} M_{\mu}^{2}-\left\langle\frac{4}{\|\mu\|^{2}} M_{\mu}, \beta\right\rangle\right) \\
& =\frac{1}{8} \sum\left\|\pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu\right\|^{2}+\frac{\|\mu\|^{4}}{16}\left(\|m(\mu)\|^{2}-\langle m(\mu), \beta\rangle\right)
\end{aligned}
$$

But since $\mu$ satisfies $\beta_{\mu}=\beta$, we obtain from (56) that

$$
\langle m(\mu), \beta\rangle \leq\|m(\mu)\|\|\beta\| \leq\|m(\mu)\|^{2},
$$

which implies that $\frac{1}{8} \sum\left\|\pi\left(\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right) \mu\right\|^{2}=0$. Thus $\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t} \in \operatorname{Der}(\mathfrak{n})$ for all $i$ and the lemma follows.
q.e.d.

Remark 4.10. By applying (38) to any metric Lie algebra, one obtains that the transpose of any normal derivation is always a derivation as well.

If $\mu=0$, then parts (iii) and (iv) follow directly from the fact that $\left.F\right|_{\mathfrak{n}}=t I$ (see Proposition 4.1) and the formula for Ric $\left.\right|_{\mathfrak{n}}$ and $\left.M\right|_{\mathfrak{n}}$ (see Lemma 4.4). We also obtain that $t=-c$.

For $\mu \neq 0$, we obtain from (36) and Lemma 4.9 that

$$
M_{\mu}+\frac{c}{\|\beta\|^{2}} \beta=0, \quad \sum\left[\operatorname{ad}_{\eta} Y_{i},\left(\operatorname{ad}_{\eta} Y_{i}\right)^{t}\right]=0
$$

as they are orthogonal maps by Remark 2.4 and (57). This implies part (iv), and part (iii) follows from the first equation above, since by (35),

$$
M_{\mu}=-\frac{c}{\|\beta\|^{2}} \beta=c I+\left.F\right|_{\mathfrak{n}}
$$

Regarding (ii), we know from Lemma 4.4 that

$$
\begin{equation*}
\left\langle M_{\lambda_{0}} Y, Y\right\rangle=\langle M Y, Y\rangle+\frac{1}{2} \operatorname{trad}{ }_{\eta} Y\left(\operatorname{ad}_{\eta} Y\right)^{t} \tag{39}
\end{equation*}
$$

On the other hand, since $\mathfrak{u}$ is unimodular as it is reductive, we have

$$
\begin{equation*}
\left\langle\operatorname{Ric}_{\mathfrak{u}} Y, Y\right\rangle=\left\langle M_{\lambda_{0}} Y, Y\right\rangle-\frac{1}{2} \operatorname{tr}\left(\left.\operatorname{ad} Y\right|_{\mathfrak{u}}\right)^{2}, \quad \forall Y \in \mathfrak{h} . \tag{40}
\end{equation*}
$$

So, using that $\left.F\right|_{\mathfrak{h}}=0$, Ric $\left.\right|_{\mathfrak{h}}=c I$ and $\operatorname{tr}(\operatorname{ad} Y)^{2}=\operatorname{tr}\left(\left.\operatorname{ad} Y\right|_{\mathfrak{u}}\right)^{2}+$ $\operatorname{tr}\left(\operatorname{ad}_{\eta} Y\right)^{2}$, together with (39) and (40), yields the desired formula for $\operatorname{Ric}_{\mathfrak{u}}$. This concludes the proof of the first part of the proposition.

Conversely, let us assume that conditions (i)-(iv) hold. We first recall that (iv) implies that $\left(\operatorname{ad}_{\eta} Y\right)^{t}$ is a derivation of $\mathfrak{n}$ for any $Y \in \mathfrak{h}$, by using (38). Also, since we have by (i) that $\lambda_{1}=0$, we may use Lemma 4.4 and compute Ric as follows.

In the first place, (ii) and (40) tell us that

$$
\begin{aligned}
\left\langle\left(M-\frac{1}{2} B_{\mathfrak{p}}\right) Y, Y\right\rangle= & \left\langle M_{\lambda_{0}} Y, Y\right\rangle-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\eta} Y\right)^{t}-\frac{1}{2} \operatorname{tr}(\operatorname{ad} Y)^{2} \\
= & \left\langle\operatorname{Ric}_{\mathfrak{u}} Y, Y\right\rangle+\frac{1}{2} \operatorname{tr}\left(\left.\operatorname{ad} Y\right|_{\mathfrak{u}}\right)^{2}-\frac{1}{2} \operatorname{tr}(\operatorname{ad} Y)^{2} \\
& -\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\eta} Y\right)^{t} \\
= & \left\langle\operatorname{Ric}_{\mathfrak{u}} Y, Y\right\rangle-\frac{1}{2} \operatorname{tr}\left(\operatorname{ad}_{\eta} Y\right)^{2}-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\eta} Y\right)^{t} \\
= & c\|Y\|^{2},
\end{aligned}
$$

for all $Y \in \mathfrak{h}$, by part (ii). Moreover, from (16) one gets

$$
\begin{equation*}
\left\langle\left(M-\frac{1}{2} B_{\mathfrak{p}}\right) Y, X\right\rangle=-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\eta} Y\left(\operatorname{ad}_{\mu} X\right)^{t}=0, \quad \forall Y \in \mathfrak{h}, X \in \mathfrak{n}, \tag{42}
\end{equation*}
$$

since $\left(\operatorname{ad}_{\eta} Y\right)^{t}$ is also a derivation of $\mathfrak{n}$ and so if $\mathfrak{n}=\mathfrak{n}_{1} \oplus \cdots \oplus \mathfrak{n}_{r}$ is the orthogonal decomposition with $[\mathfrak{n}, \mathfrak{n}]=\mathfrak{n}_{2} \oplus \cdots \oplus \mathfrak{n}_{r},[\mathfrak{n},[\mathfrak{n}, \mathfrak{n}]]=$
$\mathfrak{n}_{3} \oplus \cdots \oplus \mathfrak{n}_{r}$, and so on, then $\operatorname{ad}_{\eta} Y$ leave the subspaces $\mathfrak{n}_{i}$ invariant and $\left.\operatorname{ad}_{\mu} X\left(\mathfrak{n}_{i}\right) \subset \mathfrak{n}_{i+1} \oplus\right]$ cdots $\oplus \mathfrak{n}_{r}$ for all $i$. And also from (16) and (iv) we obtain

$$
\begin{equation*}
\left\langle\left(M-\frac{1}{2} B_{\mathfrak{p}}\right) X, X\right\rangle=\left\langle M_{\mu} X, X\right\rangle=\left\langle\operatorname{Ric}_{\mathfrak{n}} X, X\right\rangle \tag{43}
\end{equation*}
$$

By putting (41), (42), and (43) together and by using (iii) we conclude that

$$
\operatorname{Ric}=c I+S\left(D_{\mathfrak{p}}\right), \quad \text { for } \quad D=-\operatorname{ad} H+\tilde{D}_{1}
$$

where $\tilde{D}_{1}$ is defined by $\left.\tilde{D}_{1}\right|_{\mathfrak{k} \oplus \mathfrak{h}}=0,\left.\tilde{D}_{1}\right|_{\mathfrak{n}}=D_{1}$. It only remains to show that $\tilde{D}_{1} \in \operatorname{Der}(\mathfrak{g})$, as we can then apply Proposition 3.4 to obtain that $(G / K, g)$ is a semi-algebraic soliton.

To do that, recall that $D_{1} \in \operatorname{Der}(\mathfrak{n})$ and so it is easy to see that it suffices to prove that

$$
\begin{equation*}
\left[\left.\operatorname{ad}(Y+Z)\right|_{\mathfrak{n}}, D_{1}\right]=0 \tag{44}
\end{equation*}
$$

for all $Y \in \mathfrak{h}, Z \in \mathfrak{k}$. But $D_{1}$ commutes with every derivation $E$ of $\mathfrak{n}$ whose transpose is also a derivation since $M_{\mu}=c I+D_{1}$ (see Remark 2.5), and therefore (44) follows from the fact that $\left(\left.\operatorname{ad}(Y)\right|_{\mathfrak{n}}\right)^{t} \in \operatorname{Der}(\mathfrak{n})$ and $\left(\left.\operatorname{ad} Z\right|_{\mathfrak{n}}\right)^{t}=-\left.\operatorname{ad} Z\right|_{\mathfrak{n}}$, for all $Y \in \mathfrak{h}, Z \in \mathfrak{k}$. This concludes the proof of the theorem. q.e.d.

Corollary 4.11. Let $(G / K, g)$ be an expanding semi-algebraic soliton as in Theorem 4.6.
(i) If $[\mathfrak{h}, \mathfrak{h}]=0$, then $(G / K, g)$ is isometric to a solvsoliton. This in particular holds when $\mathfrak{g}$ is solvable.
(ii) If $\mathfrak{g}$ is semisimple, then $(G / K, g)$ is Einstein with $\operatorname{Rc}(g)=c g$.

Remark 4.12. Part (iii) has already been proved in [17, Theorem 1.6].

Proof. We first prove part (i). It is easy to see that $(G / K, g)$ is isometric to the left-invariant metric defined by $\langle\cdot, \cdot\rangle$ on the connected solvable Lie subgroup $S$ of $G$ with Lie algebra $\mathfrak{h} \oplus \mathfrak{n}$, which is easily seen to be a solvsoliton by using parts (ii)-(iv) of Theorem 4.6 and applying [24, Proposition 4.3]. Recall that $G$ can be assumed to be simply connected without losing almost-effectiveness, and so $S$ is simple connected as $G=K \times S$ as differentiable manifolds. We note that if $\mathfrak{g}$ is solvable, then actually the whole Lie subalgebra $\mathfrak{u}$ must be abelian.

Part (ii) follows from the fact that $\mathfrak{n}=0$ and so $C_{\mathfrak{h}}=0$ (see Theorem 4.6(ii)).

> q.e.d.

Along the proof of Theorem 4.6, the following extra structural properties have been obtained.

Proposition 4.13. Under the same hypothesis of Theorem 4.6, if say Ric $=c I+S\left(D_{\mathfrak{p}}\right)$ and $F=S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right)$, then $D_{1}=S\left(\left.\operatorname{ad} H\right|_{\mathfrak{n}}+\left.D\right|_{\mathfrak{n}}\right)$
and

$$
\left[\left.\operatorname{ad} \mathfrak{u}\right|_{\mathfrak{n}}, D_{1}\right]=0, \quad\left[\left.\operatorname{ad} \mathfrak{u}\right|_{\mathfrak{p}}, F\right]=0
$$

Also, the operator $M$ leaves $\mathfrak{n}$ invariant, and $\left.M\right|_{\mathfrak{n}}=M_{\mu}$. Assume now that $\mathfrak{n}$ is not abelian, $\mu:=\left.[\cdot, \cdot]\right|_{\mathfrak{n} \times \mathfrak{n}} \in \mathcal{S}_{\beta}$ and $\beta_{\mu}=\beta$, and define $E_{\beta} \in$ $\operatorname{End}(\mathfrak{g})$ by

$$
E_{\beta}:=\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& \beta+\|\beta\|^{2} I
\end{array}\right], \quad \text { i.e. }\left.\quad E_{\beta}\right|_{\mathfrak{e} \oplus \mathfrak{h}}=0,\left.\quad E_{\beta}\right|_{\mathfrak{n}}=\beta+\|\beta\|^{2} I .
$$

Then the following conditions hold:

- $E_{\beta} \in \operatorname{Der}(\mathfrak{g})$ (or equivalently, $\left[\beta,\left.\operatorname{ad} \mathfrak{u}\right|_{\mathfrak{n}}\right]=0$ and $\beta+\|\beta\|^{2} I \in$ $\operatorname{Der}(\mathfrak{n}))$.
- $S(\operatorname{ad} H+D)=-\frac{c}{\|\mu\|^{2}} E_{\beta}$.
- $c=-\frac{1}{4}\|\mu\|^{2}\|\beta\|^{2}$ and the moment map satisfies $m(\mu)=\beta$.

In [19], algebraic solitons have been geometrically characterized among homogeneous Ricci solitons as those for which the Ricci flow solution is simultaneously diagonalizable with respect to a fixed orthonormal basis of some tangent space. As a first application of Theorem 4.6, we now give some structural characterizations of algebraic solitons.

Proposition 4.14. Under the same hypothesis of Theorem 4.6, assume that $(G / K, g)$ is an expanding semi-algebraic soliton with Ric $=$ $c I+S\left(D_{\mathfrak{p}}\right), c<0, D=\left[\begin{array}{cc}0 & 0 \\ 0 & D_{\mathfrak{p}}\end{array}\right] \in \operatorname{Der}(\mathfrak{g})$. Then the following conditions are equivalent:
(i) $(G / K, g)$ is an algebraic soliton (i.e. $S(D) \in \operatorname{Der}(\mathfrak{g})$ ).
(ii) $S\left(D_{\mathfrak{p}}\right) \in \operatorname{Der}\left([\cdot, \cdot]_{\mathfrak{p}}\right)$.
(iii) $S\left(\operatorname{ad}_{\mathfrak{p}} H\right) \in \operatorname{Der}\left([\cdot, \cdot]_{\mathfrak{p}}\right)$ (or equivalently, $S(\operatorname{ad} H) \in \operatorname{Der}(\mathfrak{g})$ ).
(iv) $\operatorname{ad}_{\mathfrak{p}} H$ is normal (or equivalently, ad $H$ is normal).
(v) $S\left(\left.D\right|_{\mathfrak{h}}\right)=0$.
(vi) $S\left(\left.\operatorname{ad} H\right|_{\mathfrak{h}}\right)=0$.
(vii) Ric $\left.\right|_{\mathfrak{h}}=c I$.

Proof. If one assumes part (i), then (ii) holds by $S(D) \mathfrak{p} \subset \mathfrak{p}$. Conversely, part (ii) together with the fact that $\left[\left.\operatorname{ad} Z\right|_{\mathfrak{p}}, S\left(D_{\mathfrak{p}}\right)\right]=0$ for all $Z \in \mathfrak{k}$ (which follows from (19)), implies that $S(D)=\left[\begin{array}{cc}0 & 0 \\ 0 & S\left(D_{\mathfrak{p}}\right)\end{array}\right] \in$ $\operatorname{Der}(\mathfrak{g})$.

The equivalence between part (iii) and $S(\operatorname{ad} H) \in \operatorname{Der}(\mathfrak{g})$ follows as above by using that $S(\operatorname{ad} H) \mathfrak{p} \subset \mathfrak{p}\left(\right.$ see (33)) and $\left[\left.\operatorname{ad} \mathfrak{k}\right|_{\mathfrak{p}}, S\left(\operatorname{ad}_{\mathfrak{p}} H\right)\right]=$ 0 (see (18)). It follows from Proposition 4.13 that $S\left(\operatorname{ad}_{\mathfrak{p}} H+D_{\mathfrak{p}}\right) \in$ $\operatorname{Der}\left([\cdot, \cdot]_{\mathfrak{p}}\right)$, and thus parts (ii) and (iii) are equivalent. To see that (iii) implies (iv), first observe that for all $X \in \mathfrak{p}$,

$$
\left\langle\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t} H, X\right\rangle=\left\langle H,[H, X]_{\mathfrak{p}}\right\rangle=\operatorname{tr} \operatorname{ad}[H, X]=\operatorname{tr}[\operatorname{ad} H, \operatorname{ad} X]=0,
$$

so $\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t} H=0$. By using this and the fact that $\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t}$ is a derivation (which is equivalent to part (iii), since $\operatorname{ad}_{\mathfrak{p}} H \in \operatorname{Der}\left([\cdot, \cdot]_{\mathfrak{p}}\right)$ ), we
get

$$
\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t}\left([H, X]_{\mathfrak{p}}\right)=\left[H,\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t} X\right]_{\mathfrak{p}}
$$

and thus $\operatorname{ad}_{\mathfrak{p}} H$ is normal ( $\operatorname{ad} H$ is therefore normal by (33)). Conversely, if part (iv) holds, then we can argue as in (38) to obtain

$$
0=\operatorname{tr} M\left[\operatorname{ad}_{\mathfrak{p}} H,\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t}\right]=\frac{1}{4}\left\|\pi\left(\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t}\right)[\cdot, \cdot]_{\mathfrak{p}}\right\|^{2}
$$

This implies that $\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t} \in \operatorname{Der}\left([\cdot, \cdot]_{\mathfrak{p}}\right)$, and thus part (iii) follows.
From Proposition 4.13 we have that $S\left(\left.\operatorname{ad} H\right|_{\mathfrak{h}}+\left.D\right|_{\mathfrak{h}}\right)=0$; therefore using that Ric $\left.\right|_{\mathfrak{h}}=c I+S\left(\left.D\right|_{\mathfrak{h}}\right)$, it easily follows that parts (v), (vi), and (vii) are pairwise equivalent.

Now if (vi) holds, then we use the fact that $\left.M\right|_{\mathfrak{n}}=M_{\mu}$ (see Proposition 4.13) to obtain

$$
\begin{aligned}
\frac{1}{4}\left\|\pi\left(\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t}\right)[\cdot, \cdot]_{\mathfrak{p}}\right\|^{2} & =\operatorname{tr} M\left[\operatorname{ad}_{\mathfrak{p}} H,\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t}\right] \\
& =\operatorname{tr} M_{\mu}\left[\left.\operatorname{ad} H\right|_{\mathfrak{n}},\left(\left.\operatorname{ad} H\right|_{\mathfrak{n}}\right)^{t}\right] \\
& =\frac{1}{4}\left\|\pi\left(\left(\left.\operatorname{ad} H\right|_{\mathfrak{n}}\right)^{t}\right) \mu\right\|^{2}=0
\end{aligned}
$$

by Theorem 4.6(iv), from which part (iii) follows.
Conversely, assume that $\left(\operatorname{ad}_{\mathfrak{p}} H\right)^{t} \in \operatorname{Der}\left([\cdot, \cdot]_{\mathfrak{p}}\right)$. This implies that $\left[M, \operatorname{ad}_{\mathfrak{p}} H\right]=0$ by Remark 2.5. On the other hand, recall that $M-\frac{1}{2} B_{\mathfrak{p}}=$ $c I+F$, and by Proposition $4.13, c I+F$ also commutes with $\operatorname{ad}_{\mathfrak{p}} H$. Hence, we must have that

$$
\left[B_{\mathfrak{p}}, \operatorname{ad}_{\mathfrak{p}} H\right]=0
$$

Now if we decompose $\mathfrak{p}=\mathfrak{h}_{1} \oplus \mathfrak{a} \oplus \mathfrak{n}$ as in the proof of Lemma 2.6, then relative to that decomposition the operators $B_{\mathfrak{p}}$ and $\operatorname{ad}_{\mathfrak{p}} H$ have the form:

$$
B_{\mathfrak{p}}=\left[\begin{array}{ccc}
B_{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad \operatorname{ad}_{\mathfrak{p}} H=\left[\begin{array}{ccc}
\left.\operatorname{ad} H\right|_{\mathfrak{h}_{1}} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \left.\operatorname{ad} H\right|_{\mathfrak{n}}
\end{array}\right] .
$$

Here, we are using (22) and the fact that $(\operatorname{ad} H)^{t} \in \operatorname{Der}(\mathfrak{g})$. Also, as in the proof of Lemma 2.6, we obtain that

$$
\left(\left.\operatorname{ad} H\right|_{\mathfrak{h}_{1}}\right)^{t}=-B_{2}\left(\left.\operatorname{ad} H\right|_{\mathfrak{h}_{1}}\right) B_{2}^{-1}
$$

But $\left[B_{2},\left.\operatorname{ad} H\right|_{\mathfrak{h}_{1}}\right]=\left.\left[B_{\mathfrak{p}}, \operatorname{ad}_{\mathfrak{p}} H\right]\right|_{\mathfrak{h}_{1}}=0$, hence $\left(\left.\operatorname{ad} H\right|_{\mathfrak{h}_{1}}\right)^{t}=-\left.\operatorname{ad} H\right|_{\mathfrak{h}_{1}}$ and part (vi) follows. This concludes the proof of the proposition. q.e.d.

## 5. Construction procedure for semi-algebraic solitons

Our aim in this section is to state Theorem 4.6 in a more transparent way via a construction procedure.

First consider the following data set satisfying the following conditions:
(d1) $\left(\mathfrak{n},\langle\cdot, \cdot\rangle_{\mathfrak{n}}\right)$ : a metric nilpotent Lie algebra with Ricci operator $\operatorname{Ric}_{\mathfrak{n}}=$ $c I+D_{1}$, for some $c<0, D_{1} \in \operatorname{Der}(\mathfrak{n})$ (i.e. a nilsoliton $\left(\mathfrak{n},\langle\cdot, \cdot\rangle_{\mathfrak{n}}\right)$; recall that $D_{1}$ is always positive definite).
(d2) $\left(\mathfrak{u}=\mathfrak{k} \oplus \mathfrak{h},\langle\cdot, \cdot\rangle_{\mathfrak{u}}\right):$ a metric reductive decomposition with $\mathfrak{u}$ a reductive Lie algebra.
(d3) $\theta: \mathfrak{u} \longrightarrow \operatorname{Der}(\mathfrak{n}):$ a homomorphism of Lie algebras such that
(c1) $\theta(Z)^{t}=-\theta(Z)$ for all $Z \in \mathfrak{k}$.
(c2) $\sum\left[\theta\left(Y_{i}\right), \theta\left(Y_{i}\right)^{t}\right]=0$ for any orthonormal basis $\left\{Y_{i}\right\}$ of $\mathfrak{h}$ (it follows as in (38) that $\theta(Y)^{t} \in \operatorname{Der}(\mathfrak{n})$ for any $\left.Y \in \mathfrak{h}\right)$.
(c3) The Ricci operator of $\left(\mathfrak{u}=\mathfrak{k} \oplus \mathfrak{h},\langle\cdot, \cdot\rangle_{\mathfrak{u}}\right)$ satisfies
$\operatorname{Ric}_{\mathfrak{u}}=c I+C_{\theta}, \quad$ where $\quad\left\langle C_{\theta} Y, Y\right\rangle=\operatorname{tr} S(\theta(Y))^{2}, \quad \forall Y \in \mathfrak{h}$.
Take now the corresponding semidirect product of Lie algebras,

$$
\mathfrak{g}=\mathfrak{u} \oplus \mathfrak{n}
$$

and the metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$, where $\mathfrak{p}:=\mathfrak{h} \oplus \mathfrak{n}$ and the inner product $\langle\cdot, \cdot\rangle$ is given by

$$
\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{u} \times \mathfrak{u}}=\langle\cdot, \cdot\rangle_{\mathfrak{u}},\left.\quad\langle\cdot, \cdot\rangle\right|_{\mathfrak{n} \times \mathfrak{n}}=\langle\cdot, \cdot\rangle_{\mathfrak{n}},
$$

and such that

$$
\mathfrak{g}=\overbrace{\mathfrak{k} \oplus \underbrace{\mathfrak{u}}_{\mathfrak{p}} \oplus \mathfrak{n}}^{\mathfrak{\mathfrak { h }} \oplus \mathfrak{n}}
$$

is an orthogonal decomposition. Define $D: \mathfrak{g} \longrightarrow \mathfrak{g}$ by

$$
D:=-\left[\begin{array}{ll}
\operatorname{ad}_{u} H & \\
& \theta(H)
\end{array}\right]+\left[\begin{array}{ll}
0 & \\
D_{1}
\end{array}\right],
$$

where $H \in \mathfrak{h}$ is defined by $\langle H, Y\rangle=\operatorname{tr} \theta(Y)$ for all $Y \in \mathfrak{u}$ (it easily follows that $[\mathfrak{k}, H]=0)$. We have that $D \in \operatorname{Der}(\mathfrak{g})$ since $D_{1} \in \operatorname{Der}(\mathfrak{n})$ (see (d1)) and $\left[\theta(\mathfrak{u}), D_{1}\right]=0$ (see Remark 2.5).

It follows from the converse part of Theorem 4.6 that the Ricci operator of the reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ is given by

$$
\operatorname{Ric}=c I+S\left(D_{\mathfrak{p}}\right)=c I+\left[\begin{array}{ll}
-S\left(\left.\mathrm{ad}_{\mathfrak{u}} H\right|_{\mathfrak{h}}\right) &  \tag{45}\\
& -S(\theta(H))+D_{1}
\end{array}\right] .
$$

We note that Ric $=c I$ if and only if $S\left(\operatorname{ad}_{\mathfrak{u}} H\right)=0$ and $D_{1}=\frac{1}{2}(\theta(H)+$ $\left.\theta(H)^{t}\right)$. On the other hand, it is an algebraic soliton if and only if $S\left(\left.\operatorname{ad}_{\mathfrak{u}} H\right|_{\mathfrak{h}}\right)=0$, if and only if $\operatorname{ad}_{\mathfrak{u}} H$ and $\theta(H)$ are both normal operators (see Proposition 4.14).

We now rephrase the main part of Theorem 4.6 in simpler terms.

Theorem 5.1. Any homogeneous expanding Ricci soliton is isometric to a homogeneous space $(G / K, g)$ with a metric reductive decomposition constructed as above.

Proof. According to Theorem 3.5, any homogeneous Ricci soliton is isometric to a semi-algebraic soliton $(G / K, g)$. Now consider the metric reductive decomposition such that $B(\mathfrak{k}, \mathfrak{p})=0$. It follows from Theorem 4.6, parts (i)-(iv), that such decomposition is obtained by the construction procedure described above with $\theta(Y):=\left.\operatorname{ad} Y\right|_{\mathfrak{n}}$ for all $Y \in \mathfrak{u}$, concluding the proof.
q.e.d.

Let $(G / K, g)$ be any connected homogeneous space with metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ constructed as above, with $\mathfrak{g}=\mathfrak{u} \oplus \mathfrak{n}$. Assume that $G$ is connected and take $U, N \subset G$, the connected Lie subgroups with Lie algebras $\mathfrak{u}$ and $\mathfrak{n}$, respectively. Note that if $K$ is connected, then $K \subset U$.

We have that $U N$ is a subgroup of $G$ as $N$ is normal, and since it contains a neighborhood of the identity (recall that the map $\mathfrak{g}=$ $\mathfrak{u} \oplus \mathfrak{n} \longrightarrow G,(Y, X) \mapsto \exp (Y) \exp (X)$ is a diffeomorphism between some open neighborhoods of $(0,0)$ and $e \in G$, respectively), it follows that $G=U N$. Now the function

$$
q: U \ltimes N \longrightarrow G, \quad q(u, n):=u n,
$$

is an epimorphism of Lie groups whose derivative is the isomorphism of Lie algebras given by $\left.d q\right|_{e}(Y, X)=Y+X$, for all $Y \in \mathfrak{u}, X \in \mathfrak{n}$. Recall that on the external semi-direct product $U \ltimes N$ the multiplication is defined by $(u, n) \cdot(v, m)=\left(u v, v^{-1} n v m\right)$. Thus $q$ is a covering map and its kernel is a discrete subgroup of the center of $U \ltimes N$, which is precisely given by the anti-diagonal

$$
\operatorname{Ker}(q)=\Delta(U \cap N):=\left\{\left(x, x^{-1}\right): x \in U \cap N\right\} .
$$

Moreover, we obtain that $G$ is isomorphic to $(U \ltimes N) / \Delta(U \cap N)$. In particular, if $G$ is simply connected, then $G \simeq U \ltimes N$, and so $G$ is diffeomorphic to the direct product $U \times N$, from which follows that $U$ and $N$ are both simply connected as well.

Let us state some of these properties for future use.
Proposition 5.2. Let $(G / K, g)$ be a homogeneous space with metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ constructed as above and assume that $G$ is simply connected and $K$ connected. Then $G \simeq U \ltimes N$, the groups $U$ and $N$ are simply connected, and $G / K$ is diffeomorphic to the product of manifolds $U / K \times N$.

It follows from Theorem 5.1 that a given simply connected Einstein $(G / K, g)$ obeys the Alekseevskii's conjecture if and only if $U / K$ is diffeomorphic to a Euclidean space, or equivalently, $K$ is a maximal compact subgroup of $U$ (see Section 3).

## 6. Algebraic solitons and the Alekseevskii Conjecture

As another application of the given structural results, in this section we prove a close link between Einstein homogeneous manifolds and algebraic solitons. We obtain as a consequence that if the Alekseevskii conjecture turns out to be true, then the following a priori much stronger result also holds:

Any expanding algebraic soliton $(G / K, g)$ is diffeomorphic to a Euclidean space (or equivalently, $K$ is a maximal compact subgroup of $G$ ).
Assume that we have a metric reductive decomposition ( $\mathfrak{g}=\mathfrak{k} \oplus$ $\mathfrak{p},\langle\cdot, \cdot\rangle)$ such that $\mathfrak{g}$ is non-unimodular. Thus the vector $H \in \mathfrak{p}$ defined in (8) is nonzero, and since $[\mathfrak{g}, \mathfrak{g}] \perp H$, it is clear that the subspace $\mathfrak{g}_{0}:=\{H\}^{\perp}$ is in fact an ideal of codimension one in $\mathfrak{g}$. This implies that

$$
\mathfrak{g}=\mathbb{R} H \oplus \mathfrak{g}_{0}
$$

is a semidirect product of Lie algebras, with $\mathfrak{g}_{0}$ a unimodular ideal.
In the following result we use the previous observation to prove that one can get an Einstein metric reductive decomposition out of any algebraic soliton, either by changing the adjoint action of $H$ on $\mathfrak{g}_{0}$, or by adding a suitable one in the unimodular case.

Proposition 6.1. Let $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ be a metric reductive decomposition such that $B(\mathfrak{k}, \mathfrak{p})=0$, and assume that it is an algebraic soliton with Ric $=c I+D_{\mathfrak{p}}, D=S(D) \in \operatorname{Der}(\mathfrak{g})$, as in (45).
(i) If $\mathfrak{g}$ is non-unimodular, consider the new Lie algebra $\mathfrak{\mathfrak { g }}$ with underlying vector space $\mathfrak{g}=\mathbb{R} H \oplus \mathfrak{g}_{0}$ and Lie bracket defined by keeping the original Lie bracket on the ideal $\mathfrak{g}_{0}$ and only replacing the adjoint action of $H$ on $\mathfrak{g}_{0}$ by
$\operatorname{ad}_{\tilde{\mathfrak{g}}} H:=\alpha\left(S\left(\operatorname{ad}_{\mathfrak{g}} H\right)+D\right)=\alpha\left[\begin{array}{lll}0 & & \\ & 0 & \\ & D_{1}\end{array}\right], \quad \alpha=\frac{\|H\|}{\left(\operatorname{tr} D_{1}\right)^{1 / 2}}$.
Then the metric reductive decomposition $(\widetilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ is Einstein with $\widetilde{\text { Ric }}=c I$.
(ii) The metric reductive decomposition $\left(\mathfrak{g}_{0}=\mathfrak{k} \oplus \mathfrak{p}_{0},\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{g}_{0} \times \mathfrak{g}_{0}}\right)$, where $\mathfrak{p}_{0}:=\mathfrak{p} \cap\{H\}^{\perp}$, is also an algebraic soliton with

$$
\operatorname{Ric}_{\mathfrak{g}_{0}}=c I+D_{\mathfrak{p}_{0}}^{\prime}, \quad \text { where } \quad D^{\prime}:=\left.D\right|_{\mathfrak{g}_{0}}+\left.S(\operatorname{ad} H)\right|_{\mathfrak{g}_{0}} \in \operatorname{Der}\left(\mathfrak{g}_{0}\right) .
$$

(iii) If $\mathfrak{g}$ is unimodular, consider the semi-direct product $\widetilde{\mathfrak{g}}=\mathbb{R} A \oplus \mathfrak{g}$, with

$$
\operatorname{ad}_{\tilde{\mathfrak{g}}} A:=\alpha D=\alpha\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& D_{1}
\end{array}\right], \quad \alpha=\frac{1}{\left(\operatorname{tr} D_{1}\right)^{1 / 2}} .
$$

Then the metric reductive decomposition $(\widetilde{\mathfrak{g}}=\mathfrak{k} \oplus \widetilde{\mathfrak{p}},\langle\cdot, \cdot\rangle)$, where $\widetilde{\mathfrak{p}}:=\mathbb{R} A \oplus \mathfrak{p}$ and $\|A\|=1,\langle A, \mathfrak{p}\rangle=0$, is Einstein with $\widetilde{\text { Ric }}=c I$.

Remark 6.2. Parts (i) and (ii) may be viewed as a generalization of the link between Einstein solvmanifolds and nilsolitons discovered in [20].

Proof. We first prove parts (i) and (ii). Let $\widetilde{\operatorname{Ric}}, \widetilde{M}, \widetilde{B}_{\mathfrak{p}}$, and $\widetilde{H} \in \mathbb{R} H$ denote the corresponding tensors for the metric reductive decomposition $(\tilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$, as defined in (8)-(13). Also, set $\mathfrak{p}_{0}:=\{Y \in \mathfrak{p}:\langle Y, H\rangle=$ $0\}$, so that

$$
\mathfrak{p}=\mathbb{R} H \oplus \mathfrak{p}_{0}
$$

is an orthogonal decomposition. By applying Lemma 4.4 with the above decomposition (see Remark 4.5 and use that $H \perp[\mathfrak{g}, \mathfrak{g}]$ ) to the metric reductive decompositions $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$ and $(\tilde{\mathfrak{g}}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$, we obtain that

$$
\begin{aligned}
& \langle M X, X\rangle=\left\langle M_{0} X, X\right\rangle, \quad\langle\widetilde{M} X, X\rangle=\left\langle M_{0} X, X\right\rangle, \\
& \langle M X, H\rangle=-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\mathfrak{g}} X\left(\operatorname{ad}_{\mathfrak{g}} H\right)^{t}, \quad\langle\widetilde{M} X, H\rangle=-\frac{1}{2} \operatorname{trad}_{\mathfrak{g}} X \operatorname{ad}_{\mathfrak{g}} H, \\
& \langle M H, H\rangle=-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\mathfrak{g}} H\left(\operatorname{ad}_{\mathfrak{g}} H\right)^{t}, \quad\langle\widetilde{M} H, H\rangle=-\frac{1}{2} \operatorname{tr} \operatorname{ad}_{\mathfrak{g}} H \operatorname{ad}_{\mathfrak{g}} H,
\end{aligned}
$$

for all $X \in \mathfrak{p}_{0}$, where $M_{0}$ is the moment map operator corresponding to the metric reductive decomposition ( $\mathfrak{g}_{0}=\mathfrak{k} \oplus \mathfrak{p}_{0},\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{g}_{0} \times \mathfrak{g}_{0}}$ ) (and recall from Proposition 4.14 that $\operatorname{ad}_{\mathfrak{g}} H$ and $\operatorname{ad}_{\mathfrak{g}} H$ are both normal operators). This implies that the Ricci operator of $\left(\mathfrak{g}_{0}=\mathfrak{k} \oplus \mathfrak{p}_{0},\left.\langle\cdot, \cdot\rangle\right|_{\mathfrak{g}_{0} \times \mathfrak{g}_{0}}\right)$ is given by $\operatorname{Ric}_{\mathfrak{g}_{0}}=c I+\left.D\right|_{\mathfrak{p}_{0}}+S\left(\left.\operatorname{ad}_{\mathfrak{p}} H\right|_{\mathfrak{p}_{0}}\right)$, and so part (ii) follows.

It is also clear that for $X, X^{\prime} \in \mathfrak{p}_{0}$,

$$
\left\langle\left(\widetilde{M}-\frac{1}{2} \widetilde{B}_{\mathfrak{p}}\right) X, X^{\prime}\right\rangle=\left\langle\left(M-\frac{1}{2} B_{\mathfrak{p}}\right) X, X^{\prime}\right\rangle=\left\langle\left(c I+D_{\mathfrak{p}}+S\left(\operatorname{ad}_{\mathfrak{p}} H\right)\right) X, X^{\prime}\right\rangle .
$$

We know that $\widetilde{H}=\beta H$, for some $\beta>0$ which is determined by

$$
\begin{equation*}
\alpha \beta\left(\|H\|^{2}+\operatorname{tr} D\right)=\operatorname{tr} \operatorname{ad}_{\mathfrak{g}} \widetilde{H}=\|\widetilde{H}\|^{2}=\beta^{2}\|H\|^{2}, \tag{46}
\end{equation*}
$$

so the formula for $\widetilde{\text { Ric }}$ on $\mathfrak{p}_{0}$ is given by

$$
\begin{aligned}
\left.\widetilde{\langle\operatorname{Ric}} X, X^{\prime}\right\rangle & =\left\langle\left(c I+D_{\mathfrak{p}}+S\left(\operatorname{ad}_{\mathfrak{p}} H\right)-\widetilde{\operatorname{ad}_{\mathfrak{p}}} \widetilde{H}\right) X, X^{\prime}\right\rangle \\
& =\left\langle\left(c I+D_{\mathfrak{p}}+S\left(\operatorname{ad}_{\mathfrak{p}} H\right)-\beta \alpha\left(S\left(\operatorname{ad}_{\mathfrak{p}} H\right)+D_{p}\right)\right) X, X^{\prime}\right\rangle \\
& =\left\langle\left(c I+(1-\alpha \beta)\left(D_{\mathfrak{p}}+S\left(\operatorname{ad}_{\mathfrak{p}} H\right)\right)\right) X, X^{\prime}\right\rangle .
\end{aligned}
$$

By taking $\alpha=\beta^{-1}$, which together with (46) yields the formula for $\alpha$ given in the theorem, we obtain that $\widetilde{\operatorname{Ric}}=c I$ on $\mathfrak{p}_{0}$.

On the other hand, it follows from Remarks 2.4 and 2.7 and $\operatorname{tr}_{\operatorname{ad}} X=$ $\operatorname{tr} \operatorname{ad} X=0$ that

$$
\begin{aligned}
\langle\widetilde{\operatorname{Ric}} X, H\rangle & \left.=\left\langle\widetilde{M}-\frac{1}{2} \widetilde{B}_{\mathfrak{p}}\right) X, H\right\rangle=-\operatorname{trad}_{\widetilde{\mathfrak{g}}} X S\left(\operatorname{ad}_{\widetilde{\mathfrak{g}}} H\right) \\
& =-\alpha \operatorname{tr} \operatorname{ad}_{\mathfrak{p}} X\left(S\left(\operatorname{ad}_{\mathfrak{p}} H\right)+D_{\mathfrak{p}}\right) \\
& =-\alpha \operatorname{tr} \operatorname{ad}_{\mathfrak{p}} X\left(-c I+M-\frac{1}{2} B\right)=0 .
\end{aligned}
$$

Finally, by using (28) we obtain that

$$
\begin{aligned}
\langle\widetilde{\operatorname{Ric}} H, H\rangle & =\left\langle\left(\widetilde{M}-\frac{1}{2} \widetilde{B}_{\mathfrak{p}}\right) H, H\right\rangle=-\operatorname{tr}\left(\widetilde{\operatorname{ad}}_{\mathfrak{p}} H\right)^{2} \\
& =-\alpha^{2} \operatorname{tr}\left(S\left(\operatorname{ad}_{\mathfrak{p}} H\right)+D_{\mathfrak{p}}\right)^{2}=c \alpha^{2} \operatorname{tr} S\left(\operatorname{ad}_{\mathfrak{p}} H\right)+D_{\mathfrak{p}}=c\|H\|^{2}
\end{aligned}
$$

concluding the proof of part (i).
We now prove part (iii) in a very similar way. It is easy to see that $\widetilde{H}=\left(\operatorname{tr} D_{1}\right)^{1 / 2} A$, and since
$\operatorname{tr} \operatorname{ad} A \operatorname{ad} X=\alpha \operatorname{tr} D_{\mathfrak{p}} \operatorname{ad}_{\mathfrak{p}} X=\alpha \operatorname{tr}\left(M-\frac{1}{2} B-c I\right) \operatorname{ad}_{\mathfrak{p}} X=0, \quad \forall X \in \mathfrak{p}$, by unimodularity and Remarks 2.4 and 2.7 , we have that

$$
\widetilde{B}_{\mathfrak{p}}=\left[\begin{array}{cc}
\left(\operatorname{tr} D_{1}\right)^{-1} \operatorname{tr} D_{1}^{2} & 0 \\
0 & B_{\mathfrak{p}}
\end{array}\right] .
$$

By applying Lemma 4.4 to the decomposition $\widetilde{\mathfrak{p}}=\mathbb{R} A \oplus \mathfrak{p}$ (see Remark 4.5), we obtain that
$\langle\widetilde{M} X, X\rangle=\langle M X, X\rangle, \quad\langle\widetilde{M} X, A\rangle=0, \quad\langle\widetilde{M} A, A\rangle=-\frac{1}{2}\left(\operatorname{tr} D_{1}\right)^{-1} \operatorname{tr} D_{1}^{2}$, for all $X \in \mathfrak{p}$. Finally, we use $\operatorname{Ric}_{\mathfrak{n}}=c I+D_{1}$ to get $c=-\left(\operatorname{tr} D_{1}\right)^{-1} \operatorname{tr} D_{1}^{2}$ (see Remark 2.4), from which it easily follows that $\widetilde{\operatorname{Ric}}=\widetilde{M}-\frac{1}{2} \widetilde{B}_{\widetilde{p}}-$ $S\left(\operatorname{ad}_{\tilde{p}} \widetilde{H}\right)=c I$, concluding the proof of the proposition. q.e.d.

Theorem 6.3. Assume there exists an expanding algebraic soliton which is not diffeomorphic to a Euclidean space. Then there is a counterexample to the Alekseevskii conjecture.

REmark 6.4. This result was proved in [11] (see Remark 1.14 in that paper) in the case of left-invariant metrics on Lie groups by using entirely different methods. They study warped product structures of Einstein manifolds. The preprint [11] has been replaced in arXiv by [12], where a proof for the homogeneous case is included.

Proof. We know that such a soliton is isometric to an algebraic soliton $(G / K, g)$ with a metric reductive decomposition $(\mathfrak{g}=\mathfrak{k} \oplus \mathfrak{p},\langle\cdot, \cdot\rangle)$, $\mathfrak{g}=\mathfrak{u} \oplus \mathfrak{n}$, constructed as in Section 5 and with Ricci operator given as in (45), with $D=S(D)$. We can also assume that $G$ is simply connected and $K$ connected (see Remark 3.3). Consider the Einstein metric reductive decomposition $(\widetilde{\mathfrak{g}}=\mathfrak{k} \oplus \widetilde{\mathfrak{p}},\langle\cdot, \cdot\rangle)$ provided by Proposition 6.1 out of $(G / K, g)$, and take the corresponding homogeneous space $(\widetilde{G} / \widetilde{K}, \widetilde{g})$, where $\widetilde{G}$ is the simply connected Lie group with Lie algebra $\widetilde{\mathfrak{g}}$ and $\widetilde{K}$ the connected Lie subgroup of $\widetilde{G}$ with Lie algebra $\mathfrak{k}$. The fact that $\widetilde{K}$ is closed in $\widetilde{G}$ will follow from the analysis below, and note that $\widetilde{G} / \widetilde{K}$ is almost-effective since the isotropy $\widetilde{\mathfrak{k}}$-representation is faithful (by the almost-effectiveness of $G / K)$.

We first assume that $\mathfrak{g}$ is non-unimodular. It follows from Proposition 5.2 that $G / K$ and $\widetilde{G} / \tilde{K}$ are respectively diffeomorphic to

$$
U / K \times N, \quad \tilde{U} / \tilde{K} \times \tilde{N}
$$

where $U$ is the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{u}$ (and analogously for $\widetilde{U}$ ). Now if $U_{0}$ is the connected Lie subgroup of $G$ with Lie algebra $\mathfrak{u}_{0}:=\mathfrak{k} \oplus\left(\mathfrak{h} \cap \mathfrak{g}_{0}\right)$ (and analogously for $\widetilde{U}_{0}$ ), then they are respectively diffeomorphic to

$$
\mathbb{R} \times U_{0} / K \times N, \quad \mathbb{R} \times \widetilde{U}_{0} / \widetilde{K} \times \tilde{N}
$$

But $U_{0} \simeq \widetilde{U}_{0}$ and $N \simeq \widetilde{N}$ as they are simply connected and have identical Lie algebras; and since $K$ and $\widetilde{K}$ are connected, we obtain that $U_{0} / K$ is diffeomorphic to $\widetilde{U}_{0} / \widetilde{K}$. Thus $G / K$ and $\widetilde{G} / \widetilde{K}$ are diffeomorphic, as $N$ and $\widetilde{N}$ are nilpotent and hence diffeomorphic to a Euclidean space. This implies that $\widetilde{G} / \widetilde{K}$ is not diffeomorphic to a Euclidean space either, giving a counterexample to the Alekseevskii conjecture since $\widetilde{\text { Ric }}=c I$, $c<0$, as was to be shown.

The case when $\mathfrak{g}$ is unimodular can be proved in much the same way as above. One obtains here that $\widetilde{G} / \widetilde{K}$ is diffeomorphic to $\mathbb{R} \times G / K$. This concludes the proof of the theorem.
q.e.d.

## 7. Appendix: Moment map stratification for the variety of Lie algebras

We refer to the survey [22, Sections 3 and 7 ] for a more detailed exposition on this subject.

Let us consider the space of all skew-symmetric algebras of dimension $n$, which is parameterized by the vector space

$$
\begin{aligned}
V & =\Lambda^{2}\left(\mathbb{R}^{n}\right)^{*} \otimes \mathbb{R}^{n} \\
& =\left\{\mu: \mathbb{R}^{n} \times \mathbb{R}^{n} \longrightarrow \mathbb{R}^{n}: \mu \text { bilinear and skew-symmetric }\right\}
\end{aligned}
$$

Then

$$
\mathcal{N}=\{\mu \in V: \mu \text { satisfies Jacobi and is nilpotent }\}
$$

is an algebraic subset of $V$ as the Jacobi identity and the nilpotency condition can both be written as zeroes of polynomial functions. $\mathcal{N}$ is often called the variety of nilpotent Lie algebras (of dimension $n$ ).

There is a natural linear action of $\mathrm{GL}_{n}(\mathbb{R})$ on $V$ given by
$h . \mu(X, Y)=h \mu\left(h^{-1} X, h^{-1} Y\right), \quad X, Y \in \mathbb{R}^{n}, \quad h \in \mathrm{GL}_{n}(\mathbb{R}), \quad \mu \in V$.
Recall that $\mathcal{N}$ is $\mathrm{GL}_{n}(\mathbb{R})$-invariant and the Lie algebra isomorphism classes are precisely the $\mathrm{GL}_{n}(\mathbb{R})$-orbits. The representation of $\mathfrak{g l}(\mathbb{R})$ on $V$ obtained by differentiation of (47) is given by

$$
\begin{equation*}
\pi(\alpha) \mu=\alpha \mu(\cdot, \cdot)-\mu(\alpha \cdot, \cdot)-\mu(\cdot, \alpha \cdot), \quad \alpha \in \mathfrak{g l}_{n}(\mathbb{R}), \quad \mu \in V \tag{48}
\end{equation*}
$$

We note that $\pi(\alpha) \mu=0$ if and only if $\alpha \in \operatorname{Der}(\mu)$, the Lie algebra of derivations of the algebra $\mu$. The canonical inner product $\langle\cdot, \cdot\rangle$ on $\mathbb{R}^{n}$
determines an $\mathrm{O}(n)$-invariant inner product on $V$, also denoted by $\langle\cdot, \cdot\rangle$, as follows:

$$
\begin{equation*}
\langle\mu, \lambda\rangle=\sum\left\langle\mu\left(e_{i}, e_{j}\right), \lambda\left(e_{i}, e_{j}\right)\right\rangle, \tag{49}
\end{equation*}
$$

and also the standard $\operatorname{Ad}(\mathrm{O}(n))$-invariant inner product on $\mathfrak{g l}_{n}(\mathbb{R})$ given by

$$
\begin{equation*}
\langle\alpha, \beta\rangle=\operatorname{tr} \alpha \beta^{\mathrm{t}}=\sum\left\langle\alpha e_{i}, \beta e_{i}\right\rangle, \quad \alpha, \beta \in \mathfrak{g l}_{n}(\mathbb{R}), \tag{50}
\end{equation*}
$$

where $\left\{e_{1}, \ldots, e_{n}\right\}$ denotes the canonical basis of $\mathbb{R}^{n}$. We note that $\pi(\alpha)^{t}=\pi\left(\alpha^{t}\right)$ and $(\operatorname{ad} \alpha)^{t}=\operatorname{ad} \alpha^{t}$ for any $\alpha \in \mathfrak{g l}_{n}(\mathbb{R})$, due to the choice of these canonical inner products everywhere.

We can use $\mathfrak{g l}_{n}(\mathbb{R})=\mathfrak{s o}(n) \oplus \operatorname{sym}(n)$ as a Cartan decomposition, where $\mathfrak{s o}(n)$ and $\operatorname{sym}(n)$ denote the subspaces of skew-symmetric and symmetric matrices, respectively. It is proved in [21, Proposition 3.5] that the moment map $m: V \backslash\{0\} \longrightarrow \operatorname{sym}(n)$ for the action (47), which is defined by $\langle m(\mu), \alpha\rangle=\frac{1}{\|\mu\|^{2}}\langle\pi(\alpha) \mu, \mu\rangle$, for all $\alpha \in \mathfrak{g l}_{n}(\mathbb{R}), \mu \in V$, is given by

$$
\begin{equation*}
\langle m(\mu) X, X\rangle=\frac{1}{\|\mu\|^{2}}\left(-2 \sum\left\langle\mu\left(X, e_{i}\right), e_{j}\right\rangle^{2}+\sum\left\langle\mu\left(e_{i}, e_{j}\right), X\right\rangle^{2}\right), \tag{51}
\end{equation*}
$$

for all $X \in \mathbb{R}^{n}$.
Let $\mathfrak{t}$ denote the set of all diagonal $n \times n$ matrices. If $\left\{e_{1}^{\prime}, \ldots, e_{n}^{\prime}\right\}$ is the basis of $\left(\mathbb{R}^{n}\right)^{*}$ dual to the canonical basis $\left\{e_{1}, \ldots, e_{n}\right\}$, then

$$
\left\{v_{i j k}=\left(e_{i}^{\prime} \wedge e_{j}^{\prime}\right) \otimes e_{k}: 1 \leq i<j \leq n, 1 \leq k \leq n\right\}
$$

is a basis of weight vectors of $V$ for the action (47), where $v_{i j k}$ is actually the bilinear form on $\mathbb{R}^{n}$ defined by $v_{i j k}\left(e_{i}, e_{j}\right)=-v_{i j k}\left(e_{j}, e_{i}\right)=e_{k}$ and zero otherwise. The corresponding weights $\alpha_{i j}^{k} \in \mathfrak{t}, i<j$, are given by

$$
\pi(\alpha) v_{i j k}=\left(a_{k}-a_{i}-a_{j}\right) v_{i j k}=\left\langle\alpha, \alpha_{i j}^{k}\right\rangle v_{i j k}, \quad \forall \alpha=\left[\begin{array}{lll}
a_{1} & &  \tag{52}\\
& \ddots & \\
& & a_{n}
\end{array}\right] \in \mathfrak{t},
$$

where $\alpha_{i j}^{k}=E_{k k}-E_{i i}-E_{j j}$ and $\langle\cdot, \cdot\rangle$ is the inner product defined in (50). As usual, $E_{r s}$ denotes the matrix whose only nonzero coefficient is 1 at entry $r s$. Let us denote by $\mu_{i j}^{k}$ the structure constants of a vector $\mu \in V$ with respect to the basis $\left\{v_{i j k}\right\}$ :

$$
\mu=\sum \mu_{i j}^{k} v_{i j k}, \quad \mu_{i j}^{k} \in \mathbb{R}, \quad \text { i.e. } \quad \mu\left(e_{i}, e_{j}\right)=\sum_{k=1}^{n} \mu_{i j}^{k} e_{k}, \quad i<j .
$$

Each nonzero $\mu \in V$ uniquely determines an element $\beta_{\mu} \in \mathfrak{t}$ given by

$$
\beta_{\mu}:=\operatorname{mcc}\left\{\alpha_{i j}^{k}: \mu_{i j}^{k} \neq 0\right\}
$$

where $\operatorname{mcc}(X)$ denotes the unique element of minimal norm in the convex hull $\mathrm{CH}(X)$ of a subset $X \subset \mathfrak{t}$. We note that $\beta_{\mu}$ is always nonzero since $\operatorname{tr} \alpha_{i j}^{k}=-1$ for all $i<j$ and consequently $\operatorname{tr} \beta_{\mu}=-1$.

Let $\mathfrak{t}^{+}$denote the Weyl chamber of $\mathfrak{g l}_{n}(\mathbb{R})$ given by

$$
\mathfrak{t}^{+}=\left\{\left[\begin{array}{lll}
a_{1} & &  \tag{53}\\
& \ddots & \\
& \ddots & a_{n}
\end{array}\right] \in \mathfrak{t}: a_{1} \leq \ldots \leq a_{n}\right\} .
$$

In $[\mathbf{2 3}]$, a $\mathrm{GL}_{n}(\mathbb{R})$-invariant stratification for $V=\Lambda^{2}\left(\mathbb{R}^{n}\right)^{*} \otimes \mathbb{R}^{n}$ has been defined by adapting to this context the construction given in $[\mathbf{1 8}$, Section 12] for reductive group representations over an algebraically closed field. We summarize in the following theorem the main properties of the stratification, which has provided one of the main tools to study the structure of homogeneous Ricci solitons in this paper.

Theorem 7.1. [23, 25] There exists a finite subset $\mathcal{B} \subset \mathfrak{t}^{+}$, and for each $\beta \in \mathcal{B} a \mathrm{GL}_{n}(\mathbb{R})$-invariant subset $\mathcal{S}_{\beta} \subset V$ (a stratum) such that

$$
V \backslash\{0\}=\bigcup_{\beta \in \mathcal{B}} \mathcal{S}_{\beta} \quad \text { (disjoint union) }
$$

and $\operatorname{tr} \beta=-1$ for any $\beta \in \mathcal{B}$. For $\mu \in \mathcal{S}_{\beta}$ we have that

$$
\begin{equation*}
\langle[\beta, D], D\rangle \geq 0 \quad \forall D \in \operatorname{Der}(\mu) \quad(\text { equality holds } \Leftrightarrow[\beta, D]=0) \tag{54}
\end{equation*}
$$

$\beta+\|\beta\|^{2} I \quad$ is positive definite for all $\beta \in \mathcal{B}$ such that $\mathcal{S}_{\beta} \cap \mathcal{N} \neq \emptyset$, and

$$
\begin{equation*}
\|\beta\| \leq\|m(\mu)\| \quad(\text { equality holds } \Leftrightarrow m(\mu) \text { is conjugate to } \beta) \text {. } \tag{56}
\end{equation*}
$$

If in addition, $\mu \in \mathcal{S}_{\beta}$ satisfies $\beta_{\mu}=\beta$, or equivalently,

$$
\min \left\{\left\langle\beta, \alpha_{i j}^{k}\right\rangle: \mu_{i j}^{k} \neq 0\right\}=\|\beta\|^{2},
$$

which always holds for some $g . \mu, g \in \mathrm{O}(n)$, then

$$
\begin{gather*}
\operatorname{tr} \beta D=0 \quad \forall D \in \operatorname{Der}(\mu), \text { and }  \tag{57}\\
\left\langle\pi\left(\beta+\|\beta\|^{2} I\right) \mu, \mu\right\rangle \geq 0 \tag{58}
\end{gather*}
$$

where equality holds if and only if $\beta+\|\beta\|^{2} I \in \operatorname{Der}(\mu)$.
This stratification is based on instability results and is strongly related to the moment map in many ways other than (56) (see [22]).
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