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Notes on H log: structural properties, dyadic
variants, and bilinear H1-BMO mappings

Odysseas Bakas, Sandra Pott, Salvador Rodríguez-López and Alan Sola

Abstract. This article is devoted to a study of the Hardy space Hlog(Rd) introduced
by Bonami, Grellier, and Ky. We present an alternative approach to their result relating the
product of a function in the real Hardy space H1 and a function in BMO to distributions that
belong to Hlog based on dyadic paraproducts. We also point out analogues of classical results of
Hardy-Littlewood, Zygmund, and Stein for Hlog and related Musielak-Orlicz spaces.

1. Introduction

There are many situations where the classical Lp spaces, especially with p=1,
do not fully capture finer properties of functions or operators acting on functions.
In such instances, it may be necessary to consider substitutes for L1, as is the case
when studying endpoint bounds for operators on Lp as p→1+. The behaviour of the
ubiquitous Hardy-Littlewood maximal function near p=1 is a typical example. The
maximal function is defined for a locally integrable function f : Rd→C by setting

M(f)(x) := sup
r>0

1
|B(x, r)|

∫
B(x,r)

|f(y)|dy x∈Rd,
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where B(x, r) denotes the open ball in Rd centred at x with radius r>0, and |A|
denotes the Lebesgue measure of A⊆Rd. It is a basic fact that the mapping f �→
M(f) is bounded on Lp(Rd) for 1<p≤∞. The maximal operator is also bounded
from L1(Rd) to weak-L1, but does not map L1(Rd) to itself (see, for instance, [28]
for an in-depth discussion).

However, M(f) is locally integrable provided f is compactly supported and
satisfies the L logL condition∫

Rd

|f(x)| log+ |f(x)|dx<∞,

where, as usual, log+ |x|=max{log |x|, 0}. In a 1969 paper, E. M. Stein [26] proved
that this L logL condition is both sufficient and necessary for integrability of the
Hardy-Littlewood maximal function, in the following sense: if f is supported in
some finite ball B=B(r) of radius 0<r<∞, then∫

B

M(f)dx<∞ if, and only if,
∫
B

|f(x)| log+ |f(x)|dx<∞.

Thus, L logL is a natural substitute for L1 for the purposes of studying the bound-
edness of the Hardy-Littlewood maximal function in the scale of Lp spaces.

Another classical result that involves the space L logL is due to Zygmund,
and asserts that the periodic Hilbert transform H maps L logL(T) to(1) L1(T); see
e.g. Theorem 2.8 in Chapter VII of [37]. Zygmund’s result implies that L logL(T)
is contained in the real Hardy space H1(T) consisting of integrable functions on
the torus whose Hilbert transforms are integrable. Moreover, as shown by Stein
in [26], Zygmund’s theorem has a partial converse, namely if f∈H1(T) and f is
non-negative, then f necessarily belongs to L logL(T). Therefore, in view of the
aforementioned results of Zygmund and Stein, the Hardy space H1(T) is naturally
associated with the Orlicz space L logL(T).

In several problems in harmonic analysis it is natural to consider Hardy-Orlicz
spaces, for instance when one studies certain problems related to endpoint mapping
properties of operators; see e.g. [36, Theorem 8], Théorème 2 in Chapitre II and
Théorème 1 (c) in Chapitre IV of [22] as well as [16], [18], [29], [31] or, even more
generally, Musielak-Orlicz Hardy spaces [35]. In this paper, we shall mainly focus
on certain structural aspects of the space H log(Rd) appearing in the work of A.
Bonami, S. Grellier, and L. D. Ky [4].

Before we proceed with the outline of our paper, let us recall some definitions
and properties of Orlicz-type spaces, and in particular that of the space H log(Rd).

(1) Notice that the aforementioned endpoint bounds for M and H can be regarded as special
cases of the fact that if T is any sublinear operator that is bounded on Lp0 for some p0>1 and
maps L1 to weak-L1, then T locally maps L logL to L1.
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A function Φ:[0,∞)→[0,∞) is called an Orlicz function if it is strictly positive
on (0,∞), non-decreasing, unbounded and satisfies Φ(0)=0.

A measurable function Ψ: Rd×[0,∞)→[0,∞) is a Musielak-Orlicz function if
for all x∈Rd, Ψ(x, ·) is Orlicz. We say that such a function is of uniformly lower
type (resp., upper type) p for p∈R if there exists a positive constant C so that

(1.1) Ψ(x, st)≤CspΨ(x, t),

for all x∈Rd and t≥0, s∈(0, 1)(resp., s∈[1,∞)). Note that if Ψ is of upper type p,
it satisfies the doubling Δ2 condition uniformly on x, since (1.1) yields

Ψ(x, 2t)≤C2pΨ(x, t),

for all x∈Rd and t≥0. Also, if Ψ is of upper type 1 and of lower type p∈(0, 1) it
follows that for all t, c>0,

(1.2) Ψ(x, ct)∼c Ψ(x, t)

with constants independent of x∈Rd.
Given p∈[1,∞), we say that Ψ satisfies a uniform Muckenhoupt condition for

q, and we write Ψ∈Aq(Rd), if

sup
t>0

sup
B⊂Rd

1
|B|

∫
B

Ψ(x, t)dx
( 1
|B|

∫
B

Ψ(x, t)−1/(q−1)dx
)q−1

<∞, if 1<q<∞,

and
sup
t>0

sup
B⊂Rd

1
|B|

∫
B

Ψ(x, t)dx
(

ess sup
x∈B

Ψ(x, t)
)−1

<∞, if q=1,

where the supremum is taken over all balls B in Rd. We say that Ψ∈A∞(Rd), if
there exists an index p∈[1,∞) such that Ψ∈Ap(Rd).

A Musielak-Orlicz function Ψ is called a growth function, if it is uniformly
lower type p∈(0, 1), uniformly upper type 1, and belongs to the class A∞(Rd).

If B is a measurable subset of Rd, and Ψ is a Musielak-Orlicz function, the
Musielak-Orlicz-type space LΨ(B) is the set of all measurable functions f such that∫
B

Ψ(x, |f(x)|/λ)dx<∞ for some λ>0, endowed with the Luxembourg (quasi-)norm

‖f‖LΨ := inf
{
λ> 0 :

∫
B

Ψ(x, |f(x)|/λ)dx≤ 1
}
.

It is immediate to see that if Ψ is an Orlicz function, independent of x, it belongs
to A1(Rd), and so the associated space LΨ is indeed a classical Orlicz space.

In this paper, we will mainly focus our attention on the Musielak-Orlicz func-
tion

Ψ(x, t) := t

log(e+t)+log(e+|x|) , (x, t)∈Rd×[0,∞),
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and the Orlicz function

Ψ0(t) := t·[log(e+t)]−1, t∈ [0,∞).

The proof that these are such functions is discussed in [35, Example 1.1.5 (i)].
From now on, except when stated otherwise, Ψ and Ψ0 denote the two functions

above.
Let K⊂Rd be a given compact set. Note that for x∈K and t≥0 one has

(1.3) log(e+t)≤ log ((e+|x|)(e+t))≤ c log(e+t),

for a constant c that only depends on K. This yields in particular

(1.4)
∫
K

Ψ(x, |f(x)|)dx∼
∫
K

Ψ0(|f(x)|)dx=
∫ ∞

0
|{x∈K : |f(x)|>s}| dΨ0(s),

where the last equality follows by integration by parts. Note in particular that for
every α0>0 it follows that

(1.5)
∫
K

Ψ(x, |f(x)|)dx�K Ψ0(α0) |K|+
∫ ∞

α0

∣∣{x∈Rd : |f(x)|>s}
∣∣ dΨ0(s).

We also fix a non-negative function φ∈C∞(Rd), which is supported in the
unit ball of Rd with

∫
Rd φ(y)dy=1 and φ(x)=cd for all |x|≤1/2, where cd is a

constant depending on the dimension d. Given an ε>0, we employ the notation
φε(x):=ε−dφ(ε−1x), x∈Rd.

Definition (H log, see [4], [35]) Let φ be as above. If f is a tempered distribution
on Rd, consider its maximal function

Mφ(f)(x) := sup
ε>0

|(f ∗φε)(x)|, x∈Rd.

The Hardy space H log(Rd) is defined to be the space of tempered distributions
f on Rd such that Mφ(f)∈LΨ(Rd), that is, Mφ(f) satisfies∫

Rd

Ψ(x,Mφ(f)(x))dx<∞.

Let us record some elementary lemmas about H log.

Lemma 1. Consider the function g :[0,∞)×[0,∞)→[0,∞) given by

g(s, t) := 1
log(e+t)+log(e+s) , (s, t)∈ [0,∞)×[0,∞).

Then one has

(1.6) Ψ(x, t)∼
∫ t

0
g(|x|, τ)dτ

for all (x, t)∈Rd×[0,∞), where the implied constants do not depend on x, t.
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This assertion is a version of the general estimate

Ψ(x, t)∼
∫ t

0

Ψ(x, τ)
τ

dτ =
∫ 1

0

Ψ(x, tτ)
τ

dτ.

For Orlicz functions, the upper bound is a consequence of the lower type p assump-
tion, while the lower bound is obtained by using the upper type 1 condition. The
case of a general Musielak-Orlicz function follows from the fact that the constants
that appear satisfy uniform bounds in x.

Remark 2. The inequalities (1.6) yield

Ψ0(t)= t

log(e+t) ∼
t

log(e+t)+1 ∼
∫ t+e

e

1
log sds,

which implies that for y>e

(1.7) e+
∫ y

e

1
log sds� y

log y .

Lemma 3. Let x0∈Rd be fixed and for any locally integrable function f define

τx0f(x):=f(x+x0), x∈Rd. Then f∈LΨ(Rd) if, and only if, τx0f∈LΨ(Rd).

Proof. Note that it suffices to prove that for any x0∈Rd and f∈LΨ(Rd) one
also has that τx0f∈LΨ(Rd). Without loss of generality, we can assume that f is
non-negative. Note that for fixed x0, we have that for all x∈Rd

log(e+|x−x0|)∼x0 log(e+|x|).

A change of variables and the previous estimate yield∫
Rd

τx0f(x)
log(e+|x|)+log(e+τx0f(x))dx∼x0

∫
Rd

f(x)
log(e+|x|)+log(e+f(x))dx,

which proves the stated result. �

Since the maximal operator Mφ commutes with translations, the following
statement is a direct consequence of the previous lemma.

Lemma 4. Let x0∈Rd be fixed and for u∈S(Rd) define 〈τx0f, u〉:=〈f, τ−x0u〉.
Then f∈H log(Rd) if, and only if, τx0f∈H log(Rd).

We shall also use the fact that functions in H log(Rd) have mean zero; see
Lemma 1.4 in [3]. One can actually establish the following more general fact.

Lemma 5. If f∈H log(Rd) is a compactly supported distribution, then f̂(0)=0.
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Proof. Let f be a compactly supported distribution in H log(Rd). In light of
Lemma 4, we may assume, without loss of generality, that f is supported in a closed
ball Br centred at 0 with radius r>0, i.e. supp(f)⊆Br :={x∈Rd :|x|≤r}.

Recall that f̂(0):=〈f, 1〉 and let χ∈C∞
c (Rd) be supported inside B2r and be

equal to 1 on the support of f .
To prove the lemma, take an x∈Rd with |x|>2r and observe that, by the

definition of φε, if we take ε=4|x| we have that

|f ∗φε(x)|= 1
εd
∣∣〈f, χφ(ε−1(·−x))〉

∣∣� 1
|x|d |〈f, χ〉|

as we then have φ(ε−1(x−y))=cd for y∈Br. Notice that |〈f, 1−χ〉|=0. Therefore,
for all |x|>2r and ε=4|x|, we have

Mφ(f)(x)� 1
|x|d |〈f, 1〉|

and so, we deduce from Lemma 1 that for |x| large enough

Ψ(x,Mφ(f)(x))� 1
|x|d log(e+|x|) |f̂(0)|.

Hence, if f̂(0) �=0, then the function Ψ(x,Mφ(f)(x)) does not belong to L1(Rd),
which is a contradiction. �

The reason for defining H log(Rd) comes from the study of products of functions
in the real Hardy space H1(Rd) and its dual space BMO(Rd). To be more specific,
following earlier work by Bonami, T. Iwaniec, P. Jones, and M. Zinsmeister in
[3], it was shown by Bonami, Grellier, and Ky [4] that the product fg, in the
sense of distributions, of a function f∈H1(Rd) and a function g of bounded mean
oscillation in Rd can in fact be represented as a sum of a continuous bilinear mapping
into L1(Rd) and a continuous bilinear mapping into H log(Rd). Following [4], for a
function g of bounded mean oscillation in Rd, we set

‖g‖BMO+(Rd) := sup
Q⊂R:
Q cube

1
|Q|

∫
Q

|g(x)−〈g〉Q|dx+
∣∣∣ ∫

[0,1)d
g(x)dx

∣∣∣,
where 〈g〉Q :=|Q|−1 ∫

Q
g(x)dx. The aforementioned result of Bonami, Grellier, and

Ky can be stated as follows.

Theorem 6. ([4]) There exist two bilinear operators S, T and a constant Cd>0
such that

‖S(f, g)‖L1(Rd) ≤Cd‖f‖H1(Rd)‖g‖BMO+(Rd)
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and

‖T (f, g)‖Hlog(Rd) ≤Cd‖f‖H1(Rd)‖g‖BMO+(Rd)

with

f ·g=S(f, g)+T (f, g)

in the sense of distributions.

The operators S and T in the statement of Theorem 6 are not unique and they
are given in [4] in terms of paraproducts that are constructed by using continuous
wavelets. See also [2], [17], and [35] for further developments. For an introduction
to the theory of wavelets, we refer the reader to Y. Meyer’s book [21]. As mentioned
on p. 231 in [4], the space H log(Rd) in Theorem 6 is in a certain sense optimal. See
also Section 4 in [5] regarding sharpness in the one-dimensional case.

Having seen why H log(Rd) is worthy of study, we wish to further elucidate its
structure. Our paper consists of three parts.

Part I: Sections 2 and 3

In the first part of this paper we present analogues of the aforementioned
theorems of Zygmund and Stein for H log(Rd). Such results can be derived from
more general results previously obtained in the setting of Orlicz spaces; see, for
instance, [6], [14]. (We are grateful that these facts were pointed out to us in
connection with an earlier note on this subject.) We give a self-contained account
here, including a discussion of sharpness, and indicate some minor modifications
needed to obtain results in the Musielak-Orlicz setting.

For an H log version of Stein’s theorem, we need to identify the correct analogue
of L logL in this context, which turns out to be L log logL: given a measurable
subset B of Rd, L log logL(B) denotes the class of all locally integrable functions f
with supp(f)⊆B and ∫

B

|f(x)| log+ log+ |f(x)|dx<∞.

Here is our version of Stein’s lemma for LΨ.

Theorem 7. Let f be a measurable function supported in a closed ball B�Rd.

Then M(f)∈LΨ(B) if, and only if, f∈L log logL(B).

Our proof in fact leads to a more general version of Theorem 7. We discuss
this, and give a proof of Theorem 7 in Section 2.

Next is the analogue of Zygmund’s result for H log(Rd).
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Theorem 8. Let B denote the closed unit ball in Rd. If f is a measurable

function satisfying f∈L log logL(B) and
∫
B
f(y)dy=0, then f∈H log(Rd).

We remark that, by Lemma 5 above, the mean-zero condition in the hypothesis
is in fact necessary in order to place a compactly supported function in H log(Rd).

Part II: Sections 4, 5 and 6

In the second part of this paper we show that one can simplify the argument
in [4] that establishes Theorem 6 by reducing matters to appropriate dyadic coun-
terparts. To be more specific, in Section 4 we introduce a dyadic version of H log in
the periodic setting and then, by establishing a characterisation of dyadic H log in
terms of atomic decompositions, we show that H log coincides with an intersection
of two translates of dyadic H log, a result of independent interest; see Section 5. In
Section 6, we show that, in view of the aforementioned result of Section 5, one can
obtain a simplified proof of Theorem 6 in the periodic setting in which only dyadic
paraproducts are involved.

Part III: Section 7

In Section 7, we establish a version of a classical inequality of G. H. Hardy and
J. E. Littlewood [11] that gives a description of the order of magnitude of Fourier
coefficients of distributions in H log(T).

2. Proof of the Stein-type Theorem for LΨ and further extensions

Proof of Theorem 7. Assume first that f∈L log logL(B). The main observa-
tion is that, by (1.4), locally the space LΨ essentially coincides with the Orlicz
space LΨ0 and so, one can employ the arguments of Stein [26]. In view of this
observation, we remark that the fact that f∈L log logL(B) implies M(f)∈LΨ0(B)
is well-known; see, for instance, [6, p.242], [14, Sections 4 and 7]. We shall also
include the proof of this implication here for the convenience of the reader.

The distribution function of Mf satisfies for all α>0 (see e.g. §5.2 (a) in
Chapter I in [27])

(2.1) |{x∈Rd :M(f)(x)>α}|≤ Cd

α

∫
{|f |>α/2}

|f(x)|dx

and also by using a Calderón-Zygmund decomposition; see (6) in [26],

(2.2) |{x∈Rd :M(f)(x)>α}|≥ 1
2dcα

∫
{|f |>cα}

|f(x)|dx,
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where c is a constant depending on the dimension.
Inequality (1.7), integration by parts, and (2.1) imply that∫
B

Ψ0(M(f)(x))dx�B 1+
∫
B∩{M(f)>e}

(∫ M(f)(x)

e

1
logαdα

)
dx

=1+
∫ ∞

e

1
logα ·|{x∈B :M(f)(x)>α}|dα

�B 1+
∫
B

|f(x)|
(∫ 2|f(x)|

e

1
α logαdα

)
dx� 1+

∫
B

|f(x)| log+ log+ |f(x)|dx,

which yields that M(f)∈LΨ0(B).
To prove the reverse implication, by the translation invariance of LΨ0 , and since

the maximal operator commutes with translations and dilations, we can assume,
without loss of generality, that B is the unit ball centred at the origin.

Assume that for some f supported in B with f∈L1(B) we have M(f)∈LΨ0(B).
Our task is to show that f∈L log logL(B). In order to accomplish this, we shall
make use of the fact that there exists a ρ>2, depending only on ‖f‖L1(B) and B,
such that we also have M(f)∈LΨ(ρB) and moreover, for every α≥ee,

(2.3) |{x∈ ρB :M(f)(x)>c1α}|≥
c2
α

∫
B∩{|f |>α}

|f(x)|dx,

where c1, c2 are positive constants that can be taken to be independent of f and
α. Indeed, arguing as in the proof of [26, Lemma 1], note that for every r>2

(2.4) M(f)(x)� 1
(r−1)d|B| ‖f‖L1(B) for all x∈Rd\rB.

Hence, if we choose ρ>2 to be large enough, then M(f)(x)<ee≤α for all x∈Rd\ρB
and so, (2.3) follows from (2.2).

Furthermore, one can check that M(f)∈LΨ(ρB). Indeed, as in [26], it follows
from the definition of M and the fact that supp(f)⊆B that there exists a constant
c0>0, depending only on the dimension, such that for every x∈2B\B one has

(2.5) M(f)(x)≤ c0M(f)
(

x

|x|2
)

and so, M(f)∈LΨ(2B). To show that (2.5) implies that M(f)∈LΨ(B), observe
first that the function Ψ0 is increasing on [0,+∞), and satisfies (1.2).

Next, a change to polar coordinates, followed by another a change of variables
and elementary estimates yield∫

2B\B
Ψ0(Mf(x))dx�

∫ 2

1
sd−1

∫
Sd−1

Ψ0(Mf(θ/s))dσ(θ)ds
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∼
∫ 1

1
2

t−1−d

∫
Sd−1

Ψ0(Mf(tθ))dσ(θ)dt

∼
∫ 1

1
2

td−1
∫
Sd−1

Ψ0(Mf(tθ))dσ(θ)dt�
∫
B

Ψ0(Mf(x))dx.

Moreover, we deduce from (2.4) that M(f) belongs to LΨ(ρB\2B) and it thus
follows that M(f)∈LΨ(ρB), as desired.

By the same reasoning as in the proof of sufficiency and by Fubini’s theorem,∫
ρB

Ψ0(M(f)(x))dx�
∫
ρB∩{M(f)>ee}

M(f)(x)
log(M(f)(x))dx

�
∫
ρB∩{M(f)>ee}

(∫ M(f)(x)

ee

1
logαdα

)
dx

�
∫ ∞

ee

1
logα |{x∈ ρB :M(f)(x)>c2α}|dα.

By using (2.3), we now get

∞>

∫
ρB

Ψ0(M(f)(x))dx�
∫
B

|f(x)|
(∫ |f(x)|

ee

1
α logαdα

)
dx

� 1+
∫
B

|f(x)| log+ log+ |f(x)|dx

and this completes the proof of Theorem 7. �

The following example illustrates the previous theorem. Let B0 denote the
closed unit ball in Rd, and given a small δ∈(0, e−e), set f :=δ−dχ{|x|<δ}. Then
M(f)(x)∼|x|−d for all |x|>2δ and one checks that

(2.6)
∫
B0

|f(x)| log+ log+ |f(x)|dx∼ log(log(δ−1))∼
∫
B0

Ψ(x,M(f)(x))dx.

2.1. Further generalisations

Assume that Ψ:Rd×[0,∞) is a Musielak-Orlicz growth function satisfying the
following properties:

(1) If K is a compact set in Rd, then there exist x1, x2∈K and a constant
CK>0 such that

C−1
K <Ψ(x1, t)≤Ψ(x, t)≤Ψ(x2, t)<CK

for every x∈K and for all t>0.
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(2) If we write Ψ(x, t)=Ψx(t)=
∫ t

0 ψx(s)ds, then for every α0, β0 with 0<α0<β0
one has ∫ β0

α0

ψx(s)
s

ds<∞

for every x∈Rd.
By carefully examining the proof of Theorem 7, one obtains the following result.

Theorem 9. Let Ψ(x, t)=
∫ t

0 ψx(s)ds, (x, t)∈Rd×[0,∞), be as above.

Fix a compact ball B⊂Rd and let f be such that supp(f)⊆B. Then, M(f)∈
LΨ(B) if, and only if, for every α0>0∫

{|f |>α0}
|f(x)|

(∫ |f(x)|

α0

ψx(s)
s

ds

)
dx<∞.

3. Proof of the Zygmund-type Theorem for H log(Rd)

Proof of Theorem 8. Let B denote the closed unit ball in Rd. Fix a function f

with supp(f)⊆B,
∫
B
f(y)dy=0 and f∈L log logL(B). First of all, observe that

Mφ(f)(x)�M(f)(x) for all x∈Rd,

where M(f) denotes the Hardy-Littlewood maximal function of f ; see e.g. Theorem
2 on pp. 62–63 in [27]. We thus deduce from Lemma 1 that

Ψ(x,Mφ(f)(x))�Ψ(x,M(f)(x)) for all x∈Rd

and hence, by using Theorem 7, we obtain

(3.1)
∫

2B
Ψ(x,Mφ(f)(x))dx� 1+

∫
2B

|f(x)| log+ log+ |f(x)|dx,

where 2B :={x∈Rd :|x|≤2}.
To estimate the integral of Ψ(x,Mφ(f)(x)) for x∈Rd\2B, we shall make use

of the cancellation of f . To be more specific, observe that if |x|>2 then for every
ε<|x|/2, one has that

f ∗φε(x)= 1
εd

∫
B

f(y)φ
(x−y

ε

)
dy=0

since |x−y|/ε>1 whenever y∈B. Therefore, we may restrict ourselves to ε≥|x|/2
when |x|>2. Hence, for ε≥|x|/2, by exploiting the cancellation of f and using a
Lipschitz estimate on φε, we obtain

|f ∗φε(x)|= 1
εd

∣∣∣∣∣
∫
B

f(y)φ
(x−y

ε

)
dy

∣∣∣∣∣= 1
εd

∣∣∣∣∣
∫
B

f(y)
[
φ
(x−y

ε

)
−φ

(x
ε

)]
dy

∣∣∣∣∣
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�φ
1

εd+1

∫
B

|y ·f(y)|dy� 1
|x|d+1

[
1+

∫
B

|f(y)| log+ log+ |f(y)|dy
]
.

We thus deduce that, for every x∈Rd\2B,

|Mφ(f)(x)|� 1
|x|d+1

[
1+

∫
B

|f(y)| log+ log+ |f(y)|dy
]

and so, ∫
Rd\2B

Ψ(x,Mφ(x))dx

�
[
1+

∫
B

|f(y)| log+ log+ |f(y)|dy
]∫

Rd\2B

1
|x|d+1 log(e+|x|)dx

� 1+
∫
B

|f(y)| log+ log+ |f(y)|dy,

as desired. Therefore, Theorem 8 is now established by using the last estimate
combined with (3.1). �

3.1. A partial converse

As in the classical setting of the real Hardy space H1, see [26] as well as §5.3
in Chapter III in [28], Theorem 8 has a partial converse. To be more precise, let B

and B′ be open balls such that B′⊂B and suppose that an integrable function f is
positive on B and belongs to H log(Rd). Then f∈L log logL(B′).

Indeed, to see this, we may assume without loss of generality that B and B′

are centred at the origin, i.e. B={x∈Rd :|x|<s} and B′={x∈Rd :|x|<t} for t<s.
In addition, as f∈L1(Rd), we may assume that M(f)(0)<∞.

We claim that there exists a constant αd,s,t>0, depending only on the dimen-
sion d and on the radii s and t of the balls B and B′ respectively, such that

(3.2) M(ηf)(x)≤αd,s,t [Mφ(f)(x)+M(f)(0)] for all x∈B′

for any continuous function η with χB′≤η≤χB .
To prove (3.2), fix an η as above and an x∈B′. Note that

M(ηf)(x)= 2d

cdωd
sup
r>0

1
rd

∣∣∣∣∣
∫
|x−y|<r

η(y)f(y)φ
(
x−y

r

)
dy

∣∣∣∣∣ ,
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as f is non-negative on the support of η and φ(y)=cd for |y|≤1/2. Here ωd denotes
the volume of the unit ball in Rd. Hence,

(3.3) M(ηf)(x)≤ 2d

cdωd
[Mφ(f)(x)+Aη,s,t(f)(x)] ,

where

Aη,s,t(f)(x) := sup
r>0

1
rd

∣∣∣∣∣
∫
|x−y|<r

[η(y)−1] f(y)φ
(
x−y

r

)
dy

∣∣∣∣∣ .
Observe that

Aη,s,t(f)(x)≤ sup
r>0

1
rd

∫
|y|< rs

s−t

|η(y)−1||f(y)|
∣∣∣∣φ(x−y

r

)∣∣∣∣ dy,
as |x|≤t and so, for |y|≥s one has r>|x−y|≥|y|−|x|≥|y|(s−t)/s. Hence,

Aη,s,t(f)(x)≤ 2cd sup
r>0

1
rd

∫
|y|< rs

s−t

|f(y)|dy≤ 2cdωd

(
s

s−t

)d

M(f)(0).

The last estimate combined with (3.3) implies (3.2). We thus have

∞>

∫
Rd

Ψ(x,Mφ(f)(x))dx+
∫
B′

Ψ(x,M(f)(0))dx

≥
∫
B′

Ψ(x,Mφ(f)(x)+M(f)(0))dx≥
∫
B′

Ψ(x, α−1
d,s,tM(ηf)(x))dx.

Hence, by Theorem 7, one gets α−1
d,s,tηf∈L log logL(B′) and so, as η≡1 on B′, we

deduce that f∈L log logL(B′).

3.2. A variant of Theorem 7 on T

There is a periodic version of Theorem 7, namely M(f)∈LΨ0(T) if, and only if,
f∈L log logL(T). Combining this with Lemma 1, one obtains the following result.
Here, we adopt the convention that T∼=R/Z.

Before we proceed, let us recall that, following [3], H log(T) is defined as the
class of all f∈D′ whose non-tangential maximal function f∗ satisfies∫

[0,1)
Ψ0(|f∗(θ)|)dθ <∞,

where Ψ0 is as above. Here, D′ denotes the class of all distributions on T. For
f∈H log(T), one sets

‖f‖Hlog(T) := inf
{
λ> 0 :

∫
[0,1)

Ψ0(λ−1|f∗(θ)|)dθ≤ 1
}
.
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In what follows, for f∈D′ and n∈Z, we write f̂(n):=〈f, en〉 where en(θ):=
ei2πnθ, θ∈[0, 1).

Remark 10. Recall that for p>0, the real Hardy space Hp(T) is defined as the
class of all f∈D′ such that f∗∈Lp(T).

It is well-known that elements in Hp(T) are functions for p≥1 and moreover,
Hp(T)≡Lp(T) for p>1. Clearly,

H1(T)⊂H log(T)⊂Hp(T) for all 0<p< 1.

Proposition 11. If f∈L log logL(T), then f∈H log(T).
Moreover, arguing as in Section 3 and using the necessity in (an appropriate

periodic version of) Theorem 7 as well as Proposition 11 and Lemma 1, one can show
that if f is a non-negative integrable function in H log(T), then f∈L log logL(T).

Proposition 12. One has

{f ∈L log logL(T) : f ≥ 0 a.e. on T}= {f ∈H log(T)∩L1(T) : f ≥ 0 a.e. on T}.
Proof. Note that Proposition 11 implies that

(3.4) {f ∈L log logL(T) : f ≥ 0 a.e. on T}⊆
{f ∈H log(T)∩L1(T) : f ≥ 0 a.e. on T}.

To prove the reverse inclusion, take a non-negative function f in H log(T)∩
L1(T) and notice that it follows from the work of Stein [26] that

(3.5) |{θ∈ [0, 1) :M(f)(θ)>c1α}|≥
c2
α

∫
{|f |>α}

|f(θ)|dθ,

where c1, c2>0 are absolute constants. Hence, by arguing as in the proof of Theorem
7, it follows from (3.5) (noting that the periodic case is easier as one does not need
to consider the contribution away from the support of f) that

(3.6)
∫

[0,1)
Ψ0(M(f))(θ)dθ� 1+

∫
[0,1)

|f(x)| log+ log+ |f(θ)|dθ.

Since f≥0 a.e. on T, arguing as on p. 308 in [26], one has

(3.7) f∗(θ)≥ sup
0≤r<1

|(Pr∗f)(θ)|�M(f)(θ) for a.e. θ∈T,

where Pr denotes the Poisson kernel in the periodic setting. Hence, by using (3.6),
(3.7), and Lemma 1, we deduce that f∈L log logL(T) and so,

(3.8) {f ∈H log(T)∩L1(T) : f ≥ 0 a.e. on T}⊆
{f ∈L log logL(T) : f ≥ 0 a.e. on T}.

The desired fact is a consequence of (3.4) and (3.8). �
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4. Dyadic H log on T

In this section, we introduce a dyadic variant of H log(T) and in the next section
we shall prove that it admits a characterisation in terms of atomic decompositions.

4.1. Definition of dyadic H log on T

Let I be a given system of dyadic arcs in T. In particular, we assume that I
is of the form

Iτ :=
{
Ik,m,τ : k∈N0,m=0, ..., 2k−1

}
for some τ∈[0, 1), where

Ik,m,τ :=⎧⎪⎨⎪⎩
[2−km+τ, 2−k(m+1)+τ) if 2−k(m+1)+τ≤1,
[2−km+τ, 1)∪[0, 2−k(m+1)+τ−1) if 2−km+τ<1<2−k(m+1)+τ,

[2−km+τ−1, 2−k(m+1)+τ−1) if 2−km+τ≥1.

Note that for τ=0, I0 is the usual dyadic system; for k∈N0 and m=0, ..., 2k−1,
one has Ik,m,0=[2−km, 2−k(m+1)).

If I∈I, then hI denotes the cancellative Haar function associated to I, that is,

hI := |I|−1/2(χI−−χI+

)
,

where I− and I+ denote the left and right halves of I, respectively.
Here, we shall adopt the following convention: if f={fI}I∈I∪{f0} is a collec-

tion of complex numbers, we consider the associated sequence of functions {fN}N∈N

given by
fN (θ) := f0+

∑
I∈I:

|I|≥2−N

fIhI(θ), θ∈T.

As usual, the dyadic square function SI [fN ] of fN is given by

SI [fN ](θ) := |f0|+
( ∑

I∈I:
|I|≥2−N

|fI |2
χI(θ)
|I|

)1/2
, θ∈T.

One then defines the dyadic square function SI [f ] of f as the pointwise limit

SI [f ] := lim
N→∞

SI [fN ] = |f0|+
(∑

I∈I
|fI |2

χI

|I|
)1/2

.
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Definition We define hlog
I (T) as the class of all collections f={fI}I∈I∪{f0} of

complex numbers satisfying ∫
[0,1)

Ψ0
(
SI [f ](θ)

)
dθ <∞.

If f∈hlog
I (T), we set

‖f‖hlog
I (T) := inf

{
λ> 0 :

∫
[0,1)

Ψ0
(
λ−1SI [f ](θ)

)
dθ≤ 1

}
.

4.1.1. Some remarks

It can easily be seen that there exists an absolute constant C0>1 such that for
all f ,g∈hlog

I (T) and μ∈C one has

‖f+g‖hlog
I (T) ≤C0(‖f‖hlog

I (T))+‖g‖hlog
I (T))

and
‖μf‖hlog

I (T) = |μ|‖f‖hlog
I (T).

Moreover, f=0 if, and only if, ‖f‖hlog
I (T)=0. In particular, ‖·‖hlog

I (T) is a quasi-norm
on the linear space hlog

I (T) and one can show that (hlog
I (T), ‖·‖hlog

I (T)) is complete.
Let FI(T) denote the class of all functions f∈L1(T) such that the collection

{〈f, hI〉}I∈I∪{f̂(0)} consists of finitely many non-zero terms. Note that if f∈FI(T)
one can write f=f̂(0)+

∑
I∈I〈f, hI〉hI and moreover, by identifying functions in

FI(T) with the corresponding collections of their Haar coefficients, we may regard
FI(T) as a dense subspace of hlog

I (T).

4.2. hlog
I (T) and H log

I (T)

Our goal in this section is to show that every collection in hlog
I (T) can be

regarded in a ‘canonical’ way as an element of D′. More specifically, we shall prove
that if f∈hlog

I (T), then the corresponding sequence of functions {fN}N∈N in FI(T)
converges in the sense of distributions to some f∈D′. If ι denotes the associated map
from hlog(T) to D′, then one defines H log

I (T):=ι
[
hlog
I (T)

]
and ‖f‖Hlog

I (T) :=‖f‖hlog
I (T)

for f∈hlog
I (T) with f=ι(f).

To this end, let f={fI}I∈I∪{f0} be a given collection in hlog
I (T). It can easily

be seen that for every p∈(1/2, 1) one has

(4.1) Ψ0(t)≥ (1−p)tp for all t≥ 1.
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Hence, by using (4.1), we deduce that

(4.2) ‖SI [f ]‖Lp(T) ≤D(p, f),

where D(p, f) is a (finite) positive constant given by

(4.3) D(p, f) := 1+(1−p)−1/p
(∫

[0,1)
Ψ0(SI [f ](θ))dθ

)1/p
.

Since

SI [f ]≥
( ∑

I∈I:
|I|=2−k

|fI |2
χI

|I|

)1/2
for all k∈N0,

we deduce from (4.2) that

D(p, f)≥
(∫

[0,1)

( ∑
I∈I:

|I|=2−k

|fI |2
χI(θ)
|I|

)p/2
dθ

)1/p
for all k∈N0.

We thus have

(4.4) D(p, f)≥
( ∑

I∈I:
|I|=2−k

|fI |p|I|1−p/2

)1/p
for all k∈N0,

where we used the fact that the arcs I∈I with |I|=2−k are mutually disjoint. We
shall combine (4.4) with the following standard estimate.

Lemma 13. There exists an absolute constant C0>0 such that

|〈φ, hI〉|≤C0‖φ′‖L∞(T)|I|3/2

for all φ∈C1(T) and for all I∈I.

Proof. We may assume without loss of generality that I⊂T can be regarded
as an interval in [0, 1). By using a change of variables and the mean value theorem,
we have

|〈φ, hI〉|= |I|−1/2
∣∣∣ ∫

I−

φ(θ)dθ−
∫
I+

φ(θ)dθ
∣∣∣

= |I|−1/2
∣∣∣ ∫

I−

[φ(θ)−φ(θ+|I|/2)]dθ
∣∣∣� ‖φ′‖L∞(T)|I|3/2,

as desired. �
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As mentioned above, we shall prove that the sequence of functions {fN}N∈N

associated to f converges in the sense of distributions. Towards this aim, by using
Lemma 13, for N,M∈N with N>M , we have

|〈fN−fM , φ〉|=
∣∣∣∣∣ ∑

I∈I:
2−M>|I|≥2−N

fI〈hI , φ〉
∣∣∣∣∣≤

N∑
k=M+1

∑
I∈I:

|I|=2−k

|fI ||〈φ, hI〉|

� ‖φ′‖L∞(T)

N∑
k=M+1

∑
I∈I:

|I|=2−k

|fI ||I|3/2.

Fix a p∈(1/2, 1) and note that the previous estimate implies that

(4.5) |〈fN−fM , φ〉|� ‖φ′‖L∞(T)

N∑
k=M+1

( ∑
I∈I:

|I|=2−k

|fI |p|I|3p/2
)1/p

.

Since

N∑
k=M+1

( ∑
I∈I:

|I|=2−k

|fI |p|I|3p/2
)1/p

=
N∑

k=M+1

( ∑
I∈I:

|I|=2−k

|fI |p|I|1−p/2|I|2p−1

)1/p

=
N∑

k=M+1

2−(2−1/p)k

( ∑
I∈I:

|I|=2−k

|fI |p|I|1−p/2

)1/p
,

it follows from (4.4) that

(4.6)
N∑

k=M+1

( ∑
I∈I:

|I|=2−k

|fI |p|I|3p/2
)1/p

≤
(

N∑
k=M+1

2−(2−1/p)k

)
D(p, f).

Therefore, (4.5) and (4.6) imply that {fN}N∈N is Cauchy in D′ and so, it converges
to some f∈D′. A completely analogous argument shows that

sup
N∈N

|〈fN , φ〉|≤ |f0|‖φ‖L∞(T)+cpD(p, f)‖φ′‖L∞(T) for all φ∈C1(T),

where cp>0 is a constant that depends only on p. Hence,

(4.7) |〈f, φ〉|≤ |f0|‖φ‖L∞(T)+cpD(p, f)‖φ′‖L∞(T) for all φ∈C1(T).
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5. Atomic decomposition of H log
I (T)

5.1. Atomic decomposition of H log(T)

It follows from the work of B. Viviani [31], see also [17], [35], that H log(T)
admits a characterisation in terms of atomic decompositions. To state this charac-
terisation of H log(T), we need the following definitions.

Definition Let I⊂T be an arc. A measurable function aI on T is said to be an
H log(T)-atom associated to I whenever

• supp(aI)⊆I,
•
∫
I
aI(θ)dθ=0, and

• ‖aI‖L∞(T)≤‖χI‖−1
Llog(T).

Definition The atomic Hardy-Orlicz space H log
at (T) is defined as the space of

all f∈D′ that can be written as

f−f̂(0)=
∑
k∈N

bIk in D′,

where, for k∈N, bIk is multiple of an atom in H log(T) associated to some arc Ik and

∑
k∈N

|Ik|Ψ0(‖bIk‖L∞(T))<∞.

If {bIk}k∈N is as above, let

Λ∞
(
f, {bIk}k∈N

)
:= inf

{
λ> 0 : Ψ0(λ−1|f̂(0)|)+

∑
k∈N

|Ik|Ψ0(λ−1‖bIk‖L∞(T))≤ 1
}

and define

‖f‖Hlog
at (T):=inf

{
Λ∞

(
f, {bIk}k∈N

)
: f−f̂(0)=

∑
k∈N

bIk with {bIk}k∈N being as above
}
.

By arguing as in [17], [31] one can show that

(5.1) H log
at (T)∼=H log(T).
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5.2. Atomic decomposition of H log
I (T)

Definition Let I be an arc in I. A measurable function aI on T is said to be
an H log

I -atom associated to I∈I whenever
• supp(aI)⊂I,
•
∫
I
aI(θ)dθ=0, and

• ‖aI‖L∞(T)≤‖χI‖−1
Llog(T).

In analogy with the non-dyadic case, define H log
at,I(T) to be the class of all f∈D′

for which there exists a sequence {βIk}k∈N of scalar multiples of H log
I -atoms such

that
f−f̂(0)=

∑
k∈N

βIk in D′ and
∑
k∈N

|Ik|Ψ0
(
‖βIk‖L∞(T)

)
<∞.

For f∈H log
at,I(T), we set

‖f‖Hlog
at,I(T) := inf

{
Λ∞

(
f, {βIk}k∈N

)
: f−f̂(0)=

∑
k∈N

βIk in D′

}
.

We shall prove that H log
I (T) is contained in H log

at,I(T). To this end, we shall show
first that every function f∈FI(T) admits a decomposition in terms of H log

I -atoms.

Proposition 14. For every f∈FI(T) there exists a finite collection of multi-

ples of H log
I -atoms {βIk}Nk=1 such that:

• f−f̂(0)=
∑N

k=1 βIk and

• Λ∞(f, {βIk}Nk=1)≤C0‖f‖Hlog
I (T),

where C0>0 is an absolute constant that is independent of f .

Proof. The proof is a variant of the non-dyadic case presented in Chapter 1 of
[35].

Fix an f∈FI(T). Without loss of generality, we may assume that f̂(0)=0. Let
MI [f ] denote the dyadic maximal function of f , namely

MI [f ](θ) := sup
N∈N0

|EI,N [f ](θ)|,

where
EI,N [f ] :=

∑
I∈I:

|I|=2−N

〈f〉IχI .

Notice that, as f∈FI(T), there exists an N0∈N such that

(5.2) EI,N [f ]≡ f for all N ≥N0.
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For λ>0, by arguing as on p. 3 in [12], one can show that the set

Ωλ := {θ∈T :MI [f ](θ)>λ}

can be written as a finite union of mutually disjoint arcs in I. We may thus
write Ωλ=

⋃
k I(λ, k), where the union is finite and the arcs {I(λ, k)}k are mutually

disjoint and in I. We then define

gλ(θ) :=
{
f(θ) if x∈T\Ωλ,

〈f〉I if θ∈I(λ, k)

and bλ :=f−gλ=
∑

k bλ,k, where bλ,k :=χI(λ,k)bλ. Using (5.2), one checks that

(5.3) ‖gλ‖L∞(T) ≤λ.

Note that for N∈N large enough, one has Ω2n =∅ for all n≥N and so, g2n≡f

for all n≥N . We thus have

f =
N−1∑
n=0

(g2n+1−g2n)=
N−1∑
n=0

(b2n−b2n+1).

We write Ω2n =
⋃

k I(2n, k) and define βn,k :=(b2n−b2n+1)χI(2n,k). It can easily be
seen that

∫
I(2n,k) βn,k(x′)dx′=0. Moreover, it follows from (5.3) that

‖βn,k‖L∞(T) ≤‖g2n‖L∞(T)+‖g2n+1‖L∞(T) ≤ 3·2n.

Hence, βn,k are multiples of H log
I -atoms and moreover,

N−1∑
n=0

∑
k

|I(2n, k)|Ψ0(‖βn,k‖L∞(T)/λ)�
N−1∑
n=0

∑
k

|I(2n, k)|Ψ0(2n/λ)

=
N−1∑
n=0

Ψ0(2n/λ)
∑
k

|I(2n, k)|=
N−1∑
n=0

Ψ0(2n/λ)
∑
l∈N0

|{2n+l <MI [f ]≤ 2n+l+1}|.

Note that there exists a c0>0 such that Ψ0(2−lt)≤2−c0lΨ0(t) for all t≥0 and l∈N0.
Hence,

N−1∑
n=0

Ψ0(2n/λ)
∑
l∈N0

|{2n+l <MI [f ]≤ 2n+l+1}|

=
∑
l∈N0

N−1∑
n=0

Ψ0(2n/λ)|{2n+l <MI [f ]≤ 2n+l+1}|
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≤
∑
l∈N0

∑
m≥l

Ψ0(2m−l/λ)|{2m <MI [f ]≤ 2m+1}|

≤
∑
l∈N0

2−c0l
∑
m≥l

Ψ0(2m/λ)|{2m <MI [f ]≤ 2m+1}|�
∫

[0,1)
Ψ0(λ−1MI [f ](θ))dθ.

To complete the proof of the proposition, note that there exists an absolute constant
C>0 such that∫

[0,1)
Ψ0(λ−1MI [f ](θ))dθ≤C

∫
[0,1)

Ψ0(λ−1SI [f ](θ))dθ,

which follows from, e.g., an appropriate periodic variant of [8, Corollary 3.1]. See
also [7]. �

By arguing as on p. 109 in [28], the density of FI(T) in H log
I (T) and Proposition

14 imply the following result.

Proposition 15. One has H log
I (T)⊆H log

at,I(T).

5.3. Proof of the reverse inclusion

The main result of this section is that the converse of Proposition 15 also holds.

Proposition 16. One has H log
at,I(T)⊆H log

I (T).

In order to prove Proposition 16, we shall establish first the following dyadic
variant of [35, Lemma 1.3.5].

Lemma 17. Let I∈I be a given arc. For every L∞-function βI supported in

I one has ∫
I

Ψ0(SI [βI ](θ))dθ� |I|Ψ0(‖βI‖L∞(T)).

Proof. Let βI be as in the statement of the lemma. We may assume that
‖βI‖L∞(T)>0. We argue as in the proof of [35, Lemma 1.3.5]. More specifically,
since Ψ0 is increasing and Ψ0(ct)≤cΨ0(t) for all c≥1 and t≥0, we have∫

I

Ψ0(SI [βI ](θ))dθ=
∫
I

Ψ0

( SI [βI ](θ)
‖βI‖L∞(T)

‖βI‖L∞(T)

)
dθ

≤
∫
I

Ψ0

((
1+ SI [βI ](θ)

‖βI‖L∞(T)

)
‖βI‖L∞(T)

)
dθ

≤Ψ0(‖βI‖L∞(T))
∫
I

(
1+ SI [βI ](θ)

‖βI‖L∞(T)

)
dθ
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=Ψ0(‖βI‖L∞(T))
(
|I|+‖βI‖−1

L∞(T)

∫
I

SI [βI ](θ)dθ
)
.

To complete the proof of the lemma, observe that by using the Cauchy-Schwarz
inequality and the fact that SI is an isometry on L2(T), one has∫

I

SI [βI ](θ)dθ≤ |I|1/2‖SI [βI ]‖L2(T) = |I|1/2‖βI‖L2(T) ≤ |I|‖βI‖L∞(T),

as desired. �

5.4. Proof of Proposition 16

Let f be a given distribution in H log
at,I(T). Without loss of generality, we may

assume that f̂(0)=0.
By definition, there exists a sequence of multiples of H log

I -atoms {βIk}k∈N such
that

f = lim
N→∞

N∑
k=1

βIk in D′ and
∞∑
k=1

|Ik|Ψ0(‖βIk‖L∞(T))<∞.

For N∈N, we set bN :=
∑N

k=1 βIk . Note that since bN∈L∞(T) one has
bN =

∑
I∈I〈bN , hI〉hI a.e. on T and in L2(T).

In what follows, we shall use several times the fact that

(5.4) Ψ0

(
L∑

j=1
tj

)
≤

L∑
j=1

Ψ0(tj)

for any finite collection of non-negative numbers {tj}L=1; see the proof of [35, Lemma
1.1.6 (i)].

Lemma 18. Let I∈I be given. If {bN}N∈N is as above, then the sequence of

complex numbers {〈bN , hI〉}N∈N converges.

Proof. It follows from Lemma 17 and (5.4) that for N>M one has

∫
[0,1)

Ψ0(SI [bN−bM ](θ))dθ≤
N∑

k=M+1

∫
[0,1)

Ψ0(SI [βIk ](θ))dθ

�
N∑

k=M+1

|Ik|Ψ0(‖βIk‖L∞(T))
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and so,

(5.5) lim
M,N→∞

∫
[0,1)

Ψ0(SI [bN−bM ](θ))dθ=0.

Observe that, since Ψ0 is increasing, one has∫
[0,1)

Ψ0(SI [bN−bM ](θ))dθ≥
∫

[0,1)
Ψ0(|〈bN , hI〉−〈bM , hI〉||I|−1/2χI)dθ

= |I|Ψ0(|〈bN , hI〉−〈bM , hI〉||I|−1/2)

for all I∈I. Since Ψ0 is continuous and Ψ0(t)=0 if, and only if, t=0, we deduce
from the previous inequality and (5.5) that

lim
M,N→∞

|〈bN , hI〉−〈bM , hI〉|=0.

Hence, the sequence {〈bN , hI〉}N∈N is Cauchy in C and so, it converges. �

In view of Lemma 18, we may define b:={bI}I∈I with bI :=limN→∞〈bN , hI〉.
We claim that b∈hlog

I (T) with

(5.6)
∫

[0,1)
Ψ0(SI [b](θ))dθ�

∞∑
k=1

|Ik|Ψ0(‖βIk‖L∞(T)).

Indeed, by Lemma 17 and the definition of {bN}N∈N, one has

(5.7)
∫

[0,1)
Ψ0(SI [bN ](θ))dθ�

∞∑
k=1

|Ik|Ψ0(‖βIk‖L∞(T)) for all N ∈N.

Fix an M∈N and note that, by combining (5.7) with Fatou’s lemma, one gets

∫
[0,1)

lim inf
N→∞

Ψ0

({ ∑
I∈I:

|I|≥2−M

|〈bN , hI〉|2|I|−1χI(θ)
}1/2)

dθ

≤ lim inf
N→∞

∫
[0,1)

Ψ0(SI [bN ](θ))dθ�
∞∑
k=1

|Ik|Ψ0(‖βIk‖L∞(T)).

Since Ψ0 is continuous, we deduce that

(5.8)
∫

[0,1)
Ψ0

({ ∑
I∈I:

|I|≥2−M

|bI |2|I|−1χI(θ)
}1/2)

dθ�
∞∑
k=1

|Ik|Ψ0(‖βIk‖L∞(T))
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for all M∈N. Hence, (5.6) is obtained by using (5.8), the monotone convergence
theorem, and the continuity of Ψ0.

If we now define the sequence of functions {BM}M∈N with finite wavelet ex-
pansions given by

BM (θ) :=
∑
I∈I:

|I|≥2−M

bIhI(θ) (θ∈T),

then, as explained in Section 4.2, BM converges in D′ to some b∈D′. It thus suffices
to prove that b≡f . To this end, it is enough to show that, in view of the definition
of {bN}N∈N, one has

(5.9) b= lim
N→∞

bN in D′.

For M,N∈N, consider the function δM,N given by

δM,N (θ) :=BM (θ)−(bN )M (θ) (θ∈T),

where (bN )M is the ‘truncation’ of the Haar series representation of bN allowing
Haar projections corresponding to arcs I∈I with |I|≥2−M , that is,

(bN )M (θ) :=
∑
I∈I:

|I|≥2−M

〈bN , hI〉hI(θ) (θ∈T).

We claim that for any fixed φ∈C∞(T) one has

(5.10) lim
M→∞

〈δM,N , φ〉= 〈b−bN , φ〉 uniformly in N ∈N.

Indeed, fix a φ∈C∞(T) and write

(5.11) |〈δM,N−(b−bN ), φ〉|≤ |〈BM−b, φ〉|+|〈(bN )M−bN , φ〉|.

Let p∈(1/2, 1) be fixed. By arguing as in Section 4.2, one deduces that there exists
an absolute constant c0>0 such that

(5.12) |〈BM−b, φ〉|≤ c0‖φ′‖L∞(T)D(p,b)
∞∑

k=M+1
2−(2−1/p)k,

where D(p,b) is as in Section 4.2 and is finite, in view of (5.6). Similarly, one has

(5.13) |〈(bN )M−bN , φ〉|≤ c0‖φ′‖L∞(T)D(p,bN )
∞∑

k=M+1

2−(2−1/p)k,
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where

D(p,bN )= 1+(1−p)−1/p

(∫
[0,1)

Ψ0(SI [bN ](θ))dθ
)1/p

.

By using Lemma 17 and the definition of bN , one deduces that

D(p,bN )≤ 1+(1−p)−1/p

(
N∑

k=1

|Ik|Ψ0(‖βIk‖L∞(T))
)1/p

≤ 1+(1−p)−1/p

( ∞∑
k=1

|Ik|Ψ0(‖βIk‖L∞(T))
)1/p

that is, D(p,bN ) is bounded by a finite constant that is independent of N∈N.
Hence, (5.13) implies that

(5.14) |〈(bN )M−bN , φ〉|≤

cp‖φ′‖L∞(T)

⎡⎣1+
( ∞∑

k=1

|Ik|Ψ0(‖βIk‖L∞(T))
)1/p⎤⎦ ∞∑

k=M+1

2−(2−1/p)k,

where cp>0 is a constant depending only on p. Therefore, by combining (5.12) with
(5.14), we deduce that (5.10) holds.

Moreover, by arguing again as in Section 4.2, one shows that for any fixed
p∈(1/2, 1) there exists a constant c′p>0, depending only on p, such that

(5.15) |〈δM,N , φ〉|≤

c′p‖φ′‖L∞(T)

[∫
[0,1)

Ψ0

({ ∑
I∈I:

|I|≥2−M

|bI−〈bN , hI〉|2|I|−1χI(θ)
}1/2)

dθ

]1/p

for all M,N∈N and φ∈C∞(T). We shall prove that the right-hand side of (5.15)
tends to 0 as N→∞ for all M∈N and φ∈C∞(T). To this end, note that for any
L∈N and for every collection {tl}Ll=1 of non-negative numbers, one has

(5.16) Ψ0

[( L∑
j=1

tj

)1/2]
≤

L∑
j=1

Ψ0(t1/2j ).

Indeed, (5.16) is obtained by combining (5.4) with
(∑L

j=1 tj

)1/2
≤
∑L

j=1 t
1/2
j . Ob-

serve that by using (5.16) one has∫
[0,1)

Ψ0

({ ∑
I∈I:

|I|≥2−M

|bI−〈bN , hI〉|2|I|−1χI(θ)
}1/2)

dθ≤
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∑
I∈I:

|I|≥2−M

|I|Ψ0
(
|bI−〈bN , hI〉||I|−1/2)

and hence, (5.15) implies that

(5.17) |〈δM,N , φ〉|≤ c′p‖φ′‖L∞(T)

( ∑
I∈I:

|I|≥2−M

|I|Ψ0
(
|bI−〈bN , hI〉||I|−1/2))1/p.

Since the sum on the right-hand side of (5.17) is finite and Ψ0 is continuous, it
follows from the definition of b that

(5.18) lim
N→∞

〈δM,N , φ〉=0 for all M ∈N.

Therefore, by combining (5.10) and (5.18), it follows that

lim
N→∞

〈b−bN , φ〉= lim
N→∞

lim
M→∞

〈δM,N , φ〉= lim
M→∞

lim
N→∞

〈δM,N , φ〉=0

for all φ∈C∞(T). Hence, (5.9) holds and so, the proof of Proposition 16 is complete.

5.5. Concluding remarks

By combining Propositions 15 and 16 one obtains the following theorem.

Theorem 19. One has H log
at,I(T)∼=H log

I (T).

By using [20, Proposition 2.1] and the atomic decomposition of H log(T); see
(5.1), one shows that H log

at,I0(T)+H log
at,I1/3(T)∼=H log(T). We thus deduce from The-

orem 19 the following variant of T. Mei’s theorem [20] for H log(T).

Theorem 20. One has

H log
I0 (T)+H log

I1/3(T)∼=H log(T).

Let I be a given system of dyadic arcs in T. For p∈(0,∞), define the dyadic
Hardy space hp

I(T) as the class of all collections of complex numbers f={fI}I∈I∪
{f0} such that SI [f ]∈Lp(T).

By arguing as in Sections 4 and 5, one can show that hp
I(T) can be identified

with a dyadic Hp space Hp
I(T) of distributions on T and moreover, the following

extension of T. Mei’s theorem [20] holds.
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Theorem 21. One has

Hp
I0(T)+Hp

I1/3(T)∼=Hp(T)

for all p∈(1/2, 1].

We remark that dyadic Hardy spaces for p<1 have also been considered in [33]
and [23], but the definitions there are different than ours.

6. Proof of the Bonami-Grellier-Ky theorem in the periodic setting

For a function b∈L1(T), we set

‖b‖BMO+
I (T) :=

(
sup
I∈I

1
|I|

∫
I

|b(θ)−〈b〉I |2dθ
)1/2

+
∣∣∣ ∫

[0,1)
b(θ)dθ

∣∣∣.
We then define BMO+

I (T) as the class of all functions b∈L1(T) such that
‖b‖BMO+

I (T)<∞. One defines BMO+(T) similarly.
Recall the following standard consequence of the John-Nirenberg type result

in the dyadic case.

Lemma 22. There exists an absolute constant C0>0 such that for every func-

tion b∈BMO+
I (T) one has

‖b‖expL(T) ≤C0‖b‖BMO+
I (T),

where ‖b‖expL(T) :=inf{λ>0:
∫
[0,1) Φ(|b(x)|/λ)dx≤1} and Φ(t):=et−t−1, t≥0.

The following variant of [4, Proposition 2.1] is obtained by combining Lemma
22 with [4, Lemma 2.1].

Proposition 23. For all functions f , b such that f∈L1(T) and b∈BMO+
I (T),

one has

‖f ·b‖Llog(T) � ‖f‖L1(T)‖b‖BMO+
I (T).

In this section, we present the following dyadic version of [4, Theorem 1.1].

Theorem 24. There exist two bilinear operators S and T on the product space

H1
I(T)×BMO+

I (T) such that

f ·b=SI(f, b)+TI(f, b) in D′

with SI :H1
I(T)×BMO+

I (T)→L1(T) and TI :H1
I(T)×BMO+

I (T)→H log
I (T).
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The proof of Theorem 24 that we present here is a variant of the corresponding
one given by Bonami, Grellier, and Ky in [4] (that establishes [4, Theorem 1.1]). To
be more specific, let f∈H1

I(T) be a function with finite wavelet expansion. If b is a
function in BMO+

I (T) that also has a finite wavelet expansion, then we may write

f ·b=ΠI
1 (f, b)+ΠI

2 (f, b)+ΠI
3 (f, b),

where
ΠI

1 (f, b)(θ) :=
∑

I,J∈I:
J�I

fIgJhI(θ)hJ(θ),

ΠI
2 (f, b)(θ) :=

∑
I,J∈I:
I�J

fIgJhI(θ)hJ(θ),

and
ΠI

3 (f, b)(θ) :=
∑

I,J∈I:
I=J

fIgJhI(θ)hJ(θ).

We shall prove that:
• ΠI

1 can be extended as a bounded bilinear operator from H1
I(T)×BMO+

I (T)
to H log

I (T),
• ΠI

2 can be extended as a bounded bilinear operator from H1
I(T)×BMO+

I (T)
to H1

I(T), and
• ΠI

3 can be extended as a bounded bilinear operator from H1
I(T)×BMO+

I (T)
to L1(T).
One can thus conclude that Theorem 24 holds by taking SI :=ΠI

1 and TI :=ΠI
2 +ΠI

3 .

Proposition 25. The bilinear operator ΠI
3 extends into a bounded bilinear

operator from H1
I(T)×BMO+

I (T) to L1(T).

Proof. It is well-known that H1
I(T) admits a characterisation in terms of atoms.

More specifically, recall that a measurable function a is said to be an L2-atom
in H1

I(T) if it is either the constant function or there exists an Ω∈I such that
supp(a)⊆Ω,

∫
[0,1) a(θ)dθ=0, and ‖a‖L2(T)≤|Ω|−1/2. Then, f∈H1

I(T) if, and only
if, there exist a sequence {λk}k∈N of non-negative scalars and a sequence {ak}k∈N

of atoms such that
f =

∑
k∈N

λkak

in the H1
I-norm and moreover, one has

‖f‖H1
I(T) ∼ inf

{∑
k∈N

|λk| : f =
∑
k∈N

λkak

}
.
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Hence, to show that ΠI
3 maps H1

I(T)×BMO+
I (T) to L1(T), it is enough to

prove that there exists a constant C>0 such that

(6.1) ‖ΠI
3 (a, b)‖L1(T) ≤C‖b‖BMO+

I (T)

for all non-constant H1
I(T)-atoms a and every b∈BMO+

I (T) with
∫
[0,1) b(θ)dθ=0

such that a and b have finite wavelet expansions. To this end, assume that a and
b have finite wavelet expansions and a is associated to some Ω∈I. If we write
a=

∑
I⊆Ω aIhI and b=

∑
I bIhI , then

ΠI
3 (a, b)(θ)=

∑
I,J∈I:
I=J

aIbJhI(θ)hJ (θ)=
∑
I⊆Ω

aIbI
χI(θ)
|I|

and hence, by using the Cauchy-Schwarz inequality, one gets the pointwise estimate

|ΠI
3 (a, b)(θ)| ≤SI [a](θ)·SI [PΩb](θ),

where PΩb(θ):=
∑

I⊆Ω bIhI(θ). We thus have by using the Cauchy-Schwarz inequal-
ity and the L2-boundedness of SI ,

(6.2) ‖ΠI
3 (a, b)‖L1(T) ≤‖a‖L2(T)‖PΩb‖L2(T).

Since ‖a‖L2(T)≤|Ω|−1/2 and ‖PΩb‖L2(T)≤|Ω|1/2‖b‖BMO+
I (T), (6.1) follows from (6.2).

�

Proposition 26. The bilinear operator ΠI
2 extends into a bounded bilinear

operator from H1
I(T)×BMO+

I (T) to H1
I(T).

Proof. As in the proof of the previous proposition, it suffices to prove that
there exists an absolute constant C>0 such that

(6.3) ‖ΠI
2 (a, b)‖H1

I(T) ≤C‖b‖BMO+
I (T)

for each non-constant H1
I(T)-atom a and for each b∈BMO+

I (T) with
∫
[0,1) b(θ)dθ=0

such that a and b have finite wavelet expansions. Towards this aim, write a=∑
I⊆Ω aIhI for some Ω∈I and notice that

ΠI
2 (a, b)(θ)=

∑
I,J∈I:
Ω⊇I�J

aIbJhI(θ)hJ (θ) =
∑

I,J∈I:
Ω⊇I�J

aI(PΩb)JhI(θ)hJ(θ)

=
∑

I,J∈I:
Ω⊇I�J

aI(PΩb)JhI(cJ)hJ(θ),
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where cJ denotes the centre of J . Moreover, observe that since

〈a〉J = |J |−1
∫
J

a(θ)dθ=
∑
I∈I:
I⊆Ω

aI |J |−1
∫
J

hI(θ)dθ=
∑
I∈I:

J�I⊆Ω

aIhI(cJ),

one may rewrite ΠI
2 (a, b) as

ΠI
2 (a, b)(θ)=

∑
J∈I

〈a〉J(PΩb)JhJ(θ).

Hence,

SI [ΠI
2 (a, b)](θ)=

(∑
J∈I

|〈a〉J |2|(PΩb)J |2
χJ(θ)
|J |

)1/2
≤M(a)(θ)·SI [PΩb](θ),

where M denotes the Hardy-Littlewood maximal operator acting on functions de-
fined over T. Hence, by using the Cauchy-Schwarz inequality and the L2-bounded-
ness of M and SI , one gets

‖ΠI
2 (a, b)‖H1

I(T) = ‖SI
(
ΠI

2 (a, b)
)
‖L1(T) � ‖a‖L2(T)‖PΩb‖L2(T).

As in the proof of the previous lemma, note that one has ‖a‖L2(T)≤|Ω|−1/2 and
‖PΩb‖L2(T)≤|Ω|1/2‖b‖BMO+

I (T) and so, (6.3) follows from the last estimate. �

It follows from Propositions 25 and 26 that if we define

T (f, b)(θ) :=ΠI
2 (f, b)(θ)+ΠI

3 (f, b)(θ),

then T is a bilinear operator that maps H1
I(T)×BMO+

I (T) to L1(T). Therefore,
to complete the proof of Theorem 24, it remains to handle ΠI

1 .

Proposition 27. The bilinear operator ΠI
1 extends into a bounded bilinear

operator from H1
I(T)×BMO+

I (T) to H log
I (T).

Proof. Fix an f∈H1
I(T) and b∈BMO+

I (T) with finite wavelet expansions and
moreover, assume that

∫
[0,1) b(θ)dθ=0.

First of all, arguing as above, one may write

ΠI
1 (f, b)(θ)=

∑
I∈I

fI〈b〉IhI(θ).

Let a be a non-constant H1
I(T)-atom with finite wavelet expansion that is supported

in some Ω∈I so that ‖a‖L2(T)≤|Ω|−1/2. We claim that

(6.4) ΠI
1 (a, b)(θ)=ΠI

1 (a, PΩb)(θ)+〈b〉Ω ·a(θ).
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Indeed, to see this, write

ΠI
1 (a, b)(θ)=

∑
I∈I

aI〈b〉IhI(θ)=ΠI
1 (a, PΩb)(θ)+

∑
I∈I

aI〈b−PΩb〉IhI(θ)

and observe that∑
I∈I

aI〈b−PΩb〉IhI(θ)=
∑
I∈I

aI

(
|I|−1

∫
I

∑
J∈I:
J�Ω

bJhJ(θ′)dθ′
)
hI(θ)

=
∑
I∈I

aI

(∑
I∈I:
J�Ω

bJhJ(cΩ)
)
hI(θ)=

( ∑
J∈I:
J�Ω

bJhJ(cΩ)
)
a(θ)= 〈b〉Ω ·a(θ),

where cΩ denotes the centre of Ω. Hence, the proof of (6.4) is complete.
We may assume that f=

∑N
k=1 λkak, where each atom ak has a finite wavelet

expansion. By using (6.4), one may write

ΠI
1 (f, b)=β1+β2,

where

β1(θ) :=
N∑

k=1

λkΠI
1 (ak, PΩk

b)(θ) and β2(θ) :=
N∑

k=1

λk〈b〉Ωk
ak(θ).

For the first term, we have

‖ΠI
1 (ak, PΩk

b)‖H1
I(T) = ‖SI [ΠI

1 (ak, PΩk
b)]‖L1(T)

=
∥∥∥( ∑

I∈I
I⊆Ωk

|〈PΩ〉I |2|(ak)I |2
χI

|I|
)1/2∥∥∥

L1(T)
≤‖M(PΩk

b)SI [ak]‖L1(T)

≤‖M(PΩk
b)‖L2(T)‖SI [ak]‖L2(T) � ‖PΩk

b‖L2(T)‖ak‖L2(T)

� |Ωk|1/2‖b‖BMO+
I (T)|Ωk|−1/2 = ‖b‖BMO+

I (T)

for all k=1, ..., N . Hence,

‖β1‖H1
I(T) ≤

N∑
k=1

|λk|‖ΠI
1 (ak, PΩk

b)‖H1
I(T) ≤C‖b‖BMO+

I (T)

N∑
k=1

|λk|

and so, one deduces that

‖β1‖H1
I(T) � ‖f‖H1

I(T)‖b‖BMO+
I (T).
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It remains to treat β2. The goal is to prove that

(6.5) ‖SI [β2]‖Llog(T) � ‖b‖BMO+
I (T)

N∑
k=1

|λk|,

where the implied constant is independent of b, f (and N). To this end, observe
that

SI [β2](θ)≤
N∑

k=1

|λk||〈b〉Ωk
|SI [ak](θ)

≤
N∑

k=1
|λk||b(θ)−〈b〉Ωk

|SI [ak](θ)+|b(θ)|
N∑

k=1
|λk|SI [ak](θ)

=
N∑

k=1

|λk||PΩk
b(s)|SI [ak](θ)+|b(θ)|

N∑
k=1

|λk|SI [ak](θ).

Hence,

‖SI [β2]‖Llog(T) �
∥∥∥ N∑

k=1
|λk||PΩk

b|SI [ak]
∥∥∥
Llog(T)

+
∥∥∥|b| N∑

k=1
|λk|SI [ak]

∥∥∥
Llog(T)

�
∥∥∥ N∑

k=1

|λk||PΩk
b|SI [ak]

∥∥∥
L1(T)

+
∥∥∥|b| N∑

k=1

|λk|SI [ak]
∥∥∥
Llog(T)

.

By arguing as above, it can easily be seen that

∥∥∥ N∑
k=1

|λk||PΩk
b|SI [ak]

∥∥∥
L1(T)

� ‖b‖BMO+
I (T)

N∑
k=1

|λk|.

Therefore, the proof of (6.5) is reduced to showing that

(6.6)
∥∥∥|b| N∑

k=1

|λk|SI [ak]
∥∥∥
Llog(T)

� ‖b‖BMO+
I (T)

N∑
k=1

|λk|.

To this end, note that by using Proposition 23 one gets

∥∥∥|b| N∑
k=1

|λk|SI [ak]
∥∥∥
Llog(T)

� ‖b‖BMO+
I (T)

∥∥∥ N∑
k=1

|λk|SI [ak]
∥∥∥
L1(T)

and since for each H1
I-atom one has ‖SI [ak]‖L1(T)≤1, (6.6) follows from the last

estimate. This completes the proof of (6.5). �
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6.1. Passing from dyadic to non-dyadic decompositions

In this subsection, it is explained how the following theorem can be deduced
from the corresponding dyadic case that we studied in the previous section.

Theorem 28. There exist bounded bilinear operators Π1 : H1(T)×BMO+(T)→
H log(T), Π2 :H1(T)×BMO+(T)→H1(T), Π3 :H1(T)×BMO+(T)→L1(T) such that

for all f∈H1(T) and b∈BMO+(T) one has

(6.7) f ·b=Π1(f, b)+Π2(f, b)+Π3(f, b) in D′.

Note that if Π1, Π2, and Π3 are as in Theorem 28, then a periodic version of
Theorem 6 is obtained by taking S :=Π2+Π3 and T :=Π1.

6.1.1. Proof of Theorem 28

We shall construct bilinear operators that are initially defined on the product
space H1

fin(T)×BMO+(T). Here H1
fin(T) denotes the dense subspace of H1(T) that

consists of functions in L1(T) that can be written as finite linear combinations of
L2-atoms in H1(T). For f∈H1

fin(T), if one defines

‖f‖H1
fin(T) :=

inf
{

N∑
k=1

|λk| : f =
N∑

k=1

λkak, λn ∈C, ak is an L2-atom in H1(T), k=1, ..., N
}
,

then

(6.8) ‖f‖H1
fin(T) ∼‖f‖H1(T);

see [19, Theorem 3.1 (i)] for the corresponding Euclidean case. For τ∈[0, 1),
H1

fin,Iτ (T) is defined in an analogous way.

Remark 29. Let τ∈[0, 1) be given. Since any L2-atom in H1(T) can be regarded
as a multiple of an L2-atom in H1

Iτ (T), one has

(6.9) H1
fin(T)⊂L2(T)⊂H1

Iτ (T).

In addition, one has

(6.10) BMO+(T)⊂BMO+
Iτ (T)⊂L2(T).
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To simplify the notation, the operators considered in the previous section will
be denoted by Πτ

j (instead of ΠIτ

j ), j∈{1, 2, 3}.
Observe that, for j∈{1, 2, 3}, in view of Remark 29, Πτ

j is well-defined on
H1

fin(T)×BMO+(T). In addition, it is well-known that there exists an absolute
constant C>0 such that for all τ∈[0, 1) and u, v∈L2(T) one has

(6.11) ‖Πτ
j (u, v)‖H1

Iτ (T) ≤C‖u‖L2(T)‖v‖L2(T), j ∈{1, 2},

and

(6.12) ‖Πτ
3(u, v)‖L1(T) ≤C‖u‖L2(T)‖v‖L2(T).

For f∈H1
fin(T) and b∈BMO+(T), we define

Πj(f, b) :=
∫

[0,1)
Πτ

j (f, b)dτ, j ∈{1, 2, 3}.

It follows from the definition of Πj , j∈{1, 2, 3}, that (6.7) holds on H1
fin(T)×

BMO+(T).
We shall prove that there exists an absolute constant C>0 such that for all

f∈H1
fin(T) and b∈BMO+(T) one has

‖Π1(f, b)‖Hlog(T) ≤C‖f‖H1(T)‖b‖BMO+(T),(6.13)
‖Π2(f, b)‖H1(T) ≤C‖f‖H1(T)‖b‖BMO+(T),(6.14)
‖Π3(f, b)‖L1(T) ≤C‖f‖H1(T)‖b‖BMO+(T).(6.15)

Fix f∈H1
fin(T) and b∈BMO+(T). Since

‖Π2(f, b)‖H1(T) ≤
∫

[0,1)
‖Πτ

2(f, b)‖H1(T)dτ,

(6.14) follows directly from the well-known fact

(6.16) ‖u‖H1 � ‖u‖H1
Iτ (T), τ ∈ [0, 1), u∈H1

Iτ (T),

Proposition 26, and the following theorem of B. Davis [9, Theorem 3.1] (see also
[30, (0.6)]):

(6.17)
∫

[0,1)
‖u‖H1

Iτ (T)dτ � ‖u‖H1(T).

One shows (6.15) in an analogous way; as

‖Π3(f, b)‖L1(T) ≤
∫

[0,1)
‖Πτ

3(f, b)‖L1(T)dτ,



266 Odysseas Bakas, Sandra Pott, Salvador Rodríguez-López and Alan Sola

the desired estimate is a consequence of Proposition 25, (6.16), and (6.17).
The case of Π1 is more complicated, because of the lack of convexity of the

unit ball in H log(T).
To start, let us assume that f is an L2-atom in H1(T) supported on some arc

I⊂T. For τ∈T, let Jτ (I) denote the minimal arc in Iτ containing I.
We say that I fits into Iτ with constant c, if |Jτ (I)|≤c|I|. For r∈N0, let

Tr(I) := {τ ∈T : I fits into Iτ with constant 2r}.

Lemma 30. One has |T\Tr(I)|<2−r+1.

Proof. Let I⊂T be an arc, and let N∈Z be such that 2N≤|I|<2N+1. We can
assume without loss of generality that I={e2πit :0≤t≤|I|}.

Let
Iτ
r := {J ∈Iτ : |J |=2r+N}.

We write
Ar(I) := {τ ∈T : there exists J ∈Iτ

r with I ⊆J}.

Clearly Iτ
r =Iτ+2r+N

r and Ar(I)⊆Tr(I). Noting that τ∈Ar(I) for |I|<τ<2r+N , it
follows that

|Tr(I)| ≥ |Ar(I)| ≥
2r+N−|I|

2r+N

and hence
|T\Tr(I)| ≤

|I|
2r+N

<
1

2r−1 . �

Note that by the definition of Jτ (I), Πτ
1(f, b)=Πτ

1(f, χJτ (I)b) and hence,
Πτ

1(f, b)=Πτ
1(f, χJτ (I)(b−〈b〉Jτ (I)))+Πτ

1(f, χJτ (I)〈b〉Jτ (I)). We may thus write

Π1(f, b)= g1+g2,

where
g1 :=

∫
[0,1)

Πτ
1(f, χJτ (I)(b−〈b〉Jτ (I)))dτ

and
g2 :=

∫
[0,1)

Πτ
1(f, χJτ (I)〈b〉Jτ (I))dτ.

By the definition of Jτ (I), the Haar expansion of f relative to the dyadic grid
Iτ contains only terms for J∈Iτ with J⊆Jτ (I). Hence,

(6.18) Πτ
1(f, χJτ (I))= f for τ ∈ [0, 1)
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and so,

g2 = f

∫
[0,1)

〈b〉Jτ (I)dτ.

Fix a τ0∈T2(I) and write J0 for Jτ0(I). Note that f is a multiple of an atom
associated to J0 with ‖f‖H1

Iτ0 (T)≤2. Then

SIτ0 [g2] =

∣∣∣∣∣
∫

[0,1)
〈b〉Jτ (I)dτ

∣∣∣∣∣SIτ0 [f ].

Recalling that |J0|≤2|I| with I⊆J0 and supp(SIτ0 [f ])⊂J0, we obtain the pointwise
inequality

SIτ0 [g2]≤ 2SIτ0 [f ]M(b).

Hence, by using a periodic version of [1, Theorem 4.2] and Proposition 23, we deduce
that SIτ0 [g2]∈Llog(T). So, g2∈H log

Iτ0 (T)⊂H log(T).
To handle g1, note that since⋃

r∈N

(Tr(I)\Tr−1(I)) =T,

by using (6.16), (6.11) for j=1, and Lemma 30, we have

‖g1‖H1(T) �
∞∑
r=1

∫
Tr(I)\Tr−1(I)

‖Πτ
1(f, χJτ (I)(b−〈b〉Jτ (I))‖H1

Iτ0 (T)dτ

�
∞∑
r=1

∫
Tr(I)\Tr−1(I)

‖f‖L2(T)‖χJτ (I)(b−〈b〉Jτ (I))‖L2(T)dτ

≤ ‖b‖BMO+(T)|I|−1/2
∞∑
r=1

∫
Tr(I)\Tr−1(I)

|Jτ (I)|1/2dτ

≤ ‖b‖BMO+(T)|I|−1/2
∞∑
r=1

2−(r−2)2r/2|I|1/2

� ‖b‖BMO+(T).

We now move to the special case where f∈H1
fin,Iτ0 (T) for some τ0∈[0, 1), that

is, one may write

f =
N∑

k=1

λkaIk ,

where {λk}Nk=1 is a finite collection of complex numbers and {aIk}Nk=1 is a finite
collection of L2-atoms in H1

Iτ0 such that each aIk is supported in some Ik∈Iτ0 .
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With a corresponding decomposition and the notation Jτ (Ik) for the minimal arc
in Iτ containing Ik, we obtain

Π1(f, b)= g̃1+g̃2,

where

g̃1 :=
N∑

k=1
λk

∫
[0,1)

Πτ
1(aIk , χJτ (Ik)(b−〈b〉Jτ (Ik)))dτ

and

g̃2 :=
N∑

k=1

λk

∫
[0,1)

Πτ
1(aIk , χJτ (Ik)〈b〉Jτ (Ik))dτ.

The desired H1-estimate for g̃1 follows directly from the corresponding estimate for
single atoms. We are left to estimate g̃2. By (6.18),

g̃2 =
N∑

k=1
λk

∫
[0,1)

Πτ
1(aIk , χJτ (Ik)〈b〉Jτ (Ik))dτ =

N∑
k=1

λk aIk

∫
[0,1)

〈b〉Jτ (Ik)dτ

and, using that SIτ0 [aIk ] is supported on Ik for each k∈{1, ..., N}, we obtain

SIτ0 [g̃2]≤
N∑

k=1

|λk|SIτ0 [aIk ]M(b).

Hence, a periodic version of [1, Theorem 4.2] combined with Proposition 23 yields

‖g̃2‖Hlog
Iτ0 (T) � ‖b‖BMO+(T)

N∑
k=1

|λk|.

We have thus shown that

(6.19) ‖Π1(f, b)‖Hlog(T) � ‖f‖H1
fin,Iτ0 (T)‖b‖BMO+(T)

for all f∈H1
fin,Iτ0 (T) and b∈BMO+(T).

For general f∈H1
fin(T), following the proof of [20, Corollary 2.4], write

f = f1+f2

with f1∈H1
fin,I0(T), f2∈H1

fin,I1/3(T), and

(6.20) ‖f1‖H1
fin,I0 (T)+‖f2‖H1

fin,I1/3 (T) ∼‖f‖H1
fin(T).

Hence, by using (5.1), Theorem 19, (6.19), (6.20), and (6.8), we obtain

‖Π1(f, b)‖Hlog(T) � ‖Π1(f1, b)‖Hlog(T)+‖Π1(f2, b)‖Hlog(T)
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∼‖Π1(f1, b)‖Hlog
at (T)+‖Π1(f2, b)‖Hlog

at (T)

� ‖Π1(f1, b)‖Hlog
at,I0 (T)+‖Π1(f2, b)‖Hlog

at,I1/3 (T)

∼‖Π1(f1, b)‖Hlog
I0 (T)+‖Π1(f2, b)‖Hlog

I1/3 (T)

�
(
‖f1‖H1

I0 (T)+‖f2‖H1
I1/3 (T)

)
‖b‖BMO+(T)

� ‖f‖H1(T)‖b‖BMO+(T),

as desired. The general case follows now from a standard approximation argument.

7. A variant of an inequality of Hardy and Littlewood for H log(T)

A classical result due to Hardy and Littlewood asserts that for every p∈(0, 1]
there exists a constant Cp>0 such that

(7.1)
( ∞∑

n=1

|fn|p
|n|2−p

)1/p
≤Cp

(
sup

0≤r<1

∫
[0,1)

|F (rei2πθ)|pdθ
)1/p

for all analytic functions F (z)=
∑∞

n=0 fnz
n in the Hardy space Hp(D) on the unit

disc D; [11, Theorem 16]. It follows from (7.1) that for every p∈(0, 1] there exists a
constant Bp>0

(7.2)
( ∑

n∈Z\{0}

|f̂(n)|p
|n|2−p

)1/p
≤Bp ‖f‖Hp(T) .

Since H log(T)⊂Hp(T), p∈(0, 1) (see Remark 10), one deduces from (7.2) that
{|n|p−2f̂(n)|p}n∈Z\{0} is summable for any f∈H log(T) for all p∈(0, 1). The next
theorem establishes a more accurate description of the behaviour of the Fourier
coefficients of distributions in H log(T).

Theorem 31. There exists a constant C>0 such that∑
n∈Z\{0}

Ψ0(|nf̂(n)|)
n2 ≤C

∫
[0,1)

Ψ0(f∗(θ))dθ.

Proof. We shall prove that there exists an absolute constant C0>0 such that

(7.3)
∑

n∈Z\{0}

Ψ0(|nâI(n)|)
n2 ≤C0|I|Ψ0(‖aI‖L∞(T))

for any L∞-function aI supported in some arc I in T with
∫
I
aI(θ)dθ=0.
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To this end, we fix such a function aI (and an arc I) and write∑
n∈Z\{0}

Ψ0(|nâI(n)|)
n2 =A+B,

where

A :=
∑

1≤|n|≤|I|−1

Ψ0(|nâI(n)|)
n2 and B :=

∑
|n|>|I|−1

Ψ0(|nâI(n)|)
n2 .

We shall prove that

(7.4) A� |I|Ψ0
(
‖aI‖L∞(T)

)
and

(7.5) B � |I|Ψ0
(
‖aI‖L∞(T)

)
.

To prove (7.4), by using the cancellation of aI and the fact that |e−i2πnx−e−i2πny|≤
2π|n||x−y|≤2π|n||I| for all n∈Z and x, y∈I, one has

(7.6) |âI(n)| ≤ 2π|n||I|2‖aI‖L∞(T) for all n∈Z.

Since Ψ0 is increasing and of lower type 2/3 i.e. there exists an absolute constant
A0>0 such that Ψ0(st)≤A0s

2/3Ψ0(t) for all t>0 and s∈(0, 1); see [35, Example
1.1.5 (i)], it follows from (7.6) that

A≤
∑

1≤|n|≤|I|−1

Ψ0
(
2πn2|I|2‖aI‖L∞(T)

)
n2 �

∑
1≤n≤|I|−1

(|I|2n2)2/3
Ψ0
(
‖aI‖L∞(T)

)
n2

= |I|4/3Ψ0
(
‖aI‖L∞(T)

) ∑
1≤n≤|I|−1

n−2/3

� |I|Ψ0
(
‖aI‖L∞(T)

)
.

Hence, (7.4) holds. To establish (7.5), note that by using Hölder’s inequality for
p=4 and p′=4/3 and Parseval’s identity, one obtains B≤B1 ·B2, where

B1 := ‖aI‖1/2
L2(T) ≤ |I|1/4‖aI‖1/2

L∞(T) and B2 :=
( ∑

|n|>|I|−1

Ψ̃0
(
|nâI(n)|

)
n2

)3/4

with Ψ̃0(t):=t2/3 ·[log(e+t)]−4/3, t≥0. Since |âI(n)|≤|I|‖aI‖L∞(T) and Ψ̃0 is in-
creasing on [0,∞), we have

B2 ≤
( ∑

|n|>|I|−1

Ψ̃0
(
|n||I|‖aI‖L∞(T)

)
n2

)3/4
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≤ |I|1/2
‖aI‖1/2

L∞(T)

log
(
e+‖aI‖L∞(T)

)( ∑
|n|>|I|−1

n−4/3

)3/4

� |I|3/4
‖aI‖1/2

L∞(T)

log
(
e+‖aI‖L∞(T)

)
and so, (7.5) holds as

B≤B1 ·B2 � |I|Ψ0
(
‖aI‖L∞(T)

)
.

Therefore, in view of (7.4) and (7.5), (7.3) holds.
To complete the proof of the theorem, take an f∈H log(T) and note that there

exists a sequence {bIk}k∈N of multiples of atoms in H log(T), supported in arcs Ik,
such that

f−f̂(0)=
∑
k∈N

bIk in D′

and ∑
k∈N

|Ik|Ψ0
(
‖bIk‖L∞(T)

)
≤M0

∫
[0,1)

Ψ0(f∗(θ))dθ,

where M0>0 is an absolute constant. Hence, by using (5.4) and (7.3) we get

∑
n∈Z\{0}

Ψ0(|nf̂(n)|)
n2 ≤

∑
k∈N

∑
n∈Z\{0}

Ψ0(|nb̂Ik(n)|)
n2

�
∑
k∈N

|Ik|Ψ0
(
‖bIk‖L∞(T)

)
�
∫

[0,1)
Ψ0(f∗(θ))dθ

and this completes the proof of our theorem. �

Observe that if {an}n∈Z is a collection of complex numbers with at most poly-
nomial growth at infinity, then∑

n∈Z\{0}

|an|
(|n|+1) log(e+|n|) �

∑
n∈Z\{0}

Ψ0(|nan|)
n2 .

We thus deduce from Theorem 31 that {[(|n|+1) log(e+|n|)]−1}n∈Z is a Fourier
multiplier from H log(T) to �1(Z), that is, the following result holds true.

Corollary 32. For any f∈H log(T) one has

∑
n∈Z

|f̂(n)|
(|n|+1) log(e+|n|) ≤C‖f‖Hlog(T).
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Theorem 31 can be used to exhibit distributions in Hp(T)\H log(T) for p∈(0, 1).
For instance, it follows from Theorem 31 that the Dirac distribution δ0 does not
belong to H log(T).

Furthermore, Theorem 31 is sharp in the following sense: if Ψ̃:[0,∞)→[0,∞)
is any increasing function with limt→∞ Ψ̃(t)/Ψ0(t)=∞, then there is no constant
C>0 such that

(7.7)
∑

n∈Z\{0}

Ψ̃(|nf̂(n)|)
n2 ≤C

∫
[0,1)

Ψ0(f∗(θ))dθ

for all f∈H log(T). Indeed, take a function Ψ̃ as above and suppose that (7.7) holds
true. Let N be a large positive integer that will eventually be sent to infinity.
Consider the function

aN (θ) :=N2Nei2π2Nθχ[0,2−N )(θ), θ∈ [0, 1).

One can easily check that

(7.8) ‖aN‖Hlog(T) � 1,

where the implied constant is independent of N .
Consider the interval IN :=[2N−2, 2N−1) and observe that there exists an ab-

solute constant c0>0 such that for every natural number n in IN one has

|âN (n)|=N2N

∣∣∣e−i2π(2−Nn−1)−1
∣∣∣

2π|n−2N | =N2N

∣∣∣ sin [π(n2−N−1
)]∣∣∣

π(2N−n) ≥ c0N,

where we used the identity |eis−eit|=2| sin[(s−t)/2]| for s=−2π(2−Nn−1) and t=0
as well as the fact that for n∈IN one has 2N−n∼2N and | sin[π(2−Nn−1)]|∼1.

Hence, (7.7) and (7.8) imply that

1 �
∑

n∈Z\{0}

Ψ̃(|nâN (n)|)
n2 ≥

2N−1∑
n=2N−2

Ψ̃(|nâN (n)|)
n2 ≥ Ψ̃(c02N−2N)

2N−1∑
n=2N−2

n−2

∼ Ψ̃(c02N−2N)
2N = Ψ0(c02N−2N)

2N · Ψ̃(c02N−2N)
Ψ0(c02N−2N) ∼

Ψ̃(c02N−2N)
Ψ0(c02N−2N) ,

which yields a contradiction by taking N∈N ‘large enough’.

Remark 33. As a consequence of sharpness of Theorem 31 discussed above, one
deduces that ∑

n∈Z\{0}

|f̂(n)|
|n|
[
log

(
e+|nf̂(n)|

)]s �
∫

[0,1)
Ψ0(f∗(θ))dθ

is false when 0<s<1.
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It follows from Theorem 31 and [3, (8.3)] that there exists a constant C>0
such that

(7.9)
∞∑

n=1

Ψ0
(
n|fn|

)
n2 ≤C sup

0≤r<1

∫
[0,1)

Ψ0
(
|F (rei2πθ)|

)
dθ

for all analytic functions F (z)=
∑∞

n=0 fnz
n in the unit disc D for which the quantity

on the right-hand side of (7.9) is finite.
We remark that variants of (7.1) and (7.2) for certain classes of Hardy-Orlicz

spaces have been obtained in [24] and [34] (see also [15], [25], [32]), which do not
include the case of H log(T) treated above. Moreover, our methods are completely
different from those in the aforementioned references.
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