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#### Abstract

We study the rational torsion subgroup of the modular Jacobian variety $J_{0}(N)$ when $N$ is squarefree. We prove that the $p$-primary part of this group coincides with that of the cuspidal divisor class group for $p \geq 3$ when $3 \nmid N$, and for $p \geq 5$ when $3 \mid N$. We further determine the structure of each eigenspace of such $p$-primary part with respect to the Atkin-Lehner involutions. This is based on our study of the Eisenstein ideals in the Hecke algebras.


## Introduction

In this article, we study the rational torsion subgroup $J_{0}(N)(\mathbb{Q})_{\text {tors }}$ of the Jacobian variety $J_{0}(N)$ of the usual modular curve $X_{0}(N)$ over $\mathbb{Q}$, when $N$ is square-free.

This is a sequel to our previous work [Oh2] in which we studied the same problem for $J_{1}(N)$ of prime level $N$. The method here is, basically, similar to that paper, but there are dissimilarities as well, mainly due to the existence of oldforms in the space of cusp forms of weight two with respect to $\Gamma_{0}(N)$.

Before stating our main result, we briefly recall known facts on $J_{0}(N)(\mathbb{Q})_{\text {tors }}$. The study of this group began with works of Ogg. Namely, when $N(\geq 5)$ is a prime, he proved that

- the cuspidal divisor class group of $X_{0}(N)$, the subgroup of $J_{0}(N)(\mathbb{Q})_{\text {tors }}$ generated by the difference of two cusps of $X_{0}(N)$, is of order $(N-1) /(N-1,12)$,
in [ Og 1$]$, and conjectured that
- this cuspidal divisor class group coincides with $J_{0}(N)(\mathbb{Q})_{\text {tors }}$,
in [Og2]. In the seminal paper [Ma], Mazur then proved, among others, that this conjecture is valid.

The above result on the cuspidal class number has been extended to other modular curves by many mathematicians, starting in 1970's with a series of papers by Kubert and Lang, cf. [KL]. For our present purpose, Takagi's result [T] on the cuspidal class number of $X_{0}(N)$ plays an important role.

As for the rational torsion in $J_{0}(N)$, after Mazur's work, the following were known:

Lorenzini [L] proved that the prime-to- $6 p$ part of $J_{0}\left(p^{r}\right)(\mathbb{Q})_{\text {tors }}$ is contained in the cuspidal divisor class group; and also that the same holds for the prime-to- $2 p$ part when $p \not \equiv 11$ (mod 12 ), for prime numbers $p \geq 5$. He also determined the structure of the prime-to- $2 p$ part in the latter case.

Agashe [A] recently proved that, if $E$ is an elliptic curve over $\mathbb{Q}$ of square-free conductor $N$ (thus there is a morphism $J_{0}(N) \rightarrow E$ over $\mathbb{Q}$ ), and if $p$ is a prime not dividing $6 N$ and dividing the order of $E(\mathbb{Q})_{\text {tors }}$, then $p$ is a divisor of the cuspidal divisor class number of $X_{0}(N)$ 。

In this paper, we study the same theme as in [A]. Thus we let $N$ be a square-free positive integer, in the rest of this introduction. It is then known that all cusps of $X_{0}(N)$ are rational over $\mathbb{Q}$. Therefore the cuspidal divisor class group $\mathcal{C}(N)$, i.e. the group generated by the classes of differences of two cusps of $X_{0}(N)$, is a subgroup of $J_{0}(N)(\mathbb{Q})_{\text {tors }}$. (By a classical theorem of Manin and Drinfel'd, every element of $\mathcal{C}(N)$ is torsion.) The following is the main result of this paper, in which we indicate by " $\left[p^{\infty}\right]$ " the $p$-primary part:

Theorem. Let $N$ be a square-free positive integer, and let $\mathcal{C}(N)$ be as above. Then we have

$$
J_{0}(N)(\mathbb{Q})_{\text {tors }}\left[p^{\infty}\right]=\mathcal{C}(N)\left[p^{\infty}\right]
$$

for all prime numbers $p \geq 3$ when $N$ is not divisible by 3 ; and for all prime numbers $p \geq 5$ when $N$ is divisible by 3 .

In the text, this is stated as Theorem (3.6.2), in which we give a finer statement: One can decompose $J_{0}(N)(\mathbb{Q})_{\text {tors }}\left[p^{\infty}\right]=\mathcal{C}(N)\left[p^{\infty}\right]$ as a direct sum of eigenspaces with respect to the Atkin-Lehner involutions of $J_{0}(N)$, and we determine the group structure of each direct summand.

To obtain such a result, we need a detailed study of the Eisenstein ideals in the Hecke algebras. To study these objects, we of course use the theory of modular forms.

As for the modular forms, we consider the following three types of spaces of modular forms (holomorphic at cusps) and subspaces of cusp forms

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \supseteq S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right), \\
M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right) \supseteq S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right), \\
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right) \supseteq S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)
\end{array}\right.
$$

over a ring $R$, each of which has its own merit. The first (resp. the second) spaces are those of modular forms and cusp forms in the sense of Deligne-Rapoport and Katz (resp. Serre and Swinnerton-Dyer), while the third spaces are those of regular differentials on the modular curve. (The superscript "A" (resp. "B") corresponds to Mazur's notation: Our $M_{2}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ (resp. $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ ) is $\mathrm{A}(R)$ (resp. $\mathrm{B}(R)$ ) in [Ma, II, 4].) See Section 1 for their definitions, properties and interrelations.

When $R=\mathbb{Q}$ and $k=2$, the above three kinds of spaces all coincide, and these are acted on by the Hecke operators $T(l)$ (for prime numbers $l$ not dividing $N$ ), $U(l)$ (for prime numbers $l$ dividing $N$ ) and the Atkin-Lehner involutions $w_{d}$ (for positive divisors $d$ of $N$ ). The Hecke algebras $\mathcal{T}(N ; \mathbb{Z})$ and $\mathbf{T}(N ; \mathbb{Z})$ considered in this paper are the subalgebras of the endomorphism algebras of these spaces of modular forms and cusp forms generated by all $T(l)\left(l\right.$ : as above) and $w_{d}$ over $\mathbb{Z}$, respectively. Thus, when $N$ is a prime, $\mathbf{T}(N ; \mathbb{Z})$ is exactly the ring $\mathbf{T}$ considered in [Ma, II, 6]. Although $\mathbf{T}$ coincides with the algebra generated by all $T(l)$ and $U(N)$ in the prime level case, we note that $\mathbf{T}(N ; \mathbb{Z})$ definitely differs from this latter type of algebra for general $N$. We think that these algebras $\boldsymbol{\mathcal { T }}(N ; \mathbb{Z})$ and $\mathbf{T}(N ; \mathbb{Z})$ are rather suited to control modular forms and cusp forms, especially the Eisenstein series, for our purpose. See Section 2 for our results in this direction.

One can consider $\mathbf{T}(N ; \mathbb{Z})$ as a subalgebra of $\operatorname{End}\left(J_{0}(N)\right)$ in a natural manner. To study $J_{0}(N)(\mathbb{Q})_{\text {tors }}$, as initiated by [Ma], an essential role is played by the Eisenstein ideal $I_{\mathbb{Z}}$ of $\mathbf{T}(N ; \mathbb{Z})$. By definition, it is the ideal generated by $T(l)-(1+l)$ for all prime numbers $l$ not dividing $N$. The most important ingredient of the proof of our main theorem is the explicit formula of the index of $I_{\mathbb{Z}}$ in $\mathbf{T}(N ; \mathbb{Z})$, up to a power of 2, which turns out to be the order of $\mathcal{C}(N)$ by Takagi's formula, again up to a power of 2 . This result is stated as Theorem (3.1.3) in the text, in which we give a more precise description, decomposing $I_{\mathbb{Z}}$ and $\mathbf{T}(N ; \mathbb{Z})$ into eigenspaces with respect to the Atkin-Lehner involutions over $\mathbb{Z}[1 / 2]$. In Section 3, after proving this theorem, we complete the proof of our main theorem.

## 1. Preliminaries on modular curves and modular forms

1.1. Modular curves. Let $N$ be a positive integer. We first recall known facts on the modular curves attached to the congruence subgroup

$$
\Gamma_{0}(N):=\left\{\left.\left[\begin{array}{ll}
a & b  \tag{1.1.1}\\
c & d
\end{array}\right] \in S L_{2}(\mathbb{Z}) \right\rvert\, c \equiv 0(\bmod N)\right\} .
$$

For more details, see Shimura [Sh], Katz and Mazur [KM] and Deligne and Rapoport [DR]. The group above acts on the complex upper half plane $H$, and the (open) Riemann surface $\Gamma_{0}(N) \backslash H$ is compactified by adding cusps $\Gamma_{0}(N) \backslash \mathbb{P}^{1}(\mathbb{Q})$. We denote by $Y_{0}(N)_{\mathbb{Q}}$ (resp. $\left.X_{0}(N)_{\mathbb{Q}}\right)$, or simply by $Y_{0}(N)$ (resp. $X_{0}(N)$ ) when there is no fear of confusion, Shimura's canonical model of $\Gamma_{0}(N) \backslash H$ (resp. its compactification $\Gamma_{0}(N) \backslash\left(H \cup \mathbb{P}^{1}(\mathbb{Q})\right)$ ) defined over $\mathbb{Q}$.

These curves have natural models over $\mathbb{Z}$. Namely there is the coarse moduli scheme $Y_{0}(N)_{/ \mathbb{Z}}$ classifying the pairs ( $E, C_{N}$ ) consisting of
$\left\{\begin{array}{l}\text { - an elliptic curve } E \text { over a scheme } S \text {, and } \\ \text { • its } \Gamma_{0}(N) \text {-structure } C_{N} \text { (i.e. a finite flat } S \text {-subgroup scheme of } E[N] \\ \text { which is locally free of rank } N \text { and cyclic). }\end{array}\right.$
(Here and henceforth the bracket [ $n$ ] indicates the kernel of multiplication by $n$.) When the base schemes are restricted to $\mathbb{Q}$-schemes, the resulting coarse moduli scheme is given by $Y_{0}(N)$. There is the natural compactification $X_{0}(N)_{\mathbb{Z}}$ of $Y_{0}(N)_{/ \mathbb{Z}}$ (i.e. the normalization of the projective $j$-line via $\left.Y_{0}(N)_{/ \mathbb{Z}} \rightarrow Y_{0}(1)_{/ \mathbb{Z}}=\operatorname{Spec}(\mathbb{Z}[j])\right)$. We have

$$
\left\{\begin{array}{l}
Y_{0}(N)=Y_{0}(N)_{/ \mathbb{Z}} \otimes_{\mathbb{Z}} \mathbb{Q}  \tag{1.1.3}\\
X_{0}(N)=X_{0}(N)_{/ \mathbb{Z}} \otimes_{\mathbb{Z}} \mathbb{Q}
\end{array}\right.
$$

For any ring $R$, we set

$$
\left\{\begin{array}{l}
Y_{0}(N)_{/ R}:=Y_{0}(N)_{/ \mathbb{Z}} \otimes_{\mathbb{Z}} R  \tag{1.1.4}\\
X_{0}(N)_{/ R}:=X_{0}(N)_{/ \mathbb{Z}} \otimes_{\mathbb{Z}} R
\end{array}\right.
$$

$Y_{0}(N)_{/ R}$ and $X_{0}(N)_{/ R}$ are smooth over $R$ and the scheme of cusps $X_{0}(N)_{/ R}-Y_{0}(N)_{/ R}$ is étale over $R$ whenever $N$ is invertible in $R$.

For a positive divisor $d$ of $N$ such that $(d, N / d)=1$, any matrix of the form

$$
W_{d}=\left[\begin{array}{cc}
d x & y  \tag{1.1.5}\\
N z & d w
\end{array}\right] \quad\left(x, y, z, w \in \mathbb{Z}, \operatorname{det} W_{d}=d\right)
$$

normalizes $\Gamma_{0}(N)$, and induces involutive automorphisms of $\Gamma_{0}(N) \backslash H$ and $\Gamma_{0}(N) \backslash(H \cup$ $\mathbb{P}^{1}(\mathbb{Q})$ ) which depend only on $d$. Further, these induce automorphisms of $Y_{0}(N)$ and $X_{0}(N)$ over $\mathbb{Q}$, which we denote by the symbol $w_{d}$.

These automorphisms $w_{d}$ have the following description in terms of moduli: For $\left(E, C_{N}\right)$ over $S$ as above, set

$$
\begin{equation*}
w_{d}\left(E, C_{N}\right):=\left(E / C_{N}[d], E[d] / C_{N}[d] \times{ }_{S} C_{N} / C_{N}[d]\right) \tag{1.1.6}
\end{equation*}
$$

The correspondence $\left(E, C_{N}\right) \mapsto w_{d}\left(E, C_{N}\right)$ induces an involutive automorphism of the coarse moduli scheme $Y_{0}(N)_{/ \mathbb{Z}}$ and extends uniquely to $X_{0}(N)_{/ \mathbb{Z}}$. We then obtain automorphisms of $Y_{0}(N)_{/ R}$ and $X_{0}(N)_{/ R}$ which coincide with the ones described in the classical context when $R=\mathbb{C}$ or $\mathbb{Q}$. All these automorphisms will be denoted by $w_{d}$ indifferently.

All $w_{d}$ 's commute with each other. If $N=l_{1}^{e_{1}} \cdots l_{m}^{e_{m}}$ is the prime decomposition and $d=l_{i_{1}}^{e_{i_{1}}} \cdots l_{i_{k}}^{e_{i_{k}}}$, then we have $w_{d}=w_{l_{i_{1}}} \cdots w_{l_{i_{k}}}$, and the group

$$
\begin{equation*}
G_{\mathrm{AL}}:=\left\{w_{d}|d>0, d| N,(d, N / d)=1\right\} \subseteq \operatorname{Aut}\left(Y_{0}(N)_{/ \mathbb{Z}}\right) \text { or } \operatorname{Aut}\left(X_{0}(N)_{/ \mathbb{Z}}\right) \tag{1.1.7}
\end{equation*}
$$

is an elementary abelian group of type $(2, \ldots, 2)$ of order $2^{m}$ generated by $w_{l_{i}^{e_{i}}}(i=$ $1, \ldots, m)$.

Let $p$ be a prime number, and assume that $N=p M$ with $M$ prime to $p$. We recall the description of $X_{0}(N)_{/ \mathbb{F}_{p}}$ [DR, VI, 6]: When $E$ is an elliptic curve over an $\mathbb{F}_{p}$-scheme $S$, and $C_{M}\left(\right.$ resp. $\left.C_{N}\right)$ is a $\Gamma_{0}(M)$-structure (resp. a $\Gamma_{0}(N)$-structure) on $E / S$, consider the correspondence:

$$
\begin{aligned}
& \left(E, C_{M}\right) \mapsto\left(E, C_{M} \times_{S} \operatorname{Ker}(\text { Frob })\right) \\
& \left(\operatorname{resp} .\left(E, C_{N}\right) \mapsto\left(E, C_{N}[M]\right)\right)
\end{aligned}
$$

where Frob : $E \rightarrow E^{(p)}$ is the Frobenius morphism. Now $Y_{0}(N)_{/ \mathbb{F}_{p}}$ (as well as $Y_{0}(M)_{/ \mathbb{F}_{p}}$ ) is the coarse moduli scheme of the same type as above in characteristic $p$, and this induces a morphism over $\mathbb{F}_{p}$

$$
\begin{aligned}
& \Phi: Y_{0}(M)_{/ \mathbb{F}_{p}} \rightarrow Y_{0}(N)_{/ \mathbb{F}_{p}} \\
& \left(\text { resp. } c: Y_{0}(N)_{/ \mathbb{F}_{p}} \rightarrow Y_{0}(M)_{/ \mathbb{F}_{p}}\right) .
\end{aligned}
$$

The morphism $w_{p} \Phi\left(\right.$ resp. $\left.c w_{p}\right)$ is then induced from the correspondence:

$$
\begin{aligned}
& \left(E, C_{M}\right) \mapsto\left(E^{(p)}, C_{M}^{(p)} \times_{S} \operatorname{Ker}(\mathrm{Ver})\right) \\
& \left(\operatorname{resp} .\left(E, C_{N}\right) \mapsto\left(E / C_{N}[p], C_{N} / C_{N}[p]\right)\right)
\end{aligned}
$$

where Ver : $E^{(p)} \rightarrow E$ is the Verschiebung, and $C_{N}^{(p)} \subset E^{(p)}$ corresponds to $C_{N} \subset E$. All these morphisms extend to compactified schemes, which we denote by the same symbols, and we have the following commutative diagram:


Here, $\Phi$ and $w_{p} \Phi$ are closed immersions, and $X_{0}(N)_{/ \mathbb{F}_{p}}$ is the union of the images of $\Phi$ and $w_{p} \Phi$, crossing transversally at the mutually $\mathbb{F}_{p}$-conjugate supersingular points. The composites $c w_{p} \circ \Phi$ and $c \circ w_{p} \Phi$ are the Frobenius morphism of $X_{0}(M)_{/ \mathbb{F}_{p}}$ to itself.
1.2. Algebraic theory of modular forms. Let $N$ be a positive integer. In this subsection, we recall modular forms of level $N$ in the sense of Deligne and Rapoport [DR] and Katz [K1], [K2]. Since we use this notion only over the base rings in which $N$ is invertible, we will always assume that $R$ is a $\mathbb{Z}[1 / N]$-algebra, in this subsection.

Aside from the $\Gamma_{0}(N)$-structure (1.1.2), we will make auxiliary use of the notion of the $\Gamma(N)$-structure $\phi$ and the $\Gamma_{\mu}(N)$-structure $i$ for an elliptic curve $E$ over an $R$-scheme $S$ :

$$
\left\{\begin{array}{l}
\phi: \mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z} \xrightarrow{\sim} E[N] \text { (an isomorphism of } S \text {-group schemes) },  \tag{1.2.1}\\
i: \mu_{N} \hookrightarrow E[N] \text { (a closed immersion of } S \text {-group schemes) }
\end{array}\right.
$$

DEFinition (1.2.2). Let $k$ be a positive integer. A modular form $f$ (not necessarily holomorphic at cusps) of weight $k$ over $R$ with respect to $\Gamma_{0}(N)$ is a rule which assigns to each pair $\left(E, C_{N}\right)$ as in (1.1.2) over an $R$-scheme $S$ an element $f\left(E, C_{N}\right) \in H^{0}\left(S, \underline{\omega}_{E / S}^{\otimes k}\right)$, where
$\underline{\omega}_{E / S}$ is the direct image of $\Omega_{E / S}^{1}$ to $S$, satisfying the following compatibility: If $g: S^{\prime} \rightarrow S$ is a morphism of $R$-schemes and

is a cartesian square, then we have $f\left(E^{\prime}, C_{N}^{\prime}\right)=g^{*} f\left(E, C_{N}\right)$. We denote by $M^{\mathrm{A}}\left(R, \Gamma_{0}(N), k\right)$ the space of all such forms.

Similarly, we define the spaces of modular forms $M^{\mathrm{A}}(R, \Gamma(N), k)$ and $M^{\mathrm{A}}\left(R, \Gamma_{\mu}(N), k\right)$ replacing the above $C_{N}$ by $\phi$ and $i$, respectively.

There is an equivalent way of expressing an element of $M^{\mathrm{A}}\left(R, \Gamma_{0}(N), k\right)$ : Consider a triple $\left(E, C_{N}, \omega\right)$ over $S=\operatorname{Spec}(B)$ where $\left(E, C_{N}\right)$ is as above, and $\omega$ is a $B$-basis of $H^{0}\left(\operatorname{Spec}(B), \underline{\omega}_{E / S}\right.$ ) (which is supposed to be free over $B$ ). Then we may consider an element of $M^{\mathrm{A}}\left(R, \Gamma_{0}(N), k\right)$ as a rule $f_{0}$ which assigns to every such triple $\left(E, C_{N}, \omega\right)$ an element $f_{0}\left(E, C_{N}, \omega\right) \in B$ satisfying:

$$
\left\{\begin{array}{l}
\bullet \text { The formation of } f_{0}\left(E, C_{N}, \omega\right) \text { is compatible with cartesian squares }  \tag{1.2.3}\\
\text { in the same sense as above; and } \\
\bullet f_{0}\left(E, C_{N}, \lambda \omega\right)=\lambda^{-k} f_{0}\left(E, C_{N}, \omega\right) \text { for any } \lambda \in B^{\times}
\end{array}\right.
$$

Indeed, the correspondence $f \leftrightarrow f_{0}$ with $f\left(E, C_{N}\right)=f_{0}\left(E, C_{N}, \omega\right) \omega^{\otimes k}$ identifies $M^{\mathrm{A}}\left(R, \Gamma_{0}(N), k\right)$ with the set of all $f_{0}$ as above. Similarly for $\Gamma(N)$ and $\Gamma_{\mu}(N)$ in place of $\Gamma_{0}(N)$.

Fix a primitive $N$-th root of unity $\zeta_{N} \in \overline{\mathbb{Q}}$, and set

$$
\begin{equation*}
R\left[\zeta_{N}\right]:=R \otimes_{\mathbb{Z}[1 / N]} \mathbb{Z}\left[1 / N, \zeta_{N}\right] \tag{1.2.4}
\end{equation*}
$$

Consider the Tate curve Tate $(q)$ over $R\left[\zeta_{N}\right]\left(\left(q^{1 / N}\right)\right)$; [K1, A1.2], [KM, (8.8)]. There is the canonical invariant differential $\omega_{\text {can }}$ on this curve.

DEFINITION (1.2.5). An element $f \in M^{\mathrm{A}}\left(R, \Gamma_{0}(N), k\right)$ is called holomorphic (at cusps) (resp. a cusp form) if $f_{0}$ (Tate $\left.(q), C_{N}, \omega_{\text {can }}\right) \in R\left[\zeta_{N}\right]\left(\left(q^{1 / N}\right)\right)$ belongs to $R\left[\zeta_{N}\right]\left[\left[q^{1 / N}\right]\right]$ (resp. $q^{1 / N} \cdot R\left[\zeta_{N}\right]\left[\left[q^{1 / N}\right]\right]$ ) for any $\Gamma_{0}(N)$-structure $C_{N}$ on Tate $(q)$. The subspace of such holomorphic forms (resp. cusp forms) is denoted by $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ (resp. $S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ ). Replacing the above $C_{N}$ by $\Gamma(N)$ - or $\Gamma_{\mu}(N)$-structures, we define the spaces $M_{k}^{\mathrm{A}}(\Gamma(N) ; R), S_{k}^{\mathrm{A}}(\Gamma(N) ; R), M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ and $S_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ in the same manner.

We let $G L_{2}(\mathbb{Z} / N \mathbb{Z})$ act on $\mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z}$ by $G L_{2}(\mathbb{Z} / N \mathbb{Z}) \ni \gamma:(m, n) \mapsto(m, n)^{t} \gamma$.

This induces the left action of $G L_{2}(\mathbb{Z} / N \mathbb{Z})$ on $M^{\mathrm{A}}(R, \Gamma(N), k)$ by:

$$
\gamma f(E, \phi):=f\left(E, \phi \circ^{t} \gamma\right)
$$

which clearly preserves $M_{k}^{\mathrm{A}}(\Gamma(N) ; R)$ and $S_{k}^{\mathrm{A}}(\Gamma(N) ; R)$.
If $n$ is a positive integer prime to $N$ and invertible in $R$, and if we define a $\Gamma_{0}(N) \cap \Gamma(n)-$ structure to be a pair of $\Gamma_{0}(N)$ - and $\Gamma(n)$-structures, we can similarly consider $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) \cap\right.$ $\Gamma(n) ; R)$ and $S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) \cap \Gamma(n) ; R\right)$ together with natural action of $G L_{2}(\mathbb{Z} / n \mathbb{Z})$ on them.

Also $(\mathbb{Z} / N \mathbb{Z})^{\times}$naturally acts on the $\Gamma_{\mu}(N)$-structures by $(\mathbb{Z} / N \mathbb{Z})^{\times} \ni c: i \mapsto c \cdot i$, and we can let $(\mathbb{Z} / N \mathbb{Z})^{\times}$act on $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ and $S_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ (which gives the usual diamond operators).

Now we have natural mappings:

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}(\Gamma(N) ; R), \\
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) \cap \Gamma(n) ; R\right), \\
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right) .
\end{array}\right.
$$

We describe the first mapping, the others being the evident ones. Given a $\Gamma(N)$-structure $\phi$ on $E$, we associate the $\Gamma_{0}(N)$-structure $C_{N, \phi}:=\phi(\mathbb{Z} / N \mathbb{Z} \times\{0\})$. We then send $f \in$ $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ to the rule: $(E, \phi) \mapsto f\left(E, C_{N, \phi}\right)$.

Lemma (1.2.6). The above mappings induce the following canonical isomorphisms:
(1) Let $B$ be the upper triangular matrices in $G L_{2}(\mathbb{Z} / N \mathbb{Z})$. Then we have

$$
M_{k}^{\mathrm{A}}(\Gamma(N) ; R)^{B}=M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) .
$$

(2) $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) \cap \Gamma(n) ; R\right)^{G L_{2}(\mathbb{Z} / n \mathbb{Z})}=M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$.
(3) $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)^{(\mathbb{Z} / N \mathbb{Z})^{\times}}=M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$.

Similarly for cusp forms.
Proof. This must be well-known, and in fact can be proved in the same manner as in Edixhoven [E1, 2.1]. The point is that, in the terminology of [KM, (4.2), (4.13)], for a given elliptic curve $E / S / R,[\Gamma(N)]_{E / S}$ is an étale $B$-torsor, $\left[\Gamma_{0}(N) \cap \Gamma(n)\right]_{E / S}$ is an étale $G L_{2}(\mathbb{Z} / n \mathbb{Z})$-torsor, and $\left[\Gamma_{\mu}(N)\right]_{E / S}$ is an étale $(\mathbb{Z} / N \mathbb{Z})^{\times}$-torsor over $\left[\Gamma_{0}(N)\right]_{E / S}$, respectively.

There is a canonical exact sequence

$$
\begin{equation*}
0 \rightarrow \mu_{N} \rightarrow \operatorname{Tate}(q)[N] \rightarrow \mathbb{Z} / N \mathbb{Z} \rightarrow 0 \quad \text { for Tate }(q) \text { over } R((q)) \tag{1.2.7}
\end{equation*}
$$

[KM (8.8)], and hence canonical $\Gamma_{\mu}(N)$ - and $\Gamma_{0}(N)$-structures on Tate $(q)$ over the same ring, respectively,

$$
\left\{\begin{array}{l}
i_{\mathrm{can}}: \boldsymbol{\mu}_{N} \stackrel{(1.2 .7)}{\longleftrightarrow} \operatorname{Tate}(q)[N]  \tag{1.2.8}\\
C_{N, \mathrm{can}}:=\mu_{N} \subseteq \operatorname{Tate}(q)[N]
\end{array}\right.
$$

from which we obtain the $q$-expansion mappings (at the cusp infinity):

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right) \rightarrow R[[q]] \text { by } f \mapsto f_{0}\left(\operatorname{Tate}(q), i_{\mathrm{can}}, \omega_{\mathrm{can}}\right)  \tag{1.2.9}\\
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow R[[q]] \text { by } f \mapsto f_{0}\left(\operatorname{Tate}(q), C_{N, \mathrm{can}}, \omega_{\mathrm{can}}\right)
\end{array}\right.
$$

The image of $f$ in the left hand side to $R[[q]]$ will be denoted by $f(q)$. The following is a variant of [K1, Corollary 1.6.2], which is often useful:

PROPOSITION (1.2.10) (The $q$-expansion principle). The above mappings are injective. Moreover, if $R_{0}$ is a $\mathbb{Z}[1 / N]$-subalgebra of $R$ and $f(q)$ lies in $R_{0}[[q]], f$ belongs to $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R_{0}\right)\left(\right.$ resp. $\left.M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R_{0}\right)\right)$ in the first (resp. the second) case.

Proof. The first case is well-known (cf. Gross [G, Proposition 2.7, §10]), and the second case (which must be also well-known) follows from this and (1.2.6), (3).

As for base changes, we have:
PROPOSITION (1.2.11). If $R^{\prime}$ is a flat $R$-algebra, the canonical mapping

$$
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \otimes_{R} R^{\prime} \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R^{\prime}\right)
$$

is an isomorphism. Similarly for cusp forms.
Proof. (Cf. Edixhoven [E2, Section 1]). If $n \geq 3$ is prime to $N$ and $R$ is a $\mathbb{Z}[1 / n N]$ algebra, this follows from (1.2.6), (2). The general case follows from this by glueing.

DEFINITION (1.2.12). Let $d$ be a positive divisor of $N$ such that $(d, N / d)=1$. For $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$, we define $\mathbf{w}_{d} f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ by

$$
\left(\mathbf{w}_{d} f\right)\left(E, C_{N}\right):=\pi^{*} f\left(w_{d}\left(E, C_{N}\right)\right)
$$

where $w_{d}\left(E, C_{N}\right)$ is defined by (1.1.6), $\pi: E \rightarrow E / C_{N}[d]$ is the quotient morphism, and $\pi^{*}$ means the pull-back of the section of $\underline{\omega}_{\left(E / C_{N}[d]\right) / S}^{\otimes k}$ to that of $\underline{\omega}_{E / S}^{\otimes k}$.

In terms of $f_{0}$ as in (1.2.3) corresponding to $f, \mathbf{w}_{d} f_{0}$ corresponding to $\mathbf{w}_{d} f$ can be described as follows: Let $\left(E, C_{N}, \omega\right) / B / R$ be as before. Since the quotient morphism $\pi$ above is étale, there is a unique differential $\omega^{\prime}$ on $E / C_{N}[d]$ such that $\pi^{*}\left(\omega^{\prime}\right)=\omega$. We then have

$$
\begin{equation*}
\left(\mathbf{w}_{d} f_{0}\right)\left(E, C_{N}, \omega\right)=f_{0}\left(E / C_{N}[d], E[d] / C_{N}[d] \times_{S} C_{N} / C_{N}[d], \omega^{\prime}\right) \tag{1.2.13}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\mathbf{w}_{d}\left(\mathbf{w}_{d} f\right)=d^{k} f \text { for any } f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \tag{1.2.14}
\end{equation*}
$$

1.3. Relation with classical forms. In this subsection, we consider modular forms of Serre and Swinnerton-Dyer type, and the relation with those in the previous subsection. Again let $k$ be a positive integer. For a function $f(z)$ on the complex upper half plane $H$ and $\gamma=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in G L_{2}^{+}(\mathbb{R})$, we set

$$
\begin{equation*}
\left(\left.f\right|_{k} \gamma\right)(z):=\operatorname{det}(\gamma)^{k / 2}(c z+d)^{-k} f(\gamma z) \tag{1.3.1}
\end{equation*}
$$

Let $M_{k}\left(\Gamma_{0}(N)\right)$ and $S_{k}\left(\Gamma_{0}(N)\right)$ be the complex vector spaces of modular forms and cusp forms of weight $k$ in the usual sense, respectively. There is a well-known dictionary that identifies these spaces with $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{C}\right)$ and $S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{C}\right)$ (cf. [K2, 2.4] and also [Oh1, 3.6]). The $q$-expansion (1.2.9) then corresponds to the usual Fourier expansion of classical forms with $q=e^{2 \pi i z}$.

Set

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right):=\left\{f \in M_{k}\left(\Gamma_{0}(N)\right) \mid f(q) \in \mathbb{Z}[[q]]\right\},  \tag{1.3.2}\\
S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right):=\left\{f \in S_{k}\left(\Gamma_{0}(N)\right) \mid f(q) \in \mathbb{Z}[[q]]\right\}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right):=M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \otimes_{\mathbb{Z}} R,  \tag{1.3.3}\\
S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right):=S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \otimes_{\mathbb{Z}} R
\end{array}\right.
$$

for any ring $R$. When $R=\mathbb{Z}[1 / N]$, the $q$-expansion principle (1.2.10) assures us that these spaces coincide with $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{Z}[1 / N]\right)$ and $S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{Z}[1 / N]\right)$.

The same assertion as (1.2.10) holds for the spaces (1.3.3) with respect to the obvious $q$ expansion mappings simply because the cokernels of the mappings $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \hookrightarrow \mathbb{Z}[[q]]$ and $S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \hookrightarrow \mathbb{Z}[[q]]$ are flat over $\mathbb{Z}$. Also, it is obvious from the definition that the formation of $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ and $S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ commutes with arbitrary change of base rings.

It thus follows from (1.2.11) that we have canonical isomorphisms

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)=M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right),  \tag{1.3.4}\\
S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)=S_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)
\end{array} \quad \text { for } R \text { flat over } \mathbb{Z}[1 / N]\right.
$$

Lemma (1.3.5). For any $\mathbb{Z}[1 / N]$-algebra $R$, we have canonical ( $q$-expansion preserving) injections:

$$
\left\{\begin{array}{l}
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{Z}[1 / N]\right) \otimes_{\mathbb{Z}[1 / N]} R \hookrightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right), \\
M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right) \hookrightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)
\end{array}\right.
$$

The same holds for cusp forms.

Proof. From the above discussions, we have the commutative square

with injective $q$-expansion mappings. Our conclusion follows from this.
We note that the above mappings are not surjective in general. Indeed, as is wellknown, $M_{2}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{Z}\right)=M_{2}^{\mathrm{B}}\left(\Gamma_{0}(1) ; \mathbb{Z}\right)=\{0\}$ and $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(1) ; \mathbb{Z} / 3 \mathbb{Z}\right)=\{0\}$, while $M_{2}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{Z} / 3 \mathbb{Z}\right)$ is a non-zero space generated by (the form corresponding to) the Hasse invariant. Later in (2.3.9), we will see when this form lifts to $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)$.

Definition (1.3.6). Assume that $k$ is even, and let $d$ be a positive divisor of $N$ such that $(d, N / d)=1$. For any $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ with $R$ a $\mathbb{Z}[1 / N]$-algebra, we set

$$
\left.f\right|_{k} w_{d}:=d^{-k / 2}\left(\mathbf{w}_{d} f\right)
$$

the right hand side being defined by (1.2.12).
By (1.2.14), the operator " $\left.\right|_{k} w_{d}$ " is an involution. This is in fact the Atkin-Lehner involution:

LEmmA (1.3.7). If $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{C}\right)=M_{k}\left(\Gamma_{0}(N)\right)$, the above $\left.f\right|_{k} w_{d}$ coincides with $\left.f\right|_{k} W_{d}$ defined through (1.3.1) with a matrix $W_{d}$ (1.1.5).

Proof. This must be also well-known, and indeed can be proved by the same method as [Oh1, (3.6.5)]. (N.B. The differential $\omega^{\prime}$ used there is $d \times$ (the differential $\omega^{\prime}$ figuring in (1.2.13)), and a different convention [Oh1, (2.1.1)] was used in place of (1.3.1).)

Corollary (1.3.8). The subspace $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}[1 / N]\right)$ of $M_{k}\left(\Gamma_{0}(N)\right)$ is stable under the Atkin-Lehner involutions " $\left.\right|_{k} w_{d} "=\left."\right|_{k} W_{d} "$.

By base extension, these involutions induce involutions of $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ whenever $R$ is a $\mathbb{Z}[1 / N]$-algebra, for which we use the same symbols " $\left.\right|_{k} w_{d}$ ".

We remark however that the corollary above does not hold when $\mathbb{Z}[1 / N]$ is replaced by $\mathbb{Z}$ in general. For example, assume that $p \| N$ (i.e. $p \mid N$ but $p \nmid(N / p)$ ), and that $f$ is an element of $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N / p) ; \mathbb{Z}\right)-p M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N / p) ; \mathbb{Z}\right)$. Then we have

$$
\left.f\right|_{k} w_{p}=\left.f\right|_{k}\left[\begin{array}{cc}
p & 0 \\
0 & 1
\end{array}\right]=p^{k / 2} g
$$

with $g(z)=f(p z) \in M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$. Hence we have

$$
\left.g\right|_{k} w_{p}=p^{-k / 2} f \notin M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) .
$$

1.4. Regular differentials. For a prime number $p$, let $\mathbb{Z}_{(p)}$ be the localization of $\mathbb{Z}$ at the prime ideal $(p)$. For the moment, assume that $p \| N$. Let $R$ be a $\mathbb{Z}_{(p)}$-algebra. Then the morphism $X_{0}(N)_{/ R} \rightarrow \operatorname{Spec}(R)$ is complete intersection, and there is the invertible sheaf $\Omega_{/ R}$ of regular differentials on $X_{0}(N)_{/ R}$; cf. [DR, I, 2], [Ma, II, 3] and Mazur and Ribet [MR, 7]. It has the following properties:
(1.4.1) The formation of $\Omega_{/ R}$ commutes with arbitrary change of base $\left(\mathbb{Z}_{(p)^{-}}\right)$algebras.
(1.4.2) The restriction of $\Omega_{/ R}$ to the smooth locus $X_{0}(N)_{/ R}^{\text {smooth }}$ over $R$ is the usual sheaf $\Omega_{X_{0}(N) / R}^{1}{ }_{\text {smooth } / R}$ of Kähler differentials.
(1.4.3) Let $R \rightarrow k$ be a homomorphism to a field $k$ of characteristic $p$, and $\pi: \widetilde{X_{0}(N)} / k \rightarrow$ $X_{0}(N)_{/ k}$ the normalization. Then a section of $\Omega_{/ k}=\Omega_{/ R} \otimes_{R} k$ on an open subscheme $U$ of $X_{0}(N)_{/ k}$ is a differential $\omega$ on $\pi^{-1}(U)$ with at worst simple poles at the inverse image by $\pi$ of the singular locus of $U$. If $P \in U(\bar{k})$ is a singular point and $\pi^{-1}(P)=\left\{P_{1}, P_{2}\right\}$, then $\operatorname{Res}_{P_{1}} \omega+\operatorname{Res}_{P_{2}} \omega=0$.

When $N$ is square-free, there is the sheaf of regular differentials $\Omega_{/ \mathbb{Z}}$ on $X_{0}(N)_{/ \mathbb{Z}}$ having similar properties as above. When there is no fear of confusion, we simply write $\Omega$ for $\Omega_{/ R}$. In each case above, the scheme of cusps of $X_{0}(N)_{/ R}$, denoted "cusps" below, is finite and étale over $R$ by [KM, Theorem 10.10.3, (5)], and we consider it as an effective Cartier divisor in $X_{0}(N)_{/ R} / R$.

Lemma (1.4.4). Consider
(1) $f: X_{0}(N)_{\mathbb{Z}_{(p)}} \rightarrow \operatorname{Spec}\left(\mathbb{Z}_{(p)}\right)=S$ when $p \| N$, or
(2) $f: X_{0}(N)_{/ \mathbb{Z}} \rightarrow \operatorname{Spec}(\mathbb{Z})=S$ when $N$ is square-free.

Then $R^{i} f_{*}(\Omega)$ and $R^{i} f_{*}\left(\Omega\right.$ (cusps)) are locally free $\mathcal{O}_{S}$-modules for all $i \geq 0$.
Proof. One can prove this as in [Ma, II, 3] by arguing as [Ma, II, Lemma (3.3)] and then invoking the Grothendieck duality.

Alternatively, one can proceed more directly as follows. When $i \geq 2$, the sheaves in question vanish, and hence we only need to treat the cases $i=0,1$. For this, it is enough to show that the functions

$$
\left\{\begin{array}{l}
S \ni s \mapsto \operatorname{dim}_{\kappa(s)} H^{i}\left(X_{0}(N)_{/ \kappa(s)}, \Omega_{/ \kappa(s)}\right), \\
S \ni s \mapsto \operatorname{dim}_{\kappa(s)} H^{i}\left(X_{0}(N)_{/ \kappa(s)}, \Omega_{/ \kappa(s)}(\mathrm{cusps})\right)
\end{array}\right.
$$

are constant, where $\kappa(s)$ denotes the residue field at $s$; cf. Mumford [Mu, II, 5, Corollary 2]. But by the invariance of the Euler-Poincaré characteristics [Mu, II, 5, Corollary, (b)], it is enough to prove this for one of the values $i=0$ or 1 .

Let us check this for $i=0$. We may replace $s$ by a geometric point $\bar{s}$ above $s$. First $\operatorname{dim}_{\kappa(\bar{s})} H^{0}\left(X_{0}(N)_{/ \kappa(\bar{s})}, \Omega_{/ \kappa(\bar{s})}\right)$ is always equal to the genus of $X_{0}(N)$. This is obvious when $X_{0}(N)_{/ \kappa(\bar{s})}$ is smooth. Otherwise, the description of the bad fiber given in 1.1 and (1.4.3) implies that the above dimension is equal to $2 \cdot \operatorname{genus}\left(X_{0}(N / p)\right)+$
\#(supersingular points on $\left.X_{0}(N / p)_{/ \kappa(\bar{s})}\right)-1$. It is well-known, and easy to prove using 1.1, that this is equal to the genus of $X_{0}(N)$.

Also, we see using (1.4.3) that $\operatorname{dim}_{\kappa(\bar{s})} H^{0}\left(X_{0}(N)_{/ \kappa(\bar{s})}, \Omega_{/ \kappa(\bar{s})}\right.$ (cusps)) is equal to $\operatorname{dim}_{\kappa(\bar{s})} H^{0}\left(X_{0}(N)_{/ \kappa(\bar{s})}, \Omega_{/ \kappa(\bar{s})}\right)+\#\left(\right.$ cusps on $\left.X_{0}(N)_{/ \kappa(\bar{s})}\right)-1$ for all $\bar{s}$. Our claim then follows since the scheme of cusps is étale over $R$.

From this and the property (1.4.3), we obtain:
Corollary (1.4.5). (1) The canonical mappings

$$
\left\{\begin{array}{l}
H^{0}\left(X_{0}(N)_{\mathbb{Z}_{(p)}}, \Omega\right) \otimes_{\mathbb{Z}_{(p)}} R \rightarrow H^{0}\left(X_{0}(N)_{/ R}, \Omega\right) \\
H^{0}\left(X_{0}(N)_{\mathbb{Z}_{(p)}}, \Omega(\mathrm{cusps})\right) \otimes_{\mathbb{Z}_{(p)}} R \rightarrow H^{0}\left(X_{0}(N)_{/ R}, \Omega(\mathrm{cusps})\right)
\end{array}\right.
$$

are isomorphisms of free $R$-modules of finite rank for any $\mathbb{Z}_{(p)}$-algebra $R$ when $p \| N$.
(2) Similarly,

$$
\left\{\begin{array}{l}
H^{0}\left(X_{0}(N)_{/ \mathbb{Z}}, \Omega\right) \otimes_{\mathbb{Z}} R \rightarrow H^{0}\left(X_{0}(N)_{/ R}, \Omega\right) \\
H^{0}\left(X_{0}(N)_{\mathbb{Z}}, \Omega \text { (cusps)) } \otimes_{\mathbb{Z}} R \rightarrow H^{0}\left(X_{0}(N)_{/ R}, \Omega \text { (cusps) }\right)\right.
\end{array}\right.
$$

are always isomorphisms of free $R$-modules of finite rank when $N$ is square-free.
Definition (1.4.6). We set

$$
\left\{\begin{array}{l}
S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right):=H^{0}\left(X_{0}(N)_{/ R}, \Omega\right) \\
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right):=H^{0}\left(X_{0}(N)_{/ R}, \Omega(\mathrm{cusps})\right)
\end{array}\right.
$$

in the respective cases considered above.
Thus these are free $R$-modules of finite rank, and the formation of these spaces commutes with change of base rings considered in (1.4.5). Also, for $R$ as in (1.4.5), there is a morphism: $\operatorname{Spec}(R((q))) \rightarrow X_{0}(N)_{/ R}$ corresponding to the cusp at infinity. The pull-back of $\omega \in$ $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)$ to $\operatorname{Spec}(R((q)))$ is of the form $f_{\omega}(q) \cdot d q / q$, and we have the $q$-expansion mappings

$$
\left\{\begin{array}{l}
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right) \rightarrow R[[q]],  \tag{1.4.7}\\
S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right) \rightarrow q R[[q]]
\end{array} \quad \text { by } \omega \mapsto f_{\omega}(q)\right.
$$

Proposition (1.4.8). Let $R$ be as in (1.4.5). In each case, there exist $q$-expansion preserving mappings:

$$
\left\{\begin{array}{l}
S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right) \rightarrow S_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right), \\
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)
\end{array}\right.
$$

These are injections when $R$ is flat over $\mathbb{Z}_{(p)}$ (resp. $\mathbb{Z}$ ) in the case (1) (resp. in the case (2)).

Proof. Set $R_{0}:=\mathbb{Z}_{(p)}$ (resp. $\mathbb{Z}$ ) in the case (1) (resp. in the case (2)).
Since $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R_{0}\right)$ is a free $R_{0}$-module, we have

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R_{0}\right) \hookrightarrow M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right) \stackrel{(1.4 .2)}{=} H^{0}\left(X_{0}(N) / \mathbb{Q}, \Omega_{X_{0}(N) / \mathbb{Q} / \mathbb{Q}}^{1}(\text { cusps })\right)
$$

The right hand side is canonically isomorphic to $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)$, and hence we have the $q$ expansion preserving injection

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R_{0}\right) \hookrightarrow M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)
$$

From the definitions (1.3.2) and (1.3.3), this gives us an injection

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R_{0}\right) \hookrightarrow M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R_{0}\right)
$$

and similarly for cusp forms. Our conclusion follows by base extensions.
In the case (1), each automorphism $w_{d} \in G_{\mathrm{AL}}(1.1 .7)$ of $X_{0}(N)_{\mathbb{Z}_{(p)}}$ induces an involution of $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$ and $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$

$$
\omega \mapsto w_{d}^{*}(\omega)=:\left.\omega\right|_{2} w_{d}
$$

by the functoriality of $\Omega_{/ \mathbb{Z}_{(p)}}$, which is the unique invertible sheaf on $X_{0}(N)_{/ \mathbb{Z}_{(p)}}$ satisfying (1.4.2) since $X_{0}(N)_{\mathbb{Z}_{(p)}}$ is Cohen-Macaulay. Similarly in the case (2), the group $G_{\text {AL }}$ acts on $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$ and $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$ by the same rule. It is easy to see that this action is compatible with the action (1.3.8) on classical forms. The involutions obtained from these by base extensions will be also denoted by the same symbols.

PROPOSITION (1.4.9). (1) When $p \| N$, the image of $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$ in $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$ is the following set:

$$
\left\{f \in M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right) \mid\left(\left.f\right|_{2} w_{p}\right)(q) \in \mathbb{Z}_{(p)}[[q]]\right\}
$$

(2) When $N$ is square-free, the image of $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$ in $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$ is the set:

$$
\left\{f \in M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \mid\left(\left.f\right|_{2} w_{d}\right)(q) \in \mathbb{Z}[[q]] \text { for all } w_{d} \in G_{\mathrm{AL}}\right\}
$$

The same statements hold for cusp forms.
Proof. We give the proof for the second statement; the other cases are similar. It is clear from the argument above that the image is contained in the given set.

To show the reverse inclusion, we follow the argument of [Ma, II, 4] and [G, Proposition 8.4]: Let $f$ be in the given set. We may consider the differential $\omega_{f}$ corresponding to $f$ as a meromorphic section of $\Omega_{X_{0}(N)_{/ \mathbb{Z}}^{\text {smooth }} / \mathbb{Z} .}^{1}$. Since $X_{0}(N)_{/ \mathbb{Z}}^{\text {smooth }}$ is a regular scheme, we can consider the divisor of poles of this section. It is clear that it is disjoint from the generic
fibre. On the other hand, $w_{l} \in G_{\mathrm{AL}}$ interchanges two irreducible components of $X_{0}(N)_{/ \mathbb{F}_{l}}$ when $l \mid N$, and hence our hypothesis implies that the polar divisor of $\omega_{f}$ does not contain any irreducible component of the closed fibres. We thus see that $\omega_{f}$ is a holomorphic section of $\Omega_{X_{0}(N)_{\mathbb{Z}}^{\text {smooth }} / \mathbb{Z}^{\text {a }}}^{1}$. Finally, this section uniquely extends to a section of the invertible sheaf $\Omega_{/ \mathbb{Z}}(\mathrm{cusps})$ since $X_{0}(N)_{/ \mathbb{Z}}$ is Cohen-Macaulay, which completes the proof.

Corollary (1.4.10). Let $N$ be square-free, and let $R$ be a $\mathbb{Z}[1 / N]$-algebra. Then the canonical mappings in (1.4.8) are isomorphisms.

Proof. We may assume that $R=\mathbb{Z}[1 / N]$. In this case, the assertion follows from (1.3.8) and the above proposition. (This also follows from the same argument as in the proof of (1.4.9).)

When $N$ is a prime ( $\geq 5$ ), Mazur proved that the above assertion is valid for any ring $R$ [Ma, II, Lemma (4.6)]. However, this is not true for general $N$; cf. the remark at the end of 1.3.

We next consider $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ when $p \| N$. Set $M=N / p$. In general, there are two "degeneracy" morphisms

$$
\left\{\begin{array}{l}
\alpha: X_{0}(N)_{/ \mathbb{Z}[1 / M]} \rightarrow X_{0}(M)_{/ \mathbb{Z}[1 / M]},  \tag{1.4.11}\\
\beta: X_{0}(N)_{/ \mathbb{Z}[1 / M]} \rightarrow X_{0}(M)_{/ \mathbb{Z}[1 / M]}
\end{array}\right.
$$

corresponding to $\left(E, C_{N}\right) \mapsto\left(E, C_{N}[M]\right)$ and $\left(E, C_{N}\right) \mapsto\left(E / C_{N}[p], C_{N} / C_{N}[p]\right)$ for pairs as in (1.1.2), respectively. Recall that there are two irreducible components $Z_{\infty}:=$ (the image of $\Phi)$, and $Z_{0}:=\left(\right.$ the image of $\left.w_{p} \Phi\right)$ on $X_{0}(N)_{/ \mathbb{F}_{p}}$, in the notation of (1.1.8). We identify these components with $X_{0}(M)_{/ \mathbb{F}_{p}}$ via $\Phi$ and $w_{p} \Phi$, respectively. Then we see that

$$
\left\{\begin{array}{l}
\alpha=\operatorname{id} \text { on } Z_{\infty}, \text { and } \alpha=\text { Frob on } Z_{0}  \tag{1.4.12}\\
\beta=\text { Frob on } Z_{\infty}, \text { and } \beta=\text { id on } Z_{0} \\
w_{p} \text { induces the identity morphism between } Z_{\infty} \text { and } Z_{0}
\end{array}\right.
$$

By (1.4.3), there is a natural injection

$$
\begin{gather*}
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \hookrightarrow H^{0}\left(Z_{\infty}, \Omega_{Z_{\infty} / \mathbb{F}_{p}}^{1}(\text { cusps, ss })\right) \oplus H^{0}\left(Z_{0}, \Omega_{Z_{0} / \mathbb{F}_{p}}^{1}(\text { cusps, ss })\right)  \tag{1.4.13}\\
=\bigoplus_{\bigoplus} H^{0}\left(X_{0}(M)_{/ \mathbb{F}_{p}}, \Omega_{X_{0}(M)_{/ \mathbb{F}_{p}} / \mathbb{F}_{p}}^{1}(\text { cusps, ss })\right)
\end{gather*}
$$

where "ss" means the reduced divisor supported at the supersingular points. Identifying the
regular differentials with the pairs of differentials on $X_{0}(M)_{/ \mathbb{F}_{p}}$, we have (1.4.14)

$$
\left\{\begin{array}{l}
\alpha^{*}(\omega)=(\omega, 0) \text { for } \omega \in H^{0}\left(X_{0}(M)_{/ \mathbb{F}_{p}}, \Omega_{X_{0}(M)_{\mid \mathbb{F}_{p}} / \mathbb{F}_{p}}(\operatorname{cusps})\right) \cong M_{2}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right), \\
\beta^{*}(\omega)=(0, \omega) \text { for } \omega \in H^{0}\left(X_{0}(M)_{/ \mathbb{F}_{p}}, \Omega_{X_{0}(M)_{/ \mathbb{F}_{p}} / \mathbb{F}_{p}}(\mathrm{cusps})\right) \cong M_{2}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right), \\
w_{p}^{*}\left(\omega_{1}, \omega_{2}\right)=\left(\omega_{2}, \omega_{1}\right) \text { for }\left(\omega_{1}, \omega_{2}\right) \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) .
\end{array}\right.
$$

From these considerations, we deduce:
Lemma (1.4.15). For each sign $\varepsilon= \pm 1$, the $q$-expansion mapping is injective on the subspace $\left\{\omega \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)|\omega|_{2} w_{p}=\varepsilon \omega\right\}$.

Proof. In the above notation, an element in this space is of the form ( $\omega^{\prime}, \varepsilon \omega^{\prime}$ ) with $\omega^{\prime} \in H^{0}\left(X_{0}(M)_{/ \mathbb{F}_{p}}, \Omega_{X_{0}(M)_{\mathbb{F} p} / \mathbb{F}_{p}}^{1}\right.$ (cusps, ss)). Thus, if the $q$-expansion of this element (at the cusp infinity) vanishes, we have that $\omega^{\prime}$ in the first component is zero.

Convention (1.4.16). Under the same situation as in (1.4.8), when $R$ is flat over $\mathbb{Z}_{(p)}$ or $\mathbb{Z}$ respectively, we identify $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)$ (resp. $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)$ ) with its image in $S_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)\left(\right.$ resp. $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ ), and use the notation " $f \in M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)$ " by which we mean that $f \in M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ and it lies in the image of $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)$, especially when we consider the $q$-expansions. By further abuse of notation, we sometimes express an element of $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)=M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right) \otimes_{\mathbb{Z}_{(p)}} \mathbb{F}_{p}$ by the symbol $f$ and denote its $q$-expansion by $f(q)$. The same convention applies to cusp forms.
1.5. Hecke operators. Let $R$ be a $\mathbb{Z}[1 / N]$-algebra. In [G, $\S 3$ and $\S 10]$, Gross discussed Hecke operators $T(l)$ for prime numbers $l \nmid N, U(l)$ for prime numbers $l \mid N$, and the diamond operators $\langle a\rangle$ for $a \in(\mathbb{Z} / N \mathbb{Z})^{\times}$, acting on $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$. They all commute, and hence $T(l)$ and $U(l)$ induce endomorphisms of $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ by (1.2.6), (3), for which we use the same symbols. The effect of these operators on $q$-expansions are given by the usual formulas: Let $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ have the $q$-expansion $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$. Then we have

$$
\left\{\begin{array}{l}
\left(\left.f\right|_{k} T(l)\right)(q)=\sum_{n=0}^{\infty} a_{n l} q^{n}+l^{k-1} \sum_{n=0}^{\infty} a_{n} q^{n l},  \tag{1.5.1}\\
\left(\left.f\right|_{k} U(l)\right)(q)=\sum_{n=0}^{\infty} a_{n l} q^{n} .
\end{array}\right.
$$

These operators on $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}[1 / N]\right)=M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{Z}[1 / N]\right)$ are of course the classical Hecke operators, and they preserve $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$. By base extension, we obtain $T(l)$ and $U(l)$ on $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ for arbitrary ring $R$.

When $l \nmid N$ and $R$ is a $\mathbb{Z}[1 / N l]$ - algebra, we may consider $U(l)$ as giving

$$
\begin{equation*}
U(l): M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N l) ; R\right) . \tag{1.5.2}
\end{equation*}
$$

We have the same operator for arbitrary ring $R$ for " $M_{k}^{\mathrm{B}}$ ".

From now on, we assume that $k$ is even, and recall that $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ and $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ are stable under the operators $w_{d}$ (i.e. " $\left.\right|_{k} w_{d}$ "; (1.3.6)) for any $\mathbb{Z}[1 / N]-$ algebra $R$. The following fact is well-known for $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$.

Lemma (1.5.3). Under the same situation as above, $T(l)$ and $w_{d}$ commute on $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$.

Proof. This must be also more or less well-known, and we will be brief.
Since we need a base changing property of modular forms, which fails to hold for $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$, we first work with $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$. Fix a primitive $d$-th root of unity $\zeta_{d}$. Let $R$ be a $\mathbb{Z}\left[1 / N, \zeta_{d}\right]$-algebra, and take $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$. For an elliptic curve $E / S / R$ and a $\Gamma_{\mu}(N)$-structure $i(1.2 .1)$, we view $i$ as $i_{d} \times i_{N / d}$ with $i_{d}: \mu_{d} \hookrightarrow E[d]$ and $i_{N / d}: \boldsymbol{\mu}_{N / d} \hookrightarrow E[N / d]$. We can define $\mathbf{w}_{d} f \in M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ by setting

$$
\mathbf{w}_{d} f\left(E, i_{d} \times i_{N / d}\right):=\pi^{*} f\left(E^{\prime}, i_{d}^{\prime} \times i_{N / d}^{\prime}\right)
$$

where

$$
\left\{\begin{array}{l}
E^{\prime}:=E / \operatorname{Im}\left(i_{d}\right), \\
\pi: E \rightarrow E^{\prime}: \text { the quotient morphism, } \\
i_{N / d}^{\prime}: \text { the composite of } \boldsymbol{\mu}_{N / d} \stackrel{i_{N / d}}{\longrightarrow} E \xrightarrow{\pi} E^{\prime}, \\
i_{d}^{\prime}\left(\zeta_{d}\right):=\pi(t) \text { with a section } t \text { of } E[d] \text { such that } e_{d}\left(i_{d}\left(\zeta_{d}\right), t\right)=\zeta_{d} .
\end{array}\right.
$$

Here, $e_{d}$ is the $e_{d}$-pairing on $E$.
We claim that, when $R$ is a $\mathbb{Z}\left[1 / N l, \zeta_{d}\right]$-algebra,

$$
\left.\left(\mathbf{w}_{d} f\right)\right|_{k} T(l)=\left.\left(\mathbf{w}_{d}\left(\left.f\right|_{k} T(l)\right)\right)\right|_{k}\langle l\rangle_{d}
$$

where $\langle l\rangle_{d}$ changes $i_{d}$ to $l \cdot i_{d}$ and leaves $i_{N / d}$ unchanged. To see that the both sides take the same value at $(E, i)$ over an $R$-scheme $S$, we may replace $(E, i)$ with its base change $\left(E_{/ T}, i_{/ T}\right)$ by a faithfully flat morphism $T \rightarrow S$, since the canonical mapping $H^{0}\left(S, \underline{\omega}_{E / S}^{\otimes k}\right) \rightarrow H^{0}\left(T, \underline{\omega}_{E / T / T}^{\otimes k}\right)$ is injective. Further restricting to each connected component of $T$, we are reduced to the case where $S$ is connected and $E$ admits a $\Gamma(l)$-structure (1.2.1) over $S$. In this case, the Hecke operator $T(l)$ is given by:

$$
\left.f\right|_{k} T(l)\left(E, i_{d} \times i_{N / d}\right)=\frac{1}{l} \sum_{C_{l}} p^{*} f\left(E / C_{l}, \tilde{i}_{d} \times \tilde{i}_{N / d}\right)
$$

where the sum is over $(l+1)$ cyclic subgroup schemes of $E[l]$ of order $l, p: E \rightarrow E / C_{l}$ is the quotient morphism, and $\tilde{i}_{d}:=p \circ i_{d}$ and $\tilde{i}_{N / d}:=p \circ i_{N / d},[G,(3.3)],[K 1,1.11]$. The verification of the desired relation is then direct.

This relation especially holds on $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; \mathbb{Z}\left[1 / N l, \zeta_{d}\right]\right)$, and hence on its subspace $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; \mathbb{Z}\left[1 / N, \zeta_{d}\right]\right)$ also. Now if $N=1$, there is nothing to prove. If $N \geq 2$, the
formation of $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ commutes with arbitrary base changes of $\mathbb{Z}\left[1 / N, \zeta_{d}\right]$-algebras, [G, Proposition 2.5, §10]. (This is why we consider the forms of this type.) We therefore conclude that the above relation holds on $M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}(N) ; R\right)$ for any $\mathbb{Z}\left[1 / N, \zeta_{d}\right]$-algebra $R$.

Returning to $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$, we deduce from this and (1.2.6), (3) that

$$
\left.\left(\mathbf{w}_{d} f\right)\right|_{k} T(l)=\mathbf{w}_{d}\left(\left.f\right|_{k} T(l)\right)
$$

whenever $R$ is a $\mathbb{Z}\left[1 / N, \zeta_{d}\right]$-algebra, where $\mathbf{w}_{d}$ here is defined by (1.2.12). It then follows that the same holds for arbitrary $\mathbb{Z}[1 / N]$-algebras $R$.

We will also need another operator $B(l)$ : Let $l$ be a prime number which may or may not divide $N$. When $f \in M_{k}\left(\Gamma_{0}(N)\right)$, it is given by $\left.f\right|_{k} B(l):=\left.l^{-k / 2} f\right|_{k}\left[\begin{array}{ll}l & 0 \\ 0 & 1\end{array}\right]$. It is clear that, if $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$, we have $\left(\left.f\right|_{k} B(l)\right)(q)=\sum_{n=0}^{\infty} a_{n} q^{n l}=f\left(q^{l}\right)$, and that this operator induces a mapping

$$
\begin{equation*}
B(l): M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N l) ; R\right) \tag{1.5.4}
\end{equation*}
$$

for any ring $R$.
As for $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$, we proceed as follows. Let $R$ be a $\mathbb{Z}[1 / N l]$-algebra. For $f \in$ $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$, we define $\left.f\right|_{k} B(l)$ by

$$
\begin{equation*}
\left(\left.f\right|_{k} B(l)\right)\left(E, C_{N l}\right):=l^{-k} \pi^{*} f\left(E / C_{N l}[l], C_{N l} / C_{N l}[l]\right) \tag{1.5.5}
\end{equation*}
$$

for elliptic curves $E / S / \mathbb{Z}[1 / N l]$ and its $\Gamma_{0}(N l)$-structure $C_{N l}, \pi: E \rightarrow E / C_{N l}[l]$ being the quotient morphism.

Lemma (1.5.6). Let $R$ be a $\mathbb{Z}[1 / N l]$-algebra. Then the formula (1.5.5) defines mappings

$$
\left\{\begin{array}{l}
B(l): M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N l) ; R\right), \\
B(l): S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow S_{k}^{\mathrm{A}}\left(\Gamma_{0}(N l) ; R\right) .
\end{array}\right.
$$

If $f$ is in the left hand sides, we have

$$
\left(\left.f\right|_{k} B(l)\right)(q)=f\left(q^{l}\right) .
$$

Proof. The first assertion is clear. As for the second, consider the Tate curve Tate $(q)$ over $R((q))$ with the canonical $\Gamma_{0}(N l)$-structure $C_{N l \text {, can }}$ (1.2.8), and the canonical invariant differential $\omega_{\text {can }}$. Then we see that $\operatorname{Tate}(q) / C_{N l}[l] \cong \operatorname{Tate}\left(q^{l}\right)$ through which $C_{N l, \text { can }} / C_{N l, \text { can }}[l] \cong C_{N, \text { can }}$. Moreover if $\pi$ is the composite of Tate $(q) \rightarrow$ $\operatorname{Tate}(q) / C_{N l}[l] \xrightarrow{\sim} \operatorname{Tate}\left(q^{l}\right)$, the pull-back of the canonical invariant differential $\omega_{\text {can }}^{\prime}$ on $\operatorname{Tate}\left(q^{l}\right)$ by $\pi$ is $l \omega_{\text {can }}$ (see [K1, 1.11] for these). We therefore have

$$
l^{k}\left(\left.f\right|_{k} B(l)\right)(q) \omega_{\mathrm{can}}^{\otimes k}=l^{k}\left(\left.f\right|_{k} B(l)\right)\left(\operatorname{Tate}(q), C_{N l, \mathrm{can}}\right)
$$

$$
=\pi^{*}\left(f_{0}\left(\operatorname{Tate}\left(q^{l}\right), C_{N, \mathrm{can}}, \omega_{\mathrm{can}}^{\prime \otimes k}\right) \omega_{\mathrm{can}}^{\prime \otimes k}\right)=l^{k} f\left(q^{l}\right) \omega_{\mathrm{can}}^{\otimes k}
$$

which completes the proof.
LEMMA (1.5.7). Let $d$ be a positive divisor of $N$ such that $(d, N / d)=1$, and $l$ a prime number not dividing $d$. Consider the mappings

$$
\left\{\begin{array}{l}
U(l): M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \text { for a } \mathbb{Z}[1 / N] \text {-algebra } R \text { when } l \mid N \\
U(l): M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N l) ; R\right) \text { for a } \mathbb{Z}[1 / N l] \text {-algebra } R \text { when } l \nmid N, \\
B(l): M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N l) ; R\right) \text { for a } \mathbb{Z}[1 / N l] \text {-algebra } R
\end{array}\right.
$$

In each case, the operator $w_{d}$ on the left hand side commutes with $w_{d}$ on the right hand side.
PROOF. The proof is easier than that of (1.5.3) because $l$ is invertible in $R$ in each case. The assertions can be checked directly by using the explicit formula of $U(l), B(l)$ and $w_{d}$ given in [G, (3.6)], (1.5.5) and (1.2.12), respectively.

Finally, we have the following
PROPOSITION (1.5.8) (cf. [G, Proposition 8.7]). Let the situation be as in (1.4.9).
(1) When $p \| N, M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$ is stable under all $T(l)$ and $U(l)$.
(2) When $N$ is square-free, $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$ is stable under all $T(l)$ and $U(l)$.

Consequently, we can consider these operators on $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)$ for any $\mathbb{Z}_{(p) \text {-algebra }}$ $R$ in the case (1), and for any ring $R$ in the case (2).

Proof. We give the proof for the part (2); the other part is similar. Let $p$ be a prime factor of $N$.

When $p \neq l, T(l)$ or $U(l)$ and $w_{p}$ commute on $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)$ (by (1.5.3) and (1.5.7); or rather, by the well-known such commutativity for classical forms). Thus if $f \in M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}\right),\left.\left(\left.f\right|_{2} T(l)\right)\right|_{2} w_{p}$ and $\left.\left(\left.f\right|_{2} U(l)\right)\right|_{2} w_{p}$ have integral $q$-expansions by (1.4.9). When $p=l$, set $U(p)^{\prime}=w_{p} U(p) w_{p}$. By [G, Proposition 6.10], $\left.f\right|_{2} U(p)^{\prime}$ also has integral $q$-expansion, and hence $\left.\left(\left.f\right|_{2} U(p)\right)\right|_{2} w_{p}=\left.\left(\left.f\right|_{2} w_{p}\right)\right|_{2} U(p)^{\prime}$ has the same property.

Our claim now follows from (1.4.9).

## 2. Results on modular forms

2.1. Results of Atkin-Lehner type. From now on, we assume that the weight $k$ is an even positive integer.

LEMMA (2.1.1). Let $l$ be a prime number such that $l \| N$, and $R$ a $\mathbb{Z}[1 / N]$-algebra. Let $f$ be an element of $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ whose $q$-expansion $f(q)$ is a power series in $q^{l}$. Then
there is a $g \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N / l) ; R\right)$ such that

$$
\left\{\begin{array}{l}
f=\left.l^{-k / 2} g\right|_{k} w_{l}=l^{-k}\left(\mathbf{w}_{l} g\right) \quad(c f .(1.3 .6)) \\
f(q)=g\left(q^{l}\right)
\end{array}\right.
$$

Proof. When $R=\mathbb{C}$, this is Atkin and Lehner [AL, Lemma 16]. The assertion was proved by Mazur when $N=l(\geq 5)$ [Ma, II, Lemma (5.9)], and Agashe [A, Lemma 3.4] remarked that the same proof applies in general (at least when $k=2$ and $N$ is square-free).

One can also argue as in [Oh2, Lemma (1.3.4)]. Since this lemma is of fundamental importance to what follows, we outline the proof. First, we may assume that $R$ is a $\mathbb{Z}\left[1 / N, \zeta_{N}\right]$ algebra, $\zeta_{N}$ being a primitive $N$-th root of unity. Then the exact sequence (1.2.7) canonically splits over $R\left(\left(q^{1 / N}\right)\right)$, identifying $\operatorname{Tate}(q)[N]$ with $\left\{\zeta_{N}^{a} q^{b / N} \mid 0 \leq a, b \leq N-1\right\}$. We thus have the canonical $\Gamma(N)$-structure

$$
\phi_{\mathrm{can}}: \mathbb{Z} / N \mathbb{Z} \times \mathbb{Z} / N \mathbb{Z} \xrightarrow{\sim} \operatorname{Tate}(q)[N]
$$

by $\phi_{\text {can }}(a, b)=\zeta_{N}^{a} q^{b / N}$.
Recall that we may identify $h \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ with an element of $M_{k}^{\mathrm{A}}(\Gamma(N) ; R)$ by setting $h(E, \phi):=h\left(E, C_{N, \phi}\right)$ as described before (1.2.6). Then $\mathbf{w}_{l} f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ is invariant under the action of the upper triangular matrices in $G L_{2}(\mathbb{Z} / N \mathbb{Z})=G L_{2}\left(\mathbb{Z} / N^{\prime} \mathbb{Z}\right) \times$ $G L_{2}(\mathbb{Z} / l \mathbb{Z})$, where $N^{\prime}:=N / l$ (cf. (1.2.6), (1)), and we want to show that this is invariant under $G L_{2}(\mathbb{Z} / l \mathbb{Z})$ (cf. (1.2.6), (2)), equivalently that it is invariant under the lower triangular unipotent matrices in $G L_{2}(\mathbb{Z} / l \mathbb{Z})$.

To see this, we note that

$$
\left(\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]_{l} \mathbf{w}_{l} f\right)(q)=f\left(q^{1 / l}\right)
$$

where $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]_{l} \in S L_{2}(\mathbb{Z} / l \mathbb{Z})$, and the left hand side is the $q$-expansion of the form at the cusp infinity, i.e. the evaluation at $\left(\operatorname{Tate}(q), \phi_{\text {can }}, \omega_{\text {can }}^{\otimes k}\right)$. Indeed, this can be proved in the same manner as [Oh2, Lemma (1.3.4)].

Now it follows from our hypothesis that $f\left(q^{1 / l}\right)$ is a power series in $q$, which implies that $\left(\left[\begin{array}{ll}1 & 0 \\ * & 1\end{array}\right]_{l} \mathbf{w}_{l} f\right)(q)=\left(\mathbf{w}_{l} f\right)(q)$ for any $\left[\begin{array}{cc}1 & 0 \\ * & 1\end{array}\right]_{l} \in S L_{2}(\mathbb{Z} / l \mathbb{Z})$ (loc. cit.). Since $\mathbf{w}_{l} f$ is a priori invariant under any $\left[\begin{array}{ll}c & 0 \\ 0 & 1\end{array}\right] \in G L_{2}(\mathbb{Z} / N \mathbb{Z})$, we have that the same holds for $\left[\begin{array}{ll}c & 0 \\ 0 & 1\end{array}\right] \mathbf{w}_{l} f=\mathbf{w}_{l} f$ trivially. We can therefore apply the $q$-expansion principle [K1, Theorem 1.6.1, Corollary 1.9.1] to conclude that $\left[\begin{array}{cc}1 & 0 \\ * & 1\end{array}\right]_{l} \mathbf{w}_{l} f=\mathbf{w}_{l} f$ for any $\left[\begin{array}{cc}1 & 0 \\ * & 1\end{array}\right]_{l} \in S L_{2}(\mathbb{Z} / l \mathbb{Z})$. We have that $g:=\mathbf{w}_{l} f$ belongs to $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N / l) ; R\right)$, and the first relation in our claim holds.

Finally, in general, we have $l^{-k}\left(\mathbf{w}_{l} g\right)(q)=g\left(q^{l}\right)$ when $g \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N / l) ; R\right)$. Indeed,
$g\left(E, C_{N}\right)$ depends only on the $\Gamma_{0}(N / l)$-structure underlying $C_{N}$, and hence we have

$$
l^{-k}\left(\mathbf{w}_{l} g\right)\left(E, C_{N}\right)=l^{-k} \pi^{*} g\left(E / C_{N}[l], C_{N} / C_{N}[l]\right)=\left(\left.g\right|_{k} B(l)\right)\left(E, C_{N}\right)
$$

with $\pi: E \rightarrow E / C_{N}[l]$ the quotient morphism (cf. (1.5.5)). Our claim follows from (1.5.6).

The following is a weaker version of [AL, Theorem 1]:
Proposition (2.1.2). Let $l_{1}, \ldots, l_{s}$ be primes dividing $N$, and $R$ a $\mathbb{Z}[1 / N]$-algebra. Assume that $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ has the $q$-expansion $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$ such that $a_{n}=0$ unless $n$ is divisible by some $l_{i}, 1 \leq i \leq s$. If $l_{s} \| N$ and $\left.f\right|_{k} w_{l_{s}}= \pm f$, we have that

$$
\left\{\begin{array}{l}
a_{n}=0 \text { unless } n \text { is divisible by some } l_{i}, 1 \leq i \leq s-1, \text { when } s \geq 2 \\
f(q) \text { is a constant when } s=1
\end{array}\right.
$$

Proof. First assume that $s \geq 2$. In general, if $g \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ and $g(q)=$ $\sum_{n=0}^{\infty} b_{n} q^{n}$, we see from (1.5.1) and (1.5.6) that

$$
\left(\left.g\right|_{k}\left(1-U\left(l_{i}\right) B\left(l_{i}\right)\right)\right)(q)=\sum_{\substack{n=0 \\ l_{i} \nmid n}}^{\infty} b_{n} q^{n}
$$

with $\left.g\right|_{k}\left(1-U\left(l_{i}\right) B\left(l_{i}\right)\right) \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}\left(N l_{i}\right) ; R\right)$. From the above form of the $q$-expansion, we see that the operators $1-U\left(l_{i}\right) B\left(l_{i}\right)$ commute each other.

Set $h:=\left.f\right|_{k} \prod_{i=1}^{s-1}\left(1-U\left(l_{i}\right) B\left(l_{i}\right)\right) \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}\left(N l_{1} \cdots l_{s-1}\right) ; R\right)$. Then $h(q)$ is a power series in $q^{l_{s}}$, and hence the previous lemma implies that there is an $h^{\prime} \in$ $M_{k}^{\mathrm{A}}\left(\Gamma_{0}\left(N l_{1} \cdots l_{s-1} / l_{s}\right) ; R\right)$ such that $h=\left.l_{s}^{-k / 2} h^{\prime}\right|_{k} w_{l_{s}}$, or equivalently, $\left.h\right|_{k} w_{l_{s}}=l_{s}^{-k / 2} h^{\prime}$, and $h(q)=h^{\prime}\left(q^{l_{s}}\right)$.

By (1.5.7), $1-U\left(l_{i}\right) B\left(l_{i}\right)(1 \leq i \leq s-1)$ and $w_{l_{s}}$ commute, and hence we have $\left.h\right|_{k} w_{l_{s}}= \pm h$ by the assumption. We therefore have $\pm h=l_{s}^{-k / 2} h^{\prime}$, which implies that $h(q)$ must be a constant. We have thus shown that $a_{n}=0$ unless $n$ is divisible by one of $l_{1}, \ldots, l_{s-1}$.

When $s=1$, we can repeat the same argument as above for $f=h$.
DEFINITION (2.1.3). We use the following terminology when $N=l_{1} \cdots l_{m}>1$ is square-free with prime numbers $l_{1}, \ldots, l_{m}$ : We set $\boldsymbol{E}:=\{ \pm 1\}^{m}$. If $R$ is a $\mathbb{Z}[1 / 2]$-algebra and $M$ is an $R\left[G_{\mathrm{AL}}\right]$-module (cf. (1.1.7)), for each $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right) \in \boldsymbol{E}$, we let $M^{\varepsilon}$ be the maximum direct summand of $M$ on which $w_{l_{i}}$ acts as multiplication by $\varepsilon_{i}(1 \leq i \leq m)$, so that

$$
M=\bigoplus_{\varepsilon \in \boldsymbol{E}} M^{\varepsilon}
$$

We remind of us that when $R$ is a $\mathbb{Z}[1 / N]$-algebra, $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)$ and $M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ are $G_{\mathrm{AL}}$-modules by $w_{d}:\left.f \mapsto f\right|_{k} w_{d}$ for arbitrary $N$; cf. 1.3. When $N$ is square-free, $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)$ is a $G_{\text {AL }}$-module for arbitrary $R$ by the same rule; cf. 1.4. We immediately obtain from (2.1.2) the following

Corollary (2.1.4). Let $N=l_{1} \cdots l_{m}>1$ be square-free, and $R$ a $\mathbb{Z}[1 / 2 N]$ algebra. If $f$ is an element of $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right)^{\varepsilon}$ having the $q$-expansion $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$ such that $a_{n}=0$ unless $(n, N)>1$, then $f(q)$ is a constant.
2.2. Regular differentials in characteristic $p$. For the moment, until (2.2.6) below, we assume that $p$ is an odd prime, and $N=p M$ with $M$ not divisible by $p$. We are going to follow the argument of Serre [Se2, §3].

It is easy to see that we have a disjoint decomposition

$$
\Gamma_{0}(M)=\Gamma_{0}(N) \coprod\left(\coprod_{i=0}^{p-1} \Gamma_{0}(N) \frac{1}{p} W_{p}\left[\begin{array}{ll}
1 & i  \tag{2.2.1}\\
0 & p
\end{array}\right]\right)
$$

where $W_{p}$ is a matrix of the form (1.1.5). For $f \in M_{k}\left(\Gamma_{0}(N)\right)$, we set

$$
\operatorname{Tr}_{M}^{N}(f):=f+\left.\sum_{i=0}^{p-1} f\right|_{k} \frac{1}{p} W_{p}\left[\begin{array}{ll}
1 & i  \tag{2.2.2}\\
0 & p
\end{array}\right] \in M_{k}\left(\Gamma_{0}(M)\right)
$$

It easily follows that

$$
\left\{\begin{array}{l}
\operatorname{Tr}_{M}^{N}(f)=f+\left.p^{1-k / 2}\left(\left.f\right|_{k} w_{p}\right)\right|_{k} U(p),  \tag{2.2.3}\\
\operatorname{Tr}_{M}^{N}\left(\left.f\right|_{k} w_{p}\right)=\left.f\right|_{k} w_{p}+\left.p^{1-k / 2} f\right|_{k} U(p)
\end{array}\right.
$$

(cf. [Se2, §3, Lemme 7]).
Proposition (2.2.4). Let $N=p M$ be as above. Then there is a $q$-expansion preserving $\mathbb{F}_{p}$-linear mapping

$$
\varphi_{p}: M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \rightarrow M_{p+1}^{\mathrm{A}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)
$$

such that

$$
\varphi_{p}\left(\left.f\right|_{2} w_{d}\right)=\left.\left(\frac{d}{p}\right) \varphi_{p}(f)\right|_{p+1} w_{d}
$$

for any positive divisor $d$ of $M$ satisfying $(d, M / d)=1$ (hence $(d, N / d)=1$ ), where $\left(\frac{*}{p}\right)$ is the Legendre symbol.

Proof. First we give the proof when $p \geq 5$, in which case the mapping $\varphi_{p}$ actually
takes values in $M_{p+1}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)$. Let

$$
E_{p-1}=1-\frac{2(p-1)}{B_{p-1}} \sum_{n=1}^{\infty}\left(\sum_{0<t \mid n} t^{p-2}\right) q^{n}
$$

( $q=e^{2 \pi i z}$ ) be the Eisenstein series of weight $p-1$ and level 1 . Here, $B_{p-1}$ is the $(p-1)$ st Bernoulli number, and it is well-known that $2(p-1) / B_{p-1}$ is divisible by $p$ so that $E_{p-1} \equiv 1$ $(\bmod p)$. (Here and below, the congruences mean the ones for the corresponding $q$-expansions considered in $\mathbb{Z}_{(p)}[[q]]$.) Set

$$
g:=E_{p-1}-\left.p^{(p-1) / 2} E_{p-1}\right|_{p-1} w_{p}=E_{p-1}-\left.p^{p-1} E_{p-1}\right|_{p-1} B(p)
$$

This form belongs to $M_{p-1}^{\mathrm{B}}\left(\Gamma_{0}(p) ; \mathbb{Z}_{(p)}\right)$ and we clearly have $g \equiv 1(\bmod p)$. Since $\left.g\right|_{p-1} w_{p}=p^{(p-1) / 2}\left(\left.E_{p-1}\right|_{p-1} B(p)-E_{p-1}\right)$, we see that $\left.g\right|_{p-1} w_{p} \equiv 0\left(\bmod p^{(p+1) / 2}\right)$.

Let $F$ be an element of $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$, and recall that this space is stable under $G_{\text {AL }}$; cf. 1.4. We have

$$
\left\{\begin{array}{l}
\operatorname{Tr}_{M}^{N}(F g) \in M_{p+1}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{Z}_{(p)}\right), \quad \text { and } \\
\operatorname{Tr}_{M}^{N}(F g) \equiv F(\bmod p)
\end{array}\right.
$$

Indeed, we have $\operatorname{Tr}_{M}^{N}(F g)-F g=p^{1-(p+1) / 2}\left(\left.\left.(F g)\right|_{p+1} w_{p}\right|_{p+1} U(p)\right)$ by (2.2.3). Since $\left.(F g)\right|_{p+1} w_{p}=\left(\left.F\right|_{2} w_{p}\right)\left(\left.g\right|_{p-1} w_{p}\right)$, we see from the above that $\operatorname{Tr}_{M}^{N}(F g)-F g \in$ $M_{p+1}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{Z}_{(p)}\right)$ and it is congruent to $0(\bmod p)$.

We now define $\varphi_{p}: M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \rightarrow M_{p+1}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)$ as follows: For $f$ in the left hand side, take $F \in M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)$ such that $f=F(\bmod p)$; cf. (1.4.5), (1). We put

$$
\varphi_{p}(f):=\operatorname{Tr}_{M}^{N}(F g)(\bmod p)
$$

It is easy to see that this is well-defined, and $\varphi_{p}$ preserves $q$-expansions.
We next show that $\varphi_{p}$ has the desired compatibility with $w_{d}$. To see this, we first note that, for $d$ as in our proposition, $W_{d}=\left[\begin{array}{cc}d x & y \\ N z & d w\end{array}\right]$ normalizes both $\Gamma_{0}(M)$ and $\Gamma_{0}(N)$, and hence

$$
\begin{gathered}
\left.\varphi_{p}(f)\right|_{p+1} w_{d}=\operatorname{Tr}_{M}^{N}\left(\left.(F g)\right|_{p+1} w_{d}\right)(\bmod p) \\
\quad=\operatorname{Tr}_{M}^{N}\left(\left(\left.F\right|_{2} w_{d}\right)\left(\left.g\right|_{p-1} w_{d}\right)\right)(\bmod p)
\end{gathered}
$$

Here, we have $\left.\left(\left.g\right|_{p-1} w_{d}\right)\right|_{p-1} w_{p}=\left.\left(\left.g\right|_{p-1} w_{p}\right)\right|_{p-1} w_{d}=\left.\left(\left.g\right|_{p-1} w_{p}\right)\right|_{p-1}\left[\begin{array}{ll}d & 0 \\ 0 & 1\end{array}\right] \equiv 0$ $\left(\bmod p^{(p+1) / 2}\right)$. It follows again from (2.2.3) that

$$
\left.\varphi_{p}(f)\right|_{p+1} w_{d}=\left(\left.F\right|_{2} w_{d}\right)\left(\left.g\right|_{p-1} w_{d}\right)(\bmod p)
$$

On the other hand, it follows from $\left.g\right|_{p-1} w_{d}=\left.g\right|_{p-1}\left[\begin{array}{ll}d & 0 \\ 0 & 1\end{array}\right]$ that $\left.g\right|_{p-1} w_{d} \equiv d^{(p-1) / 2} \equiv$ $\left(\frac{d}{p}\right)(\bmod p)$. Consequently, we obtain

$$
\left.\left(\left.F\right|_{2} w_{d}\right)\left(\left.g\right|_{p-1} w_{d}\right) \equiv\left(\frac{d}{p}\right) F\right|_{2} w_{d} \equiv\left(\frac{d}{p}\right) \operatorname{Tr}_{M}^{N}\left(\left(\left.F\right|_{2} w_{d}\right) g\right)(\bmod p)
$$

which completes the proof when $p \geq 5$.
We next turn to the case $p=3$. Take a prime $l \equiv 2(\bmod 3)$ which does not divide $N$. Then we have the Eisenstein series

$$
E_{2, l}=1+\frac{24}{l-1} \sum_{n=1}^{\infty}\left(\sum_{\substack{0<t \mid n \\ l \nmid t}} t\right) q^{n}
$$

which belongs to $M_{2}^{\mathrm{B}}\left(\Gamma_{0}(l) ; \mathbb{Z}_{(3)}\right)$. This is congruent to $1(\bmod 3)$ by our assumption on $l$. Then using $g_{l}:=E_{2, l}-\left.3 E_{2, l}\right|_{2} w_{3}$ instead of $g$, we obtain

$$
\varphi_{3, l}: M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right) \rightarrow M_{4}^{\mathrm{B}}\left(\Gamma_{0}(M l) ; \mathbb{F}_{3}\right)
$$

by $\varphi_{3, l}(f):=\operatorname{Tr}_{M l}^{N l}\left(F g_{l}\right)(\bmod 3)$, where as before $F \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N), \mathbb{Z}_{(3)}\right)$ satisfies $F(\bmod$ $3)=f$. This mapping has the same compatibility for the action of $w_{d}$ as above.

Take another prime $l^{\prime} \equiv 2(\bmod 3)$, which does not divide $N l$, and consider also $\varphi_{3, l^{\prime}}: M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right) \rightarrow M_{4}^{\mathrm{B}}\left(\Gamma_{0}\left(M l^{\prime}\right) ; \mathbb{F}_{3}\right)$. Then the composite of $\varphi_{3, l}$ with the natural mappings $M_{4}^{\mathrm{B}}\left(\Gamma_{0}(M l) ; \mathbb{F}_{3}\right) \hookrightarrow M_{4}^{\mathrm{A}}\left(\Gamma_{0}(M l) ; \mathbb{F}_{3}\right) \hookrightarrow M_{4}^{\mathrm{A}}\left(\Gamma_{0}\left(M l l^{\prime}\right) ; \mathbb{F}_{3}\right)$ and the similar one for $\varphi_{3, l^{\prime}}$ coincide by the $q$-expansion principle. On the other hand, we see that the commutative diagram with natural injections

is cartesian. This follows from the fact that, for example, the image of the upper horizontal mapping consists of those $f \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}(M l) ; \mathbb{F}_{3}\right)$ such that the values $f\left(E, C_{M l}\right)$ depend only on ( $E, C_{M l}[M]$ ), and likewise for other mappings (cf. (1.2.6), (2)). We therefore obtain from $\varphi_{3, l}$ and $\varphi_{3, l^{\prime}}$ the desired mapping $\varphi_{3}$.

Sometimes, the following weaker version suffices for our purposes, and is in fact convenient for notational reasons, since we do not have to take care of the change of signs.

VARIANT (2.2.5). Let $N=p M$ be as above. Then there is a $q$-expansion preserving $\mathbb{F}_{p}$-linear mapping

$$
\varphi_{p}^{\prime}: M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \rightarrow M_{2 p}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)
$$

which commutes with the operators $w_{d}$ for positive divisors $d$ of $M$ such that $(d, M / d)=1$.
Proof. Apply the same argument as in the above proof in the case $p \geq 5$, using

$$
E_{2(p-1)}=1-\frac{4(p-1)}{B_{2(p-1)}} \sum_{n=1}^{\infty}\left(\sum_{0<t \mid n} t^{2 p-3}\right) q^{n} .
$$

We now list some consequences of the above results.
Proposition (2.2.6). Let $N=p M$ be as above. Let $f$ be an element of $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ with the $q$-expansion $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$.
(1) If $f(q)$ is a power series in $q^{p}$, then $f(q)$ is a constant. We moreover have $f(q)=0$ when $p \geq 5$.
(2) If $M>1$ and $a_{n}=0$ unless $(n, N)>1$, then we have $a_{n}=0$ unless $(n, M)>1$.

Proof. By (2.2.4), $f^{\prime}:=\varphi_{p}(f) \in M_{p+1}^{\mathrm{A}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)$ has the same $q$-expansion as $f$.

We first prove the part (1). There is a $q$-expansion preserving injection $M_{p+1}^{\mathrm{A}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right) \hookrightarrow M_{p+1}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right)$ for any positive multiple $M^{\prime}$ of $M$ prime to $p$. Thus fixing such an $M^{\prime} \geq 4$, it is enough to show the same assertion as in (1) for $g \in M_{p+1}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right)$ in place of $f$. To do this, we use the filtration theory of modular forms $(\bmod p)$ developed by Serre, Katz and Gross.

When $h \in M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right)$, we denote by $w(h)$ its filtration: If $h=0$, we set $w(h)=-\infty$, and if $h \neq 0, w(h)$ is the least non-negative integer such that there exists an $h^{\prime} \in M_{w(h)}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right)$ satisfying $h(q)=h^{\prime}(q)$, in which case $w(h)$ is congruent to $k$ modulo $p-1$, cf. [G, page 459]. On the other hand, there is the Serre-Katz operator $\theta: M_{k}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right) \rightarrow M_{k+p+1}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right)$ whose effect on $q$-expansions is $q(d / d q)$.

Now if the $q$-expansion of $g \in M_{p+1}^{\mathrm{A}}\left(\Gamma_{\mu}\left(M^{\prime}\right) ; \mathbb{F}_{p}\right)$ is a power series in $q^{p}$, it is annihilated by $\theta$ so that $w(g)$ must be divisible by $p$ by [G, Proposition 4.10, a)]. If $g \neq 0$, i.e. $w(g) \neq-\infty$, we have $w(g) \equiv p+1(\bmod p-1)$, which is impossible when $p \geq 5$. When $p=3$, we have either $w(g)=0$ or $-\infty$, i.e. $g(q)$ is a constant.

As for (2), let $l_{1}, \ldots, l_{t}$ be all the prime factors of $M$. Using the same notation as in the proof of (2.1.2), set

$$
f^{\prime \prime}:=\left.f^{\prime}\right|_{p+1} \prod_{i=1}^{t}\left(1-U\left(l_{i}\right) B\left(l_{i}\right)\right) \in M_{p+1}^{\mathrm{A}}\left(\Gamma_{0}\left(M l_{1} \cdots l_{t}\right) ; \mathbb{F}_{p}\right) .
$$

Then $f^{\prime \prime}(q)$ is a power series in $q^{p}$. We have seen in the course of the proof of $(1)$ that $f^{\prime \prime}(q)$ is a constant, and hence our conclusion follows.

Note that, as is well-known, the assertion (2.2.6), (1) holds for $f \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ when $p$ does not divide $N$ (for the same reason as above).

In the rest of this subsection, $p$ need not divide $N$.
Proposition (2.2.7). Let $N=l_{1} \cdots l_{m}>1$ be square-free, and $p$ an odd prime. Let $f \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ have the $q$-expansion $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$. Assume that there are prime factors $l_{1}, \ldots, l_{s}$ of $N$ different from $p$ such that $a_{n}=0$ unless $n$ is divisible by some $l_{i}, 1 \leq i \leq s$. If $\left.f\right|_{2} w_{l_{s}}= \pm f$, we have that

$$
\left\{\begin{array}{l}
a_{n}=0 \text { unless } n \text { is divisible by some } l_{i}, 1 \leq i \leq s-1 \text { when } s \geq 2, \\
f(q) \text { is a constant when } s=1 .
\end{array}\right.
$$

Proof. If $p$ does not divide $N$, this follows immediately from (2.1.2). When $p$ divides $N$, we can apply (2.1.2) to $\varphi_{p}(f) \in M_{p+1}^{\mathrm{A}}\left(\Gamma_{0}(N / p) ; \mathbb{F}_{p}\right)\left(\right.$ or $\left.\varphi_{p}^{\prime}(f) \in M_{2 p}^{\mathrm{B}}\left(\Gamma_{0}(N / p) ; \mathbb{F}_{p}\right)\right)$.

Corollary (2.2.8). Let $N$ and $p$ be as in (2.2.7). Assume that $f \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N)\right.$; $\left.\mathbb{F}_{p}\right)^{\varepsilon}$ with some $\boldsymbol{\varepsilon} \in \boldsymbol{E}(c f .(2.1 .3))$ has the $q$-expansion $f(q)=\sum_{n=0}^{\infty} a_{n} q^{n}$ such that $a_{n}=0$ unless $(n, N)>1$. Then $f(q)$ is a constant. If $p \geq 5$, we have $f(q)=0$.

Proof. This follows from (2.2.6) and (2.2.7).
2.3. Eisenstein series. From now on, we fix a square-free level $N>1$ whose prime decomposition is $N=l_{1} \cdots l_{m}$. We are going to describe the Eisenstein series in $M_{2}\left(\Gamma_{0}(N)\right)$.

For this, recall Hecke's non-holomorphic Eisenstein series [H, §2]:

$$
\begin{equation*}
G_{2}(z ; 0,0,1)=-\frac{\pi}{y}+\frac{\pi^{2}}{3}-8 \pi^{2} \sum_{n=1}^{\infty}\left(\sum_{0<t \mid n} t\right) q^{n} \tag{2.3.1}
\end{equation*}
$$

where $z=x+y i$ is the variable on $H$. It is invariant under the action (1.3.1) of any $\gamma \in$ $S L_{2}(\mathbb{Z})$ with $k=2$.

Set $K(z):=-\left(8 \pi^{2}\right)^{-1} G_{2}(z ; 0,0,1)$ so that

$$
\begin{equation*}
K(z)=\frac{1}{8 \pi y}-\frac{1}{24}+\sum_{n=1}^{\infty}\left(\sum_{0<t \mid n} t\right) q^{n} . \tag{2.3.2}
\end{equation*}
$$

One can define $\left.K\right|_{2} W_{d}$ for $W_{d}$ as in (1.1.5), and it is clear that this depends only on $d$, and we write it $\left.K\right|_{2} w_{d}$, as before.

In what follows, we sometimes have to distinguish the sign

$$
\begin{equation*}
\varepsilon_{+}:=(+1, \ldots,+1) \in \boldsymbol{E} \tag{2.3.3}
\end{equation*}
$$

from others.
LEMMA (2.3.4). For each $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right) \in \boldsymbol{E}$ different from $\boldsymbol{\varepsilon}_{+}$, set

$$
E_{\varepsilon}:=\left.K\right|_{2} \prod_{i=1}^{m}\left(1+\varepsilon_{i} w_{l_{i}}\right) .
$$

This belongs to $M_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon}$. It has the $q$-expansion of the form

$$
E_{\boldsymbol{\varepsilon}}(q)= \pm \frac{1}{24} \prod_{i=1}^{m}\left(l_{i}+\varepsilon_{i}\right)+\sum_{n=1}^{\infty} a_{n} q^{n}
$$

with $a_{n} \in \mathbb{Z}$, and $a_{n}=\sum_{0<t \mid n} t$ when $(n, N)=1$ (especially $a_{1}=1$ ). These $2^{m}-1$ forms constitute a basis of the space of Eisenstein series in $M_{2}\left(\Gamma_{0}(N)\right)$.

Proof. The operator " $l_{2} \prod_{i=1}^{m}\left(1+\varepsilon_{i} w_{l_{i}}\right)$ " does not depend on the order of the product. Since $\varepsilon \neq \varepsilon_{+}$, some $\varepsilon_{i}$ is equal to -1 . Then the non-holomorphic term of $\left.K\right|_{2}\left(1-w_{l_{i}}\right)$ vanishes, and it is equal to

$$
E_{2, l_{i}}^{\prime}=\frac{l_{i}-1}{24}+\sum_{n=1}^{\infty}\left(\sum_{\substack{0<t \mid n \\ l_{i} \nmid t}} t\right) q^{n}
$$

which is the constant multiple of the Eisenstein series $E_{2, l_{i}} \in M_{2}\left(\Gamma_{0}\left(l_{i}\right)\right)$ appeared in the proof of (2.2.4).

Starting from this, each time one applies " $\left.\right|_{2}\left(1+\varepsilon_{j} w_{l_{j}}\right)$ ", the constant term is multiplied by $\varepsilon_{j} l_{j}+1$, while the coefficients of $q^{n}(n>0)$ remain integral and unchanged whenever $l_{j} \nmid n$. Therefore $E_{\varepsilon}$ belongs to $M_{2}\left(\Gamma_{0}(N)\right)$ and it has the $q$-expansion of the form as stated above.

From the definition, it is clear that $\left.E_{\varepsilon}\right|_{2} w_{l_{k}}=\varepsilon_{k} E_{\boldsymbol{\varepsilon}}$, and hence $E_{\boldsymbol{\varepsilon}} \in M_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon}$. It then follows that the forms $E_{\varepsilon}\left(\varepsilon \neq \varepsilon_{+}\right)$are linearly independent over $\mathbb{C}$. Since the dimension of the space of Eisenstein series in $M_{2}\left(\Gamma_{0}(N)\right.$ ) is equal to \#(the cusps of $\left.X_{0}(N)\right)-1=2^{m}-1$, our conclusion follows.

Corollary (2.3.5). We have

$$
\left\{\begin{array}{l}
M_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon_{+}}=S_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon_{+}} \\
M_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon}=S_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon} \oplus \mathbb{C} E_{\varepsilon} \text { when } \varepsilon \neq \varepsilon_{+}
\end{array}\right.
$$

We next consider when there is an element of $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)^{\varepsilon}$ whose $q$-expansion is a non-zero constant. We have seen in the previous subsection (cf. (2.2.6) and the remark after it) that there is no such an element when $p \geq 5$. On the other hand, when $p=3$, there is an $H \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{F}_{3}\right)$ such that $H(q)=1$, which is given by the Hasse invariants of elliptic curves. When 3 does not divide $N$, the argument in the final part of the proof of (2.1.1) shows:

$$
\begin{equation*}
\left(\left.H\right|_{2} w_{l_{i}}\right)(q)=l_{i}=\left(\frac{l_{i}}{3}\right) \quad(i=1, \ldots, m) . \tag{2.3.6}
\end{equation*}
$$

We therefore set

$$
\begin{equation*}
\varepsilon_{H}:=\left(\left(\frac{l_{1}}{3}\right), \ldots,\left(\frac{l_{m}}{3}\right)\right) \text { when } 3 \nmid N . \tag{2.3.7}
\end{equation*}
$$

When $3 \mid N$, we may assume that $l_{1}=3$, and set

$$
\left\{\begin{array}{l}
\varepsilon_{H}^{+}:=\left(+1,\left(\frac{l_{2}}{3}\right), \ldots,\left(\frac{l_{m}}{3}\right)\right),  \tag{2.3.8}\\
\varepsilon_{H}^{-}:=\left(-1,\left(\frac{l_{2}}{3}\right), \ldots,\left(\frac{l_{m}}{3}\right)\right)
\end{array} \text { when } l_{1}=3 \mid N\right.
$$

Using (1.4.9), (1) if $p \mid N$, we see that $E_{\varepsilon}\left(\varepsilon \neq \varepsilon^{+}\right)$belongs to $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$ except for the case where $p=3$ and $\boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{H}$ or $\boldsymbol{\varepsilon}_{H}^{ \pm}$. In this exceptional case, $3 E_{\boldsymbol{\varepsilon}}$ belongs to $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(3)}\right)^{\varepsilon}$, and the $q$-expansion of its reduction modulo 3 is a non-zero constant.

Proposition (2.3.9). (1) When $3 \nmid N$, there is an element of $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right)^{\varepsilon}$ whose $q$-expansion is a non-zero constant if and only if $\varepsilon=\varepsilon_{H}$ and $\varepsilon_{H} \neq \varepsilon_{+}$.
(2) When $3 \mid N$, the same holds if and only if either $\varepsilon=\varepsilon_{H}^{+}$and $\varepsilon_{H}^{+} \neq \varepsilon_{+}$, or $\varepsilon=\varepsilon_{H}^{-}$.

Proof. We prove the second assertion. The first one is similar and simpler. By (2.2.5), for each $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right) \in \boldsymbol{E}\left(l_{1}=3\right)$, there is a $q$-expansion preserving mapping

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right)^{\varepsilon} \rightarrow M_{6}^{\mathrm{B}}\left(\Gamma_{0}(N / 3) ; \mathbb{F}_{3}\right)^{\varepsilon^{\prime}}
$$

with $\boldsymbol{\varepsilon}^{\prime}=\left(\varepsilon_{2}, \ldots, \varepsilon_{m}\right) .\left(\operatorname{Read} \boldsymbol{\varepsilon}^{\prime}=\phi\right.$ if $N=3$.) In $M_{6}^{\mathrm{A}}\left(\Gamma_{0}(N / 3) ; \mathbb{F}_{3}\right), H^{3}$ is the unique element having the $q$-expansion 1 , which belongs to the sign $\boldsymbol{\varepsilon}^{\prime}=\left(\left(\frac{l_{2}}{3}\right), \ldots,\left(\frac{l_{m}}{3}\right)\right)$. Thus if there is an element whose $q$-expansion is a non-zero constant in the left hand side, we must have $\varepsilon=\varepsilon_{H}^{ \pm}$. If $\varepsilon_{H}^{+}=\varepsilon_{+}$, there is no such an element by (2.3.5).

Conversely, if $\varepsilon=\varepsilon_{H}^{+} \neq \varepsilon_{+}$or $\varepsilon=\varepsilon_{H}^{-}$, we have seen above that the $q$-expansion of $3 E_{\varepsilon}(\bmod 3)$ is a non-zero constant.
2.4. Hecke algebras. We keep the notation in the previous subsection.

Definition (2.4.1). For any ring $R$, we let

$$
\left\{\begin{array}{l}
\mathcal{T}(N ; R) \subseteq \operatorname{End}_{R}\left(M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)\right), \\
\mathbf{T}(N ; R) \subseteq \operatorname{End}_{R}\left(S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)\right)
\end{array}\right.
$$

be the (commutative) subalgebras generated over $R$ by the Hecke operators $T(l)$ with prime numbers $l$ not dividing $N$, and the Atkin-Lehner operators $w_{l_{i}}(i=1, \ldots, m)$. (Here and henceforth, we understand that $\operatorname{End}_{R}(\{0\})=\{0\}$.)

When $N$ is a prime ( $\geq 5$ ), $\mathbf{T}(N ; \mathbb{Z})$ is exactly the ring $\mathbf{T}$ considered by Mazur [Ma, II, 6]. In this case, this ring coincides with the one generated by $T(l)$ as above and $U(N)$ (loc. cit.). However, in general, $\mathbf{T}(N ; \mathbb{Z})$ is different from the ring generated by $T(l)$ and $U\left(l_{i}\right)$, as $w_{N}$ and $U\left(l_{i}\right)$ do not commute, cf. [Sh, Remark 3.59].

In what follows, for $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(N) ; R\right), M_{k}^{\mathrm{B}}\left(\Gamma_{0}(N) ; R\right)$ or $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)$, we set

$$
\begin{equation*}
a(n ; f):=\left(\text { the coefficient of } q^{n} \text { in } f(q)\right) . \tag{2.4.2}
\end{equation*}
$$

One can define the operators $T(n)$ for positive integers $n$ prime to $N$ by the usual formulas from $T(l)$, and we have

$$
\begin{equation*}
a\left(1 ;\left.f\right|_{k} T(n)\right)=a(n ; f) \tag{2.4.3}
\end{equation*}
$$

On the other hand, $\boldsymbol{T}(N ; R)$ and $\mathbf{T}(N ; R)$ are algebras over $R\left[G_{\mathrm{AL}}\right]$. We can thus decompose them as direct sums of rings when 2 is invertible in $R$ :

$$
\left\{\begin{array}{l}
\mathcal{T}(N ; R)=\oplus_{\boldsymbol{\varepsilon} \in \boldsymbol{E}} \mathcal{T}(N ; R)^{\boldsymbol{\varepsilon}},  \tag{2.4.4}\\
\mathbf{T}(N ; R)=\oplus_{\boldsymbol{\varepsilon} \in \boldsymbol{E}} \mathbf{T}(N ; R)^{\boldsymbol{\varepsilon}}
\end{array}\right.
$$

(cf. (2.1.3)). We will use the same symbol $T(n)$ to denote the image of $T(n)$ in the above direct summands. Then $\mathcal{T}(N ; R)^{\varepsilon}\left(\right.$ resp. $\left.\mathbf{T}(N ; R)^{\varepsilon}\right)$ is the subring of $\operatorname{End}_{R}\left(M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; R\right)^{\varepsilon}\right)$ (resp. $\operatorname{End}_{R}\left(S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)^{\varepsilon}\right)$ ) generated by $T(l)$ 's over $R$.

Lemma (2.4.5). Fix $\boldsymbol{\varepsilon} \in \boldsymbol{E}$. Let the pairings

$$
\left\{\begin{array}{l}
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon} \times \mathcal{T}(N ; \mathbb{Q})^{\varepsilon} \xrightarrow{(,)} \mathbb{Q}, \\
S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon} \times \mathbf{T}(N ; \mathbb{Q})^{\varepsilon} \xrightarrow{(,)} \mathbb{Q}
\end{array}\right.
$$

be defined by $(f, t)=a\left(1 ;\left.f\right|_{2} t\right)$. Then these two pairings are perfect.
Proof. We remind of us that $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)=M_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)$ and similarly for cusp forms by (1.4.10).

Consider the mapping

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon} \rightarrow \operatorname{Hom}\left(\mathcal{T}(N ; \mathbb{Q})^{\varepsilon}, \mathbb{Q}\right)
$$

induced by the first pairing. If $f \in M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon}$ is mapped to zero, we have $a\left(1 ;\left.f\right|_{2} T(n)\right)=a(n ; f)=0$ for all $n$ prime to $N$. Then by (2.1.4), $f(q)$ is a constant and hence it is zero. This shows that the above mapping is injective.

Conversely, if $t \in \mathcal{T}(N ; \mathbb{Q})^{\varepsilon}$ is mapped to zero under the mapping

$$
\mathcal{T}(N ; \mathbb{Q})^{\varepsilon} \rightarrow \operatorname{Hom}\left(M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon}, \mathbb{Q}\right)
$$

induced by the first pairing, we have $a\left(1 ;\left.\left.f\right|_{2} T(n)\right|_{2} t\right)=a\left(n ;\left.f\right|_{2} t\right)=0$ when $(n, N)=1$ for any $f \in M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon}$. Then for the same reason as above, we see that $\left.f\right|_{2} t=0$, which shows that $t=0$, and this mapping is also injective.

This proves that the first pairing is perfect, and the same proof works for cusp forms.
THEOREM (2.4.6). Let $p$ be an odd prime, and fix $\varepsilon \in \boldsymbol{E}$. Consider the pairings between free $\mathbb{Z}_{(p)}$-modules of finite rank

$$
\left\{\begin{array}{l}
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \times \mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \xrightarrow{(,)} \mathbb{Z}_{(p)}, \\
S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \times \mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \xrightarrow{(,)} \mathbb{Z}_{(p)}
\end{array}\right.
$$

defined by the same formula as in (2.4.5). Then the first pairing is perfect unless $p=3$ and $\varepsilon=\varepsilon_{H}($ when $3 \nmid N)$ or $\varepsilon=\varepsilon_{H}^{ \pm}$(when $\left.3 \mid N\right)$. The second pairing is always perfect.

Proof. For the first one, we need to show that the induced mapping

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \rightarrow \operatorname{Hom}\left(\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}, \mathbb{Z}_{(p)}\right)
$$

is an isomorphism. We have already seen above that this is injective.
Let $\varphi$ be an element in the right hand side. By the previous lemma, there is an $f \in$ $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon}$ such that $\varphi(t)=a\left(1 ;\left.f\right|_{2} t\right)$ for all $t \in \mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$. We want to show that $f$ belongs to $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$, i.e. $a(n ; f) \in \mathbb{Z}_{(p)}$ for all $n \geq 0$; cf. (1.4.10) when $p \nmid N$, and (1.4.9), (1) when $p \mid N$. We first see that $\varphi(T(n))=a(n ; f) \in \mathbb{Z}_{(p)}$ for $n$ prime to $N$.

Now assume that $f \notin M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$. Then there is an integer $c \geq 1$ such that $p^{c} f \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$ and $g:=p^{c} f(\bmod p) \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)^{\varepsilon}$ is a non-zero element. It follows from (1.4.15) that the $q$-expansion $g(q)$ is also non-zero. From the above observation, $g$ satisfies the condition in (2.2.8), and we necessarily have that $p=3$ and $g(q)$ is a non-zero constant. Finally, (2.3.9) implies that $g$ cannot exist under our hypothesis. This shows that $f \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$, and hence completes the proof for the first pairing.

The assertion for the second pairing is also clear from the above argument.
Corollary (2.4.7). Let $R$ be a $\mathbb{Z}_{(p)}$-algebra. Except for the case where $p=3$ and $\varepsilon=\varepsilon_{H}, \varepsilon_{H}^{ \pm}$in the first case below, the canonical mappings

$$
\left\{\begin{aligned}
\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \otimes_{\mathbb{Z}_{(p)}} R \rightarrow \boldsymbol{\mathcal { T }}(N ; R)^{\varepsilon}, \\
\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \otimes_{\mathbb{Z}_{(p)}} R \rightarrow \mathbf{T}(N ; R)^{\varepsilon}
\end{aligned}\right.
$$

are isomorphisms, and the pairings above induce perfect pairings

$$
\left\{\begin{array}{l}
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)^{\varepsilon} \times \boldsymbol{\mathcal { T }}(N ; R)^{\varepsilon} \xrightarrow{(,)} R, \\
S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)^{\varepsilon} \times \mathbf{T}(N ; R)^{\varepsilon} \xrightarrow{(,)} R .
\end{array}\right.
$$

Proof. This follows easily from (2.4.6); cf. e.g. [Oh2, (1.3.5), (1.3.6)].
REMARK (2.4.8). We obtain from (2.4.7) an isomorphism

$$
M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; R\right)^{\varepsilon} \cong \operatorname{Hom}_{R}\left(\mathcal{T}(N ; R)^{\varepsilon}, R\right)
$$

Let $\varphi$ in the right hand side be an $R$-algebra homomorphism, and let $f$ in the left hand side correspond to $\varphi$. Then it is clear that

$$
a(1 ; f)=1 .
$$

On the other hand, take a positive integer $n$ prime to $N$, and let $\varphi^{\prime}$ correspond to $\left.f\right|_{2} T(n)$. For any $t \in \mathcal{T}(N ; R)^{\boldsymbol{\varepsilon}}$, we have $\varphi^{\prime}(t)=a\left(1 ;\left.f\right|_{2} T(n) t\right)=\varphi(T(n)) \varphi(t)$ and hence $\varphi^{\prime}=$
$a(n ; f) \varphi$. It follows that $f$ is an eigenform of $T(n)$ :

$$
\left.f\right|_{2} T(n)=a(n ; f) f
$$

The same holds for cusp forms.

## 3. Eisenstein ideals and the rational torsion in $J_{0}(N)$

3.1. Eisenstein ideals. Throughout this section, as before, we assume that $N=$ $l_{1} \cdots l_{m}>1$ is square-free with prime numbers $l_{i}(i=1, \ldots, m)$.

DEfinition (3.1.1). We define the Eisenstein ideals of the Hecke algebras by

$$
\left\{\begin{array}{l}
\mathcal{I}_{R}:=(T(l)-(1+l)(l: \text { prime numbers, } l \nmid N)) \subseteq \mathcal{T}(N ; R) \\
I_{R}:=(T(l)-(1+l)(l: \text { prime numbers, } l \nmid N)) \subseteq \mathbf{T}(N ; R)
\end{array}\right.
$$

When 2 is invertible in $R$, according to the direct sum decomposition (2.4.4), we have

$$
\left\{\begin{array}{l}
\mathcal{I}_{R}=\oplus_{\varepsilon \in E} \mathcal{I}_{R}^{\varepsilon} \\
I_{R}=\oplus_{\varepsilon \in E} I_{R}^{\varepsilon}
\end{array}\right.
$$

Thus $\mathcal{I}_{R}^{\varepsilon}$ and $I_{R}^{\varepsilon}$ are the ideals of $\mathcal{T}(N ; R)^{\varepsilon}$ and $\mathbf{T}(N ; R)^{\varepsilon}$ generated by all $T(l)-(1+l)$ with prime numbers $l \nmid N$, respectively.

Our present purpose is to determine the structure of $\mathbf{T}(N ; \mathbb{Z}[1 / 2]) / I_{\mathbb{Z}[1 / 2]} \cong$ $\oplus_{\boldsymbol{\varepsilon} \in \boldsymbol{E}} \mathbf{T}(N ; \mathbb{Z}[1 / 2])^{\boldsymbol{\varepsilon}} / I_{\mathbb{Z}[1 / 2]}^{\boldsymbol{\varepsilon}}$. To state our result, for each $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right) \in \boldsymbol{E}$, we set
(3.1.2) $c(N ; \boldsymbol{\varepsilon}):=\left\{\begin{array}{l}1 \text { if } \boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{+}(\text {cf. }(2.3 .3)), \\ \frac{1}{8} \prod_{i=1}^{m}\left(l_{i}+\varepsilon_{i}\right) \text { if } \boldsymbol{\varepsilon} \neq \boldsymbol{\varepsilon}_{+} \text {and } \boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{H} \text { or } \boldsymbol{\varepsilon}_{H}^{ \pm}(\mathrm{cf} .(2.3 .7),(2.3 .8)), \\ \frac{1}{24} \prod_{i=1}^{m}\left(l_{i}+\varepsilon_{i}\right) \text { if } \boldsymbol{\varepsilon} \neq \boldsymbol{\varepsilon}_{+}, \boldsymbol{\varepsilon}_{H}, \boldsymbol{\varepsilon}_{H}^{ \pm} .\end{array}\right.$

Actually the powers of 2 in these numbers will play no role in this paper; but note that the third number is exactly the constant term of the Eisenstein series $E_{\varepsilon}$ in (2.3.4) up to sign, and the second one is the same number multiplied by $\pm 3$ (while there is no Eisenstein series in $M_{2}\left(\Gamma_{0}(N)\right)^{\varepsilon_{+}}$). By the definitions of $\boldsymbol{\varepsilon}_{H}$ and $\varepsilon_{H}^{ \pm}$, we see that $c(N ; \boldsymbol{\varepsilon})$ always belongs to $\mathbb{Z}[1 / 2]$.

Mazur proved that $\mathbf{T}(N ; \mathbb{Z}) /\left(I_{\mathbb{Z}}, 1+w_{N}\right) \cong \mathbb{Z} / n \mathbb{Z}$ with $n=$ (the numerator of $(N-1) / 12)\left[\mathrm{Ma}, \mathrm{II}\right.$, Proposition (9.7)], and also that $\mathbf{T}(N ; \mathbb{Z}[1 / 2])^{\varepsilon_{+}}=I_{\mathbb{Z}[1 / 2]}^{\varepsilon_{+}}{ }^{[\mathrm{Ma}, \mathrm{II} \text {, }}$ the proof of Proposition (14.1)], when $N$ is a prime $(\geq 5)$. The following theorem is a partial generalization of his result, whose proof will be completed in the subsection 3.4 below.

THEOREM (3.1.3). Let the notation be as above. Then for each $\boldsymbol{\varepsilon} \in \boldsymbol{E}$, we have

$$
\mathbf{T}(N ; \mathbb{Z}[1 / 2])^{\varepsilon} / I_{\mathbb{Z}[1 / 2]}^{\varepsilon} \cong \mathbb{Z}[1 / 2] / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}[1 / 2]
$$

equivalently,

$$
\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / I_{\mathbb{Z}_{(p)}}^{\varepsilon} \cong \mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}
$$

for all odd prime numbers $p$.
We first note the following
Lemma (3.1.4). If $c(N ; \boldsymbol{\varepsilon})$ is not a unit in $\mathbb{Z}[1 / 2]$, then $S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon} \neq\{0\}$.
Proof. Under our assumption, $\boldsymbol{\varepsilon} \neq \boldsymbol{\varepsilon}_{+}$and there is an odd prime $p$ dividing $c(N ; \boldsymbol{\varepsilon})$. Since $c\left(N ; \boldsymbol{\varepsilon}_{H}\right)$ and $c\left(N ; \boldsymbol{\varepsilon}_{H}^{ \pm}\right)$are not divisible by 3 , we see that $p$ divides $\frac{1}{24} \prod_{i=1}^{m}\left(l_{i}+\varepsilon_{i}\right)$ even in the case $p=3$. Then $E_{\varepsilon} \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$ and its reduction modulo $p$ is a nonzero element of $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)^{\varepsilon}$ as $a\left(1 ; E_{\varepsilon}\right)=1$ by (2.3.4). This, considered as a section of $\Omega_{/ \mathbb{F}_{p}}$ (cusps) on $X_{0}(N)_{/ \mathbb{F}_{p}}$ (cf. our convention (1.4.16)), is holomorphic at the cusp infinity by our assumption. Since $G_{\text {AL }}$ acts transitively on the cusp sections of $X_{0}(N)_{/ \mathbb{Z}}$, we see that this differential is in fact a section of $\Omega_{\mathbb{F}_{p}}$, that is, $E_{\varepsilon}(\bmod p)$ belongs to $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)^{\varepsilon}$. Hence $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$ is also non-zero by (1.4.5).

This lemma shows that (3.1.3) holds trivially when $S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon}=\{0\}$ (i.e. $\{0\} /\{0\} \cong\{0\})$. Thus in the argument of 3.2-3.4, we will always assume that $S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon} \neq\{0\}$, and hence $\mathbf{T}(N ; \mathbb{Q})^{\varepsilon}$ is not a zero ring.
3.2. Proof of (3.1.3) in the "general" case. By the "general" case, we mean the case where

$$
\left\{\begin{array}{l}
\varepsilon \neq \varepsilon_{+}, \text {and } \\
\varepsilon \neq \varepsilon_{H}, \varepsilon_{H}^{ \pm} \text {when } p=3
\end{array}\right.
$$

In this subsection, we prove the second statement of (3.1.3) under this condition. The remaining "special" cases will be treated in the subsequent subsections. In the present case, the proof goes along the same line as in our previous work [Oh2, 2.2-2.4], and it is in fact simpler.

Let $\mathcal{C}_{N}$ be the set of cusps of $X_{0}(N)$. For a ring $R$, let $R\left[\mathcal{C}_{N}\right]$ be the free $R$-module on this set, and $R\left[\mathcal{C}_{N}\right]^{0}$ its degree- 0 part. We define

$$
\begin{equation*}
\text { Res : } M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right) \rightarrow \mathbb{Q}\left[\mathcal{C}_{N}\right]^{0} \text { by } \operatorname{Res}(f):=\sum_{c \in \mathcal{C}_{N}}\left(\operatorname{Res}_{c} \omega_{f}\right) \cdot c \tag{3.2.1}
\end{equation*}
$$

where $\operatorname{Res}_{c}$ means the residue at $c$, and $\omega_{f}$ is the differential corresponding to $f$. Since $G_{\mathrm{AL}}$ acts on $\mathcal{C}_{N}$ simply transitively and $\omega_{f} \circ w=\omega_{f 1_{2} w}$ for $w \in G_{\mathrm{AL}}$, we see that

$$
\begin{equation*}
\operatorname{Res}(f)=\sum_{w \in G_{\mathrm{AL}}}\left(\operatorname{Res}_{\infty} \omega_{\left.f\right|_{2} w}\right) \cdot(w \infty)=\sum_{w \in G_{\mathrm{AL}}} a\left(0 ;\left.f\right|_{2} w\right) \cdot(w \infty) . \tag{3.2.2}
\end{equation*}
$$

When $f \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$, we have $a\left(0 ;\left.f\right|_{2} w\right) \in \mathbb{Z}$ by (1.4.9), (2), and hence Res sends $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right)$ to $\mathbb{Z}\left[\mathcal{C}_{N}\right]^{0}$.

LEMMA (3.2.3). We have the exact sequence

$$
0 \rightarrow S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \rightarrow M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}\right) \xrightarrow{\text { Res }} \mathbb{Z}\left[\mathcal{C}_{N}\right]^{0} \rightarrow 0
$$

Proof. $\quad$ Since $\operatorname{dim}_{\mathbb{Q}} M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)=\operatorname{dim}_{\mathbb{Q}} S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)+\left(2^{m}-1\right)$, the above sequence tensored with $\mathbb{Q}$ is exact. To prove our claim, in view of (1.4.9), (2), we only need to show the surjectivity of Res. For this, it is enough to show that the above sequence tensored with $\mathbb{F}_{p}$ is exact for every prime number $p$. But by (1.4.5), it becomes

$$
0 \rightarrow S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \rightarrow M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \xrightarrow{\text { Res }} \mathbb{F}_{p}\left[\mathcal{C}_{N}\right]^{0} \rightarrow 0
$$

where Res is defined by (3.2.2) in characteristic $p$. This sequence is then left exact, and again comparing the dimensions, we see that it is exact.

It is easy to see that $\boldsymbol{\operatorname { R e s }}\left(\left.f\right|_{2} w\right)=w^{-1} \boldsymbol{\operatorname { R e s }}(f)=w \boldsymbol{\operatorname { R e s }}(f)$ for $f \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)$ and $w \in G_{\mathrm{AL}}$. Thus for an odd prime $p$ and $\boldsymbol{\varepsilon} \in \boldsymbol{E}$, we obtain the exact sequence

$$
\begin{equation*}
0 \rightarrow S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \xrightarrow{i} M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \xrightarrow{\text { Res }}\left(\mathbb{Z}_{(p)}\left[\mathcal{C}_{N}\right]^{0}\right)^{\varepsilon} \rightarrow 0 \tag{3.2.4}
\end{equation*}
$$

from the previous lemma. We consider this as an exact sequence of $\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\boldsymbol{\varepsilon}}$-modules by endowing $\left(\mathbb{Z}_{(p)}\left[\mathcal{C}_{N}\right]^{0}\right)^{\varepsilon}$ the quotient module structure of $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$.

LEMMA (3.2.5). When tensored with $\mathbb{Q}$, the sequence (3.2.4) uniquely splits as modules over $\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$. The associated congruence module (cf. [Oh2, 2.3]) is isomorphic to $\mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}$.

Proof. We first note that, since $\boldsymbol{\varepsilon} \neq \boldsymbol{\varepsilon}_{+},\left(\mathbb{Z}_{(p)}\left[\mathcal{C}_{N}\right]^{0}\right)^{\boldsymbol{\varepsilon}}$ is a free $\mathbb{Z}_{(p)}$-module of rank one generated by $\left(\prod_{i=1}^{m}\left(w_{l_{i}}+\varepsilon_{i}\right)\right) \cdot \infty$.

Also, since $\varepsilon \neq \varepsilon_{H}, \varepsilon_{H}^{ \pm}$when $p=3, E_{\varepsilon}$ belongs to $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\boldsymbol{\varepsilon}}$, which is an eigenform of $T(l)$ (with the eigenvalue $1+l$ ) for all $l \nmid N . \mathbb{Q} E_{\varepsilon}$ is mapped isomorphically to $\left(\mathbb{Q}\left[\mathcal{C}_{N}\right]^{0}\right)^{\varepsilon}$ under Res, so that this gives a splitting of (3.2.4) over $\mathbb{Q}$.

If $\mathbb{Q} f$ is another splitting image of $\left(\mathbb{Q}\left[\mathcal{C}_{N}\right]^{0}\right)^{\boldsymbol{\varepsilon}}, f$ is an eigenform of all $T(l)(l \nmid N)$ with the same system of eigenvalues as $E_{\varepsilon}$. If $a(1 ; f)=0$, the relation (2.4.3) shows that $a(n ; f)=0$ for all $n$ prime to $N$, which implies that $f=0$ by (2.1.4). Therefore we have $a(1 ; f) \neq 0$, and we may assume that $a(1 ; f)=1$. In this case, $a\left(n ; f-E_{\varepsilon}\right)=0$ when $(n, N)=1$, and hence (2.1.4) again shows that $f=E_{\varepsilon}$. This proves the uniqueness of the splitting.

Now it follows from our first remark that Res is given as the composite of

$$
r_{\infty}: M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \rightarrow \mathbb{Z}_{(p)} ; \quad f \mapsto\left(\prod_{i=1}^{m} \varepsilon_{i}\right) \operatorname{Res}_{\infty}\left(\omega_{f}\right)
$$

and the isomorphism $\mathbb{Z}_{(p)} \xrightarrow{\sim}\left(\mathbb{Z}_{(p)}\left[\mathcal{C}_{N}\right]^{0}\right)^{\varepsilon}\left(a \mapsto a\left(\prod_{i=1}^{m}\left(w_{l_{i}}+\varepsilon_{i}\right)\right) \cdot \infty\right)$. By (2.3.4) we have $\mathbb{Q} E_{\boldsymbol{\varepsilon}} \cap M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}=\mathbb{Z}_{(p)} E_{\boldsymbol{\varepsilon}}$, and the congruence module in question is isomorphic
to

$$
\mathbb{Z}_{(p)} / r_{\infty}\left(E_{\varepsilon}\right) \mathbb{Z}_{(p)}=\mathbb{Z}_{(p)} / a\left(0 ; E_{\varepsilon}\right) \mathbb{Z}_{(p)}=\mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}
$$

We now prove (3.1.3) in the case under consideration. Take the $\mathbb{Z}_{(p)}$-dual (which we indicate by the superscript " $\checkmark$ ") of the exact sequence (3.2.4). Then by the duality (2.4.6), we have the following commutative diagram

where the mapping $j$ is the natural surjection sending $T(l)$ to $T(l)$. When tensored with $\mathbb{Q}$, the upper horizontal sequence splits uniquely as modules over $\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$, and the splitting image of $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon \vee}$ in $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\varepsilon \vee}$ corresponds to the annihilator of $\mathbb{Q} E_{\varepsilon}$ in $\mathcal{T}(N ; \mathbb{Q})^{\varepsilon}$ with respect to the pairing in (2.4.5). Call this annihilator $\mathfrak{J}$. Then an element $t$ of $\mathcal{T}(N ; \mathbb{Q})^{\varepsilon}$ belongs to $\mathfrak{J}$ if and only if $a\left(1 ;\left.E_{\varepsilon}\right|_{2} t\right)=0$ by definition, and this is equivalent to that $a\left(1 ;\left.\left.E_{\varepsilon}\right|_{2} T(n)\right|_{2} t\right)=a\left(1 ;\left.\left.E_{\varepsilon}\right|_{2} t\right|_{2} T(n)\right)=a\left(n ;\left.E_{\varepsilon}\right|_{2} t\right)=0$ for all $n$ prime to $N$. By (2.1.4), this condition is equivalent to that $\left.E_{\varepsilon}\right|_{2} t=0$. Therefore we see that $\mathcal{J}:=$ $\boldsymbol{\mathcal { T }}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \cap \mathfrak{J}$ is nothing but the annihilator ideal of $E_{\varepsilon}$ in $\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$, and the congruence module attached to the upper sequence in (3.2.6) is isomorphic to $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / j(\mathcal{J})$. By [Oh2, (2.3.4)], this is isomorphic to the congruence module considered in (3.2.5). Thus our proof will be complete with the following

LEmmA (3.2.7). $\mathcal{I}_{\mathbb{Z}_{(p)}}^{\varepsilon}$ is the annihilator ideal of $E_{\varepsilon}$ in $\mathcal{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}: \mathcal{I}_{\mathbb{Z}_{(p)}}^{\varepsilon}=\mathcal{J}$.
Proof. Clearly $\mathcal{J}$ contains $\mathcal{I}_{\mathbb{Z}_{(p)}}^{\varepsilon}$. But we have the sequence of natural $\mathbb{Z}_{(p)}$-algebra homomorphisms

$$
\mathbb{Z}_{(p)} \rightarrow \boldsymbol{\mathcal { T }}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / \mathcal{I}_{\mathbb{Z}_{(p)}}^{\varepsilon} \rightarrow \boldsymbol{\mathcal { T }}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / \mathcal{J} \rightarrow \mathbb{Z}_{(p)}=\operatorname{End}_{\mathbb{Z}_{(p)}}\left(\mathbb{Z}_{(p)} E_{\varepsilon}\right)
$$

the right arrow being induced by the action of Hecke operators on $E_{\varepsilon}$. Therefore the middle arrow must be an isomorphism.
3.3. Proof of (3.1.3) in the case $p=3$ and $\boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{H}, \boldsymbol{\varepsilon}_{H}^{ \pm}$. To prove the proposition (3.3.3) below, we need some preliminary consideration. In general, let $L$ be a positive integer, and take an auxiliary prime $l \geq 3$ not dividing $L$. Then there is the fine moduli scheme $M(L ; l)$ classifying elliptic curves with $\Gamma_{0}(L) \cap \Gamma(l)$-structure (i.e. a pair of $\Gamma_{0}(L)$ - and $\Gamma(l)$ structures; cf. 1.2) over $\mathbb{Z}[1 / L l]$-schemes. Let $\bar{M}(L ; l)$ be its canonical compactification. There is the usual invertible sheaf $\underline{\omega}$ on this scheme such that

$$
\left.M_{k}^{\mathrm{A}}\left(\Gamma_{0}(L) \cap \Gamma(l) ; R\right)=H^{0} \bar{M}(L ; l), \underline{\omega}^{\otimes k} \otimes_{\mathbb{Z}[1 / L l]} R\right)
$$

for $\mathbb{Z}[1 / L l]$-algebras $R$. For any $\mathbb{Z}[1 / L l]$-module $K$, we set

$$
\begin{equation*}
M_{k}^{\mathrm{A}}\left(\Gamma_{0}(L) ; K\right):=H^{0}\left(\bar{M}(L ; l), \underline{\omega}^{\otimes k} \otimes_{\mathbb{Z}[1 / L l]} K\right)^{G L_{2}(\mathbb{Z} / l \mathbb{Z})} \tag{3.3.1}
\end{equation*}
$$

(cf. [K1, 1.6]). This is independent of the choice of $l$ in the sense that if $l^{\prime} \geq 3$ is another prime not dividing $L l$ and $K$ is a $\mathbb{Z}\left[1 / L l l^{\prime}\right]$-module, then the right hand side of (3.3.1) is canonically isomorphic to the one defined by using $l^{\prime}$ in place of $l$. The left hand side of (3.3.1) agrees with the previous terminology when $K$ is a $\mathbb{Z}[1 / L l]$-algebra; cf. (1.2.6), (2). Also, there is the $q$-expansion mapping $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(L) ; K\right) \hookrightarrow K[[q]]$ (loc. cit.).

Lemma (3.3.2) (cf. [Ma, page 86]). Let a and b be positive integers prime to $L$. Then there is the following commutative diagram

where the vertical arrows are the $q$-expansion mappings, the lower left horizontal arrow is induced by the mapping $c(\bmod b) \mapsto a c(\bmod a b)$, and the lower right horizontal arrow is the inclusion. The right square is cartesian.

For any positive divisor $d$ of $L$ such that $(d, L / d)=1$, the operators $w_{d}$ on the upper left and the upper right spaces commute, and the upper middle space is stable under $w_{d}$.

Proof Let $l \geq 3$ be a prime not dividing Lab. Then with the terminology above, from $\mathbb{Z} / b \mathbb{Z} \xrightarrow{\sim} a(\mathbb{Z} / a b \mathbb{Z}) \hookrightarrow \mathbb{Z} / a b \mathbb{Z}$, we obtain

$$
\begin{aligned}
H^{0}\left(\bar{M}(L ; l), \underline{\omega}^{\otimes k}\right. & \left.\otimes_{\mathbb{Z}[1 / L l]} \mathbb{Z} / b \mathbb{Z}\right) \xrightarrow{\sim} H^{0}\left(\bar{M}(L ; l), \underline{\omega}^{\otimes k} \otimes_{\mathbb{Z}[1 / L l]} a(\mathbb{Z} / a b \mathbb{Z})\right) \\
& \hookrightarrow H^{0}\left(\bar{M}(L ; l), \underline{\omega}^{\otimes k} \otimes_{\mathbb{Z}[1 / L l]} \mathbb{Z} / a b \mathbb{Z}\right)
\end{aligned}
$$

The upper horizontal line in the lemma is the one obtained from this by taking the invariants under $G L_{2}(\mathbb{Z} / l \mathbb{Z})$. It is then clear that the diagram commutes, and the right square is cartesian.

Let $\mathcal{E}=\left(E, C_{L}, \phi\right)$ be the universal elliptic curve $E$ with $\Gamma_{0}(L)$ - (resp. $\Gamma(l)$-) structure $C_{L}$ (resp. $\phi$ ) over $M(L ; l)$. Set $w_{d} \mathcal{E}:=\left(E / C_{L}[d], E[d] / C_{L}[d] \times{ }_{M(L ; l)} C_{L} / C_{L}[d], \phi^{\prime}\right)$ with $\phi^{\prime}$ the natural $\Gamma(l)$-structure induced by $\phi$. Then there is an automorphism $\varphi$ of $M(L ; l)$ such that the base change of $\mathcal{E}$ by $\varphi$ is $w_{d} \mathcal{E}$. Letting $\pi: E \rightarrow E / C_{L}[d]$ be the quotient morphism, we can define an automorphism of $H^{0}\left(M(L ; l), \underline{\omega}^{\otimes k} \otimes_{\mathbb{Z}[1 / L l]} K\right)$ by $s \mapsto \pi^{*} \varphi^{*}(s)$, the meaning of $\pi^{*}$ being the same as in (1.2.12). This automorphism induces the unique automorphism, which we denote by $\mathbf{w}_{d}$, of $H^{0}\left(\bar{M}(L ; l), \underline{\omega}^{\otimes k} \otimes_{\mathbb{Z}[1 / L l]} K\right)$ in view of the description of $\underline{\omega}$ on $\bar{M}(L ; l)$ around the cusps given in [K1, 1.5]. It is clear that this $\mathbf{w}_{d}$ is functorial with respect to $K$, and especially the mappings considered above are compatible
with $\mathbf{w}_{d}$ on the three modules. It is also clear that $\mathbf{w}_{d}$ on the two extreme modules induce the previous automorphisms $\mathbf{w}_{d}$ (1.2.12) on the corresponding modules in the upper line in our lemma, and the conclusion follows.

Returning to the situation considered in the previous subsections, we obtain the following
Proposition (3.3.3) Assume that $p=3$, and $\boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{H}$ when $3 \nmid N$ or $\varepsilon=\boldsymbol{\varepsilon}_{H}^{ \pm}$when $3 \mid N$. Then we have

$$
I_{\mathbb{Z}_{(3)}}^{\varepsilon}=\mathbf{T}\left(N ; \mathbb{Z}_{(3)}\right)^{\varepsilon}
$$

i.e. (3.1.3) holds in this case.

Proof First we consider the case $3 \mid N=l_{1} \cdots l_{m}$ with $l_{1}=3$. Since $\mathbf{T}\left(3 ; \mathbb{Z}_{(3)}\right)=$ $\{0\}$, we only need to consider the case $N>3$ and hence $m \geq 2$. Assume to the contrary that $I_{\mathbb{Z}_{(3)}}^{\varepsilon}$ is not the unit ideal for $\varepsilon=\varepsilon_{H}^{+}$or $\varepsilon_{H}^{-}$. Then there is a homomorphism

$$
\mathbf{T}\left(N ; \mathbb{Z}_{(3)}\right)^{\varepsilon} \rightarrow \mathbf{T}\left(N ; \mathbb{Z}_{(3)}\right)^{\varepsilon} / I_{\mathbb{Z}_{(3)}}^{\varepsilon} \rightarrow \mathbb{F}_{3}
$$

which factors through $\mathbf{T}\left(N ; \mathbb{F}_{3}\right)^{\varepsilon}$. We thus obtain an algebra homomorphism $\mathbf{T}\left(N ; \mathbb{F}_{3}\right)^{\varepsilon} \rightarrow$ $\mathbb{F}_{3}$ which sends $T(l)$ to $1+l$ for each prime number $l \nmid N$. By the duality (2.4.7), there corresponds an element $f \in S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right)$ such that

$$
\left\{\begin{array}{l}
f(q)=\sum_{n=1}^{\infty} a_{n} q^{n} \text { with } a_{n}=\sigma(n):=\sum_{0<t \mid n} t \text { if }(n, N)=1 \\
\left.f\right|_{2} w_{l_{i}}=\left(\frac{l_{i}}{3}\right) f, \quad i=2, \ldots, m
\end{array}\right.
$$

Set $M:=l_{2} \cdots l_{m}$. By (2.2.4), $\varphi_{p}(f)=: F \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}(M) ; \mathbb{F}_{3}\right)$ satisfies

$$
\left\{\begin{array}{l}
f(q)=F(q) \\
\left.F\right|_{4} w_{l_{i}}=F, \quad i=2, \ldots, m
\end{array}\right.
$$

We are going to show that the existence of such a form implies that there is a $G \in$ $M_{4}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{Z} / 9 \mathbb{Z}\right)$ whose $q$-expansion is 1 . To see this, let

$$
E_{4}=1+240 \sum_{n=1}^{\infty} \sigma_{3}(n) q^{n} \in M_{4}^{\mathrm{B}}\left(\Gamma_{0}(1) ; \mathbb{Z}\right) ; \quad \sigma_{3}(n)=\sum_{0<t \mid n} t^{3}
$$

be the usual Eisenstein series, and set

$$
E_{4}^{\prime}:=\left.E_{4}\right|_{4} \prod_{i=2}^{m}\left(w_{l_{i}}+1\right)
$$

Clearly, this belongs to $M_{4}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{Z}\right)$ and satisfies $\left.E_{4}^{\prime}\right|_{4} w_{l_{i}}=E_{4}^{\prime}$ for $i=2, \cdots, m$. Also,
for the same reason as (2.3.4), we have

$$
E_{4}^{\prime}=\prod_{i=2}^{m}\left(l_{i}^{2}+1\right)+240 \sum_{n=1}^{\infty} b_{n} q^{n}
$$

with $b_{n} \in \mathbb{Z}$ and $b_{n}=\sigma_{3}(n)$ when $(n, M)=1$, and note that the constant term is a 3-adic unit. Let $F^{\prime}:=" \times 3$ " $F \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}(M) ; \mathbb{Z} / 9 \mathbb{Z}\right)$ in the terminology of the previous lemma, and set

$$
G^{\prime}:=E_{4}^{\prime}-80 F^{\prime} \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}(M) ; \mathbb{Z} / 9 \mathbb{Z}\right)
$$

where we used the same symbol $E_{4}^{\prime}$ to denote its reduction modulo 9 . We have $\left.G^{\prime}\right|_{4} w_{l_{i}}=G^{\prime}$ $(i=2, \ldots, m)$, and if $G^{\prime}(q)=\sum_{n=0}^{\infty} c_{n} q^{n}$, then $c_{0} \in(\mathbb{Z} / 9 \mathbb{Z})^{\times}$and $c_{n}=0$ if $(n, N)=1$. Further set $G^{\prime \prime}:=\left.G^{\prime}\right|_{4} \prod_{i=2}^{m}\left(1-U\left(l_{i}\right) B\left(l_{i}\right)\right) \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}\left(M^{2}\right) ; \mathbb{Z} / 9 \mathbb{Z}\right)$. Since $m \geq 2$, the constant term of $G^{\prime \prime}(q)$ vanishes, and $G^{\prime \prime}(q)$ is of the form $240 \times\left(\right.$ a power series in $\left.q^{3}\right)$. By the previous lemma, there is a $g \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}\left(M^{2}\right) ; \mathbb{F}_{3}\right)$ such that $G^{\prime \prime}=" \times 3 " g$. Since $\theta g=0$, the filtration of $g$ is divisible by 3 , and we have $g=0$. This shows that $c_{n}=0$ whenever $(n, M)=1$. We conclude by (2.1.4) that $G^{\prime}(q)=c_{0} \in(\mathbb{Z} / 9 \mathbb{Z})^{\times}$. Repeated use of (2.1.1) then assures us that there is an element of $M_{4}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{Z} / 9 \mathbb{Z}\right)$ whose $q$-expansion is a unit in $\mathbb{Z} / 9 \mathbb{Z}$, and hence the existence of the desired $G$.

Now we have that the $q$-expansion of $E_{4}-G \in M_{4}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{Z} / 9 \mathbb{Z}\right)$ is equal to $240 \sum_{n=1}^{\infty} \sigma_{3}(n) q^{n}$. Again by the previous lemma, there is an element of $M_{4}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{F}_{3}\right)$ with the $q$-expansion $\sum_{n=1}^{\infty} \sigma_{3}(n) q^{n}$. However by Deligne [D, Proposition 6.2], $M_{4}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{F}_{3}\right)$ is a one-dimensional space spanned by the square of the Hasse invariant form $H \in$ $M_{2}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{F}_{3}\right)$. Therefore such a form cannot exist, and this completes the proof when $3 \mid N$.

Next we treat the (simpler) case $3 \nmid N$. If $I_{\mathbb{Z}_{(3)}}^{\varepsilon_{H}} \neq \mathbf{T}\left(N ; \mathbb{Z}_{(3)}\right)^{\varepsilon_{H}}$, there exists an $f \in$ $S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right)$ such that

$$
\left\{\begin{array}{l}
f(q)=\sum_{n=1}^{\infty} a_{n} q^{n} \text { with } a_{n}=\sigma(n) \text { if }(n, N)=1 \\
\left.f\right|_{2} w_{l_{i}}=\left(\frac{l_{i}}{3}\right) f, \quad i=1, \ldots, m
\end{array}\right.
$$

This time we set $F:=f H \in S_{4}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{F}_{3}\right)$. It has the same $q$-expansion as $f$, and $\left.F\right|_{4} w_{l_{i}}=F$ for $i=1, \ldots, m$ by (2.3.6). With this $F$, we can repeat the same argument as in the first case (but without worrying about the prime factor 3 in $N$ ) to get $G$ as above.
3.4. Proof of (3.1.3) in the case $\boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{+}$. To prove (3.1.3) in the remaining case, we need the following purely algebraic description of the trace mapping considered in 2.2.

Lemma (3.4.1) Let $M$ be a positive integer, and $p$ a prime number not dividing $M$. Set $L:=p M$. For any $\mathbb{Z}[1 / L]$-algebra $R$, there is the (necessarily unique) mapping

$$
\operatorname{Tr}_{M}^{L}: M_{k}^{\mathrm{A}}\left(\Gamma_{0}(L) ; R\right) \rightarrow M_{k}^{\mathrm{A}}\left(\Gamma_{0}(M) ; R\right)
$$

satisfying (2.2.3).
Proof We first construct the mapping $\operatorname{Tr}_{M}^{L}$, and then show that it satisfies (2.2.3). Let $E$ be an elliptic curve over an $R$-scheme $S$. The functor $(\mathrm{Sch} / S) \rightarrow$ (Sets) defined by $T \mapsto$ (the set of $\Gamma(p)$-structures on $E_{/ T}=E \times_{S} T$ over $\left.T\right)$ is represented by an étale $G L_{2}(\mathbb{Z} / p \mathbb{Z})$ torsor $\tilde{S}$ over $S$. (This is $[\Gamma(p)]_{E / S}$ in the terminology of $[\mathrm{KM},(4.2)$, (4.13)].) We have the tautological $\Gamma(p)$-structure $\phi_{\widetilde{S}}: \mathbb{Z} / p \mathbb{Z} \times \mathbb{Z} / p \mathbb{Z} \xrightarrow{\sim} E_{/ \widetilde{S}}[p]$ over $\widetilde{S}$. There are $p+1$ cyclic subgroups of order $p$ of the abstract group $\mathbb{Z} / p \mathbb{Z} \times \mathbb{Z} / p \mathbb{Z}$, which give rise to constant subgroup schemes of $E_{/ \widetilde{S}}[p]$ via $\phi_{\widetilde{S}}$. Call them $H_{j}(1 \leq j \leq p+1)$.

Now let $f \in M_{k}^{\mathrm{A}}\left(\Gamma_{0}(L) ; R\right)$. When $E$ is an elliptic curve with a $\Gamma_{0}(M)$-structure $C_{M}$ over an $R$-scheme $S$, consider

$$
\sum_{j=1}^{p+1} f\left(E_{/ \widetilde{S}}, C_{M / \widetilde{S}} \times \widetilde{S} H_{j}\right) \in H^{0}\left(\widetilde{S}, \underline{\omega}_{E_{/ \widetilde{S}} / \widetilde{S}}^{\otimes k} .\right.
$$

This section is invariant under the action of $G L_{2}(\mathbb{Z} / p \mathbb{Z})$, and hence it uniquely descends to an element of $H^{0}\left(S, \underline{\omega}_{E / S}^{\otimes k}\right)$, which we denote by $\operatorname{Tr}_{M}^{L}(f)\left(E, C_{M}\right)$. One easily checks that:
i) The rule $\left(E, C_{M}\right) \mapsto \operatorname{Tr}_{M}^{L}(f)\left(E, C_{M}\right)$ is compatible with cartesian squares in the sense of (1.2.2), and hence $\operatorname{Tr}_{M}^{L}(f)$ belongs to $M_{k}^{\mathrm{A}}\left(\Gamma_{0}(M) ; R\right)$.
ii) When $S$ is connected and $E$ admits a $\Gamma(p)$-structure over $S$,

$$
\operatorname{Tr}_{M}^{L}(f)\left(E, C_{M}\right)=\sum_{C_{p}} f\left(E, C_{M} \times_{S} C_{p}\right)
$$

where the sum ranges over all cyclic subgroup schemes of order $p$ of the constant group scheme $E[p]$.

We next prove that $\operatorname{Tr}_{M}^{L}(f)$ satisfies (2.2.3). It is enough to show the second relation, i.e. that

$$
\begin{aligned}
& \operatorname{Tr}_{M}^{L}\left(\left.f\right|_{k} w_{p}\right)\left(E, C_{L}\right)=\operatorname{Tr}_{M}^{L}\left(\left.f\right|_{k} w_{p}\right)\left(E, C_{L}[M]\right) \\
& =\left(\left.f\right|_{k} w_{p}\right)\left(E, C_{L}\right)+p^{1-k / 2}\left(\left.f\right|_{k} U(p)\right)\left(E, C_{L}\right)
\end{aligned}
$$

for each $\left(E, C_{L}\right) / S / R$. For this, after a faithfully flat base extension and restricting to connected components as in the proof of (1.5.3), we are reduced to the case considered in ii). In this case, we have

$$
\operatorname{Tr}_{M}^{L}\left(\left.f\right|_{k} w_{p}\right)\left(E, C_{L}\right) \stackrel{(1.3 .6)}{=} p^{-k / 2} \sum_{C_{p}}\left(\mathbf{w}_{p} f\right)\left(E, C_{L}[M] \times{ }_{S} C_{p}\right)
$$

By (1.1.6) and (1.2.12), this is the sum of $p^{-k / 2}\left(\mathbf{w}_{p} f\right)\left(E, C_{L}[M] \times_{S} C_{L}[p]\right)=$ $\left(\left.f\right|_{k} w_{p}\right)\left(E, C_{L}\right)$ and $p^{-k / 2} \sum_{C_{p} \neq C_{L}[p]} \pi_{C_{p}}^{*} f\left(E / C_{p}, \pi_{C_{p}}\left(C_{L}[M]\right) \times_{S} E[p] / C_{p}\right)$ where
$\pi_{C_{p}}: E \rightarrow E / C_{p}$ is the quotient homomorphism. In this second term, $E[p] / C_{p}=$ $\pi_{C_{p}}\left(C_{L}[p]\right)$, so that this is equal to $p^{1-k / 2}\left(\left.f\right|_{k} U(p)\right)\left(E, C_{L}\right)$ (cf. [G, (3.6)]). This completes the proof.

We are now ready to prove the following
Proposition (3.4.2) For any odd prime $p$, we have

$$
I_{\mathbb{Z}_{(p)}}^{\varepsilon_{+}}=\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon_{+}}
$$

and hence (3.1.3) holds for $\varepsilon=\varepsilon_{+}$.
PROOF We first give the proof under the assumption $p \nmid N$. Assume that $I_{\mathbb{Z}_{(p)}}^{\varepsilon_{+}} \neq$ $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon_{+}}$. Then for the same reason as (3.3.3), there is an $f \in S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right) \subseteq$ $M_{2}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ such that

$$
\left\{\begin{array}{l}
f(q)=\sum_{n=0}^{\infty} a_{n} q^{n} \text { with } a_{n}=\sigma(n) \text { if }(n, N)=1  \tag{*}\\
\left.f\right|_{2} w_{l_{i}}=f \text { for all prime factors } l_{i} \text { of } N
\end{array}\right.
$$

Assume for the moment that $m \geq 2$, and set $\boldsymbol{\varepsilon}:=(-1,+1, \ldots,+1)$. We may and do assume that $\varepsilon \neq \varepsilon_{H}$ when $p=3$, changing the order of the prime factors of $N$ if necessary. Under these conditions, we are going to prove the following

CLAIM Assume that there is an $f \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ satisfying (*). Then there is a $g \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}\left(N / l_{1}\right) ; \mathbb{F}_{p}\right)$ satisfying $(*)$ with $N$ replaced by $N / l_{1}$.

We note that this inductive step was inspired by the similar argument of Agashe [A, Proposition 3.5], while he attributes this idea to Mazur.

Consider the reduction modulo $p$ of the Eisenstein series $E_{\varepsilon}$ for which we use the same symbol, and set $h:=f-E_{\varepsilon} \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$. Then it follows from our assumption that $a(n ; h)=0$ unless $(n, N) \neq 1$, and $\left.h\right|_{2} w_{l_{i}}=h$ for $i=2, \ldots, m$. (2.1.2) implies that $h(q)$ is a power series in $q^{l_{1}}$. So by (2.1.1), there is a $g^{\prime} \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}\left(N / l_{1}\right) ; \mathbb{F}_{p}\right)$ such that $h=\left.l_{1}^{-1} g^{\prime}\right|_{2} w_{l_{1}}$ and $h(q)=g^{\prime}\left(q^{l_{1}}\right)$. Since $g^{\prime}=\left.l_{1} h\right|_{2} w_{l_{1}}$, we have $\left.g^{\prime}\right|_{2} w_{l_{i}}=g^{\prime}$ for $i=2, \ldots, m$, and $\left.g^{\prime}\right|_{2} T(l)=(1+l) g^{\prime}$ for primes $l \nmid N$. Here we used that $\left.f\right|_{2} T(l)=$ $(1+l) f$ (and also that $\left.E_{\varepsilon}\right|_{2} T(l)=(1+l) E_{\varepsilon}$ ) which follows easily from (*) and (2.1.4). To complete the proof, it remains to show that $a\left(1 ; g^{\prime}\right) \neq 0$ and $\left.g^{\prime}\right|_{2} T\left(l_{1}\right)=\left(1+l_{1}\right) g^{\prime}$ for then $g=a\left(1 ; g^{\prime}\right)^{-1} g^{\prime}$ satisfies ( $*$ ).

First $g^{\prime}=\left.l_{1}\left(f-E_{\varepsilon}\right)\right|_{2} w_{l_{1}}=l_{1}\left(f+E_{\varepsilon}\right)$, and hence $a\left(1 ; g^{\prime}\right)=2 l_{1} \neq 0$. On the other hand, we obtain from the relations $l_{1}^{-1} g^{\prime}=f+E_{\varepsilon}$ and $h=f-E_{\varepsilon}=\left.l_{1}^{-1} g^{\prime}\right|_{2} w_{l_{1}}$ that

$$
2 E_{\varepsilon}=l_{1}^{-1}\left(g^{\prime}-\left.g^{\prime}\right|_{2} w_{l_{1}}\right) .
$$

We now apply $\operatorname{Tr}_{N / l_{1}}^{N}$ to this equality. By (3.4.1),

$$
\operatorname{Tr}_{N / l_{1}}^{N}\left(E_{\varepsilon}\right)=E_{\varepsilon}+\left.\left.E_{\varepsilon}\right|_{2} w_{l_{1}}\right|_{2} U\left(l_{1}\right)=E_{\varepsilon}-\left.E_{\varepsilon}\right|_{2} U\left(l_{1}\right) .
$$

But since $E_{\varepsilon}=\left.E_{2, l_{1}}^{\prime}\right|_{2} \prod_{i=2}^{m}\left(1+w_{l_{i}}\right)$ in the terminology of the proof of (2.3.4) and $\left.E_{2, l_{1}}^{\prime}\right|_{2} U\left(l_{1}\right)=E_{2, l_{1}}^{\prime}$, we have $\left.E_{\varepsilon}\right|_{2} U\left(l_{1}\right)=E_{\varepsilon}$ and hence $\operatorname{Tr}_{N / l_{1}}^{N}\left(E_{\varepsilon}\right)=0$. Consequently,

$$
\operatorname{Tr}_{N / l_{1}}^{N}\left(g^{\prime}\right)=\operatorname{Tr}_{N / l_{1}}^{N}\left(\left.g^{\prime}\right|_{2} w_{l_{1}}\right)=\left.g^{\prime}\right|_{2} w_{l_{1}}+\left.g^{\prime}\right|_{2} U\left(l_{1}\right) .
$$

Since $g^{\prime} \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}\left(N / l_{1}\right) ; \mathbb{F}_{p}\right)$, it follows from the construction of the trace mapping given in the proof of (3.4.1) that $\operatorname{Tr}_{N / l_{1}}^{N}\left(g^{\prime}\right)=\left(1+l_{1}\right) g^{\prime}$. Also we have $\left(\left.g^{\prime}\right|_{2} w_{l_{1}}\right)(q)=l_{1} g^{\prime}\left(q^{l_{1}}\right)$. Therefore the right hand side is $\left.g^{\prime}\right|_{2} T\left(l_{1}\right)$. This finishes the proof of our claim.

Our assumption therefore implies the existence of $f_{l} \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(l) ; \mathbb{F}_{p}\right)$ with a prime number $l$ different from $p$ satisfying

$$
\left\{\begin{array}{l}
f_{l}(q)=\sum_{n=0}^{\infty} b_{n} q^{n} \text { with } b_{n}=\sigma(n) \text { whenever } l \nmid n, \\
\left.f_{l}\right|_{2} w_{l}=f_{l}
\end{array}\right.
$$

We wish to show that such a form cannot exist. Except for the case $p=3$ and $l \equiv 2$ $(\bmod 3)$, we can repeat the above procedure once more. Namely let $E_{2, l}^{\prime}$ be the Eisenstein series as above. Then there is an $f_{l}^{\prime} \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{F}_{p}\right)$ such that $f_{l}-E_{2, l}^{\prime}=\left.l^{-1} f_{l}^{\prime}\right|_{2} w_{l}$. This satisfies $a\left(1 ; f_{l}^{\prime}\right) \neq 0$. If $p \geq 5$, this contradicts [Ma, II, (5.6), (a)]. If $p=3$ it contradicts [D, Proposition 6.2] which we already quoted in the proof of (3.3.3). Finally assume that $p=3$ and $l \equiv 2(\bmod 3)$. In this case, using the notation in (3.3.2), we consider $24 E_{2, l}^{\prime}-8 \times " \times 3 " f_{l} \in M_{2}^{\mathrm{A}}\left(\Gamma_{0}(l) ; \mathbb{Z} / 9 \mathbb{Z}\right)$. Its $q$-expansion is a power series in $q^{l}$ so that we obtain by (2.1.1) an element of $M_{2}^{\mathrm{A}}\left(\Gamma_{0}(1) ; \mathbb{Z} / 9 \mathbb{Z}\right)$ whose constant term of the $q$-expansion is a unit in $\mathbb{Z} / 9 \mathbb{Z}$. This contradicts [Ma, II, (5.6), (c)]. We have thus completed the proof of (3.4.2) in the case $p \nmid N$.

We next turn to the proof in the case $p \mid N$. Assume that our conclusion does not hold so that there is an $f \in S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)^{\varepsilon_{+}}$such that $f(q)=\sum_{n=1}^{\infty} c_{n} q^{n}$ with $c_{n}=\sigma(n)$ for $(n, N)=1$. When $N=p$ it is easy to see that such a form does not exist: The (trivial) case $p=3$ was already excluded. If $p \geq 5$, the $q$-expansion of $f-E_{2, p}^{\prime} \in M_{2}^{\text {reg }}\left(\Gamma_{0}(p) ; \mathbb{F}_{p}\right)$ is a power series in $q^{p}$ whose constant term belongs to $\mathbb{F}_{p}^{\times}$. By (2.2.6), (1), this is impossible.

We may therefore assume that $N>p$, and we are going to reduce the problem to the case $p \nmid N$ considered above. Set $M:=N / p$. We may take $l_{1}=p$ so that $M=l_{2} \cdots l_{m}>1$. The case where $p=3$ and $\varepsilon_{+}=\varepsilon_{H}^{+}$is already settled by (3.3.3), and thus we assume otherwise in the following. Then $\varepsilon:=(-1,+1, \ldots,+1)$ is not $\varepsilon_{H}^{-}$when $p=3$, and so, as before, we can consider the reduction modulo $p$ of the Eisenstein series $E_{\varepsilon} \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$.

We again consider $h:=f-E_{\varepsilon} \in M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$. This time, (2.2.6), (2) and (2.2.7) imply that $h(q)$ is a constant, and in fact $h(q)=0$ when $p \geq 5$ by (2.2.6), (1). Let us
show that $h(q)=0$ also when $p=3$. Indeed, if $h(q) \neq 0$, it follows from (2.2.5) that $\varphi_{3}^{\prime}(h) \in M_{6}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{3}\right)$ has the same non-zero constant as its $q$-expansion, and satisfies $\left.\varphi_{3}^{\prime}(h)\right|_{6} w_{l_{i}}=\varphi_{3}^{\prime}(h)$ for $i=2, \ldots, m$. On the other hand, the $q$-expansion of $\varphi_{3}^{\prime}\left(3 E_{\varepsilon_{H}^{-}}\right) \in$ $M_{6}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{3}\right)$ is also a non-zero constant, and we have $\left.\varphi_{3}^{\prime}\left(3 E_{\varepsilon_{H}^{-}}\right)\right|_{6} w_{l_{i}}=\left(\frac{l_{i}}{3}\right) \varphi_{3}^{\prime}\left(3 E_{\varepsilon_{H}^{-}}\right)$ for $i=2, \ldots, m$. Since we assumed that $\varepsilon \neq \varepsilon_{H}^{-}$, this contradicts the $q$-expansion principle, showing that $h(q)=0$ as required.

We now use the terminology of 1.4 , and identify an element of $M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)$ with a pair of (meromorphic) differentials on $X_{0}(M)_{/ \mathbb{F}_{p}}$ by (1.4.13). From the third relation in (1.4.14), we see that to $f$ (resp. $E_{\varepsilon}$ ) corresponds a pair of differentials of the form $(\omega, \omega)$ (resp. $\left(\omega^{\prime},-\omega^{\prime}\right)$ ). Then $\left(\omega-\omega^{\prime}, \omega+\omega^{\prime}\right)$ corresponds to $h$. But we have shown that $h(q)=0$, i.e. $\omega=\omega^{\prime}$. This implies that $(0,2 \omega)$ is a regular differential on $X_{0}(N)_{/ \mathbb{F}_{p}}$, and hence $\omega$ is holomorphic at the supersingular points by (1.4.3). It follows that $\omega \in H^{0}\left(X_{0}(M)_{/ \mathbb{F}_{p}}, \Omega_{X_{0}(M)_{/ \mathbb{F}_{p}} / \mathbb{F}_{p}}^{1}\right.$ ) because $f$ is a cusp form. The first relation in (1.4.14) shows that $\alpha^{*}(\omega)$ corresponds to $(1 / 2)\left(f+E_{\varepsilon}\right)$. This means that $(1 / 2)\left(f+E_{\varepsilon}\right)=: f^{\prime}$ belongs to $S_{2}^{\mathrm{B}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)\left(\hookrightarrow M_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)\right)$. It is clear that $\left.f^{\prime}\right|_{2} T(l)=(1+l) f^{\prime}$ for primes $l \nmid N$, and $\left.f^{\prime}\right|_{2} w_{l_{i}}=f^{\prime}$ for $i=2, \ldots, m$. Further we have $\left.f^{\prime}\right|_{2} T(p)=(1+p) f^{\prime}=f^{\prime}$. Indeed, since $T(p)$ and $U(p)$ have the same effect on $q$-expansions in characteristic $p$ and $f^{\prime}(q)=f(q)=E_{\varepsilon}(q)$, it is enough to show that $\left.E_{\varepsilon}\right|_{2} U(p)=E_{\varepsilon}$. This follows from the same argument as the equality " $\left.E_{\varepsilon}\right|_{2} U\left(l_{1}\right)=E_{\varepsilon}$ " given in the first step. We conclude that $f^{\prime}$ satisfies ( $*$ ) with $N$ replaced by $M$, and we already know that such an $f^{\prime}$ does not exist.

We have thus completed the proof of Theorem (3.1.3).
3.5. Kernels of Eisenstein ideals in $J_{0}(N)$ in characteristic $p$. Let $J_{0}(N)$ be the Jacobian variety of $X_{0}(N)$ defined over $\mathbb{Q}$. We denote by $J_{0}(N)_{/ \mathbb{Z}}$ and $J_{0}(N)_{/ \mathbb{Z}_{(p)}}$ its Néron models over $\mathbb{Z}$ or $\mathbb{Z}_{(p)}$, respectively, and by $J_{0}(N)_{/ \mathbb{F}_{p}}$ their fibre at $p$.

The Hecke algebra $\mathbf{T}(N ; \mathbb{Z})$ acts on $J_{0}(N)$, and we may consider it as a subring of $\operatorname{End}_{\mathbb{Q}}\left(J_{0}(N)\right)$ or $\operatorname{End}_{\mathbb{Z}}\left(J_{0}(N)_{/ \mathbb{Z}}\right)$ etc. (As is well-known the covariant and the contravariant actions of $T(l)$ on $J_{0}(N)$ coincide, and the same holds for $w_{l_{i}}$ since $w_{l_{i}}^{2}=1$. Thus we need not distinguish these two actions.)

Let $p$ be an odd prime and set

$$
\begin{equation*}
\mathcal{G}_{p}(N):=J_{0}(N)_{/ \mathbb{F}_{p}}\left(\overline{\mathbb{F}}_{p}\right)\left[p^{\infty}\right] \tag{3.5.1}
\end{equation*}
$$

This is a module over $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)$ and hence we have the direct sum decomposition (2.1.3):

$$
\begin{equation*}
\mathcal{G}_{p}(N)=\oplus_{\varepsilon \in \boldsymbol{E}} \mathcal{G}_{p}(N)^{\varepsilon} \tag{3.5.2}
\end{equation*}
$$

Each direct summand is a module over $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$. In the following, we set

$$
\begin{equation*}
\mathfrak{P}_{p}^{\varepsilon}:=\left(I_{\mathbb{Z}_{(p)}}^{\varepsilon}, p\right) \tag{3.5.3}
\end{equation*}
$$

This is the unique maximal ideal of $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$ containing $I_{\mathbb{Z}_{(p)}}^{\varepsilon}$ when $I_{\mathbb{Z}_{(p)}}^{\varepsilon}$ is a proper ideal of $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$.

Proposition (3.5.4) (cf. [Ma, pages 118-119]). Assume that $p \nmid N$, and that $I_{\mathbb{Z}_{(p)}}^{\varepsilon}$ is a proper ideal. Then the dimension of $\mathcal{G}_{p}(N)^{\varepsilon}\left[\mathfrak{P}_{p}^{\varepsilon}\right] \operatorname{over} \mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / \mathfrak{P}_{p}^{\varepsilon} \cong \mathbb{F}_{p}$ is at most one.

Proof We follow Mazur's argument. There is the well-known isomorphism due to Cartier and Serre [Se1, Proposition 10]:

$$
\mathcal{G}_{p}(N)[p] \cong H^{0}\left(X_{0}(N)_{/ \mathbb{F}_{p}}, \Omega_{X_{0}(N)_{/ \mathbb{F}_{p}} / \overline{\mathbb{F}}_{p}}^{1}\right)^{\mathcal{C}}
$$

where $\mathcal{C}$ is the Cartier operator. This gives us the mappings

$$
\mathcal{G}_{p}(N)[p] \otimes_{\mathbb{F}_{p}} \overline{\mathbb{F}}_{p} \hookrightarrow H^{0}\left(X_{0}(N)_{/ \overline{\mathbb{F}}_{p}}, \Omega_{X_{0}(N) / \overline{\mathbb{F}}_{p} / \overline{\mathbb{F}}_{p}}^{1}\right) \cong S_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \overline{\mathbb{F}}_{p}\right) .
$$

All these mappings commute with the action of $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)$. Therefore it is enough to show that $S_{2}^{\mathrm{B}}\left(\Gamma_{0}(N) ; \mathbb{F}_{p}\right)^{\varepsilon}\left[\mathfrak{P}_{p}^{\varepsilon}\right]$ is of dimension one over $\mathbb{F}_{p}$. But the duality (2.4.7) implies that this space is $\mathbb{F}_{p}$-dual to $\mathbf{T}\left(N ; \mathbb{F}_{p}\right)^{\varepsilon} / \mathfrak{P}_{p}^{\varepsilon}$, and our claim follows.

We now want to extend the above proposition to the case $p \mid N$. For this we need some lemmas. In the following, we let $M$ be a square-free positive integer. When $M>1$, we consider the set $\boldsymbol{E}^{\prime}$ of signs (2.1.3) with respect to $M$. To distinguish from the signs with respect to $N$, we will always put the prime for elements of $\boldsymbol{E}^{\prime}$ (and likewise for the Eisenstein ideals of level $M$ ). We especially set $\boldsymbol{\varepsilon}_{+}^{\prime}:=(+1, \ldots,+1) \in \boldsymbol{E}^{\prime}$.

Lemma (3.5.5) Let $M>1$ be as above, and $p$ a prime not dividing $M$. Assume that $p \geq 5$.
(1) For each $\boldsymbol{\varepsilon}^{\prime} \in \boldsymbol{E}^{\prime}, \mathcal{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\boldsymbol{\varepsilon}^{\prime}}$ is generated over $\mathbb{Z}_{(p)}$ by $T(l)$ with prime numbers $l$ not dividing $p M$.
(2) Assume that $\boldsymbol{\varepsilon}^{\prime} \neq \boldsymbol{\varepsilon}_{+}^{\prime}$. The Eisenstein ideal $\mathcal{I}_{\mathbb{Z}_{(p)}^{\prime \prime}}^{\prime{ }^{\prime}}$ of $\mathcal{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}}$ is generated by $T(l)-(1+l)$ with prime numbers $l$ not dividing $p M$.

Consequently, the same assertions with $\mathcal{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}}$ (resp. $\left.\quad \mathcal{I}_{\mathbb{Z}_{(p)}^{\prime \prime}}^{\varepsilon^{\prime}}\right)$ replaced by $\mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}}\left(\right.$ resp. its Eisenstein ideal $\left.I_{\mathbb{Z}_{(p)}}^{\prime \varepsilon^{\prime}}\right)$ also hold.

Proof (1) By (2.4.7), it is enough to show that $\mathcal{T}\left(M ; \mathbb{F}_{p}\right)^{\varepsilon^{\prime}}$ is generated by $T(l)$ with $l$ not dividing $p M$. Assume otherwise. Then again by (2.4.7), there is a non-zero $f \in$ $M_{2}^{\text {reg }}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)^{\varepsilon^{\prime}}$ such that $a\left(1 ;\left.f\right|_{2} T(n)\right)=a(n ; f)=0$ for all $n$ prime to $p M$. Since there is a natural injection $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right) \hookrightarrow M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(p M) ; \mathbb{F}_{p}\right)$, it follows from (2.2.6), (2) that $a(n ; f)=0$ whenever $(n, M)=1$. Then (2.2.7) implies that $f(q)$ is a constant, and we in fact have $f(q)=0$ by (2.2.6), (1). This shows that $f=0$, which is a contradiction.
(2) Let $\mathcal{I}^{\prime}$ be the ideal generated by $T(l)-(1+l)$ with prime numbers $l \nmid p M$. Since $\boldsymbol{\varepsilon}^{\prime} \neq \boldsymbol{\varepsilon}_{+}^{\prime}$, there certainly exists the Eisenstein series $E_{\boldsymbol{\varepsilon}^{\prime}} \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(M) ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}}$. We have the sequence of $\mathbb{Z}_{(p)}$-algebra homomorphisms

$$
\mathbb{Z}_{(p)} \rightarrow \mathcal{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}} / \mathcal{I}^{\prime} \rightarrow \mathcal{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}} / \mathcal{I}_{\mathbb{Z}_{(p)}^{\prime \prime}}^{\varepsilon^{\prime}} \rightarrow \mathbb{Z}_{(p)}=\operatorname{End}_{\mathbb{Z}_{(p)}}\left(\mathbb{Z}_{(p)} E_{\varepsilon^{\prime}}\right)
$$

where the right arrow is given by the action on $E_{\varepsilon^{\prime}}$. By the first assertion, the left arrow is surjective, and hence the middle arrow is an isomorphism.

When $\boldsymbol{\varepsilon}^{\prime}=\boldsymbol{\varepsilon}_{+}^{\prime}$, we have the following
Lemma (3.5.6) Let $M$ and $p$ be as in the previous lemma. Let $I^{\prime}$ be the ideal of $\mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon_{+}^{\prime}}$ generated by $T(l)-(1+l)$ with $l \nmid p M$. Then we have $I^{\prime}=\mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon_{+}^{\prime}}$.

Proof Assume otherwise. Since there is a surjection $\mathbb{Z}_{(p)} \rightarrow \mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}+} / I^{\prime}$ by the previous lemma, we see that $\mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon_{+}^{\prime}} /\left(p, I^{\prime}\right) \cong \mathbb{F}_{p}$. Thus we have a non-zero $f \in S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(M) ; \mathbb{F}_{p}\right)^{\varepsilon_{+}^{\prime}}$ such that $a(n ; f)=\sigma(n)$ for $(n, p M)=1$.

Let $\boldsymbol{\varepsilon}=\left(-1, \boldsymbol{\varepsilon}_{+}^{\prime}\right)$ be the sign with respect to $p M$, and consider $E_{\boldsymbol{\varepsilon}} \in$ $M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(p M) ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$. Then $g=f-E_{\varepsilon} \in M_{2}^{\mathrm{reg}}\left(\Gamma_{0}(p M) ; \mathbb{F}_{p}\right)$ satisfies $a(n ; g)=0$ for $(n, p M)=0$. As in the proof of (3.5.5), (1) above, it follows from (2.2.6) and (2.2.7) that $g(q)=0$ and hence $f(q)=E_{\varepsilon}(q)$. For the same reason as in the final part of the proof of (3.4.2), this implies that $\left.f\right|_{2} T(p)=f=(1+p) f$, i.e. $f$ is annihilated by the Eisenstein ideal of $\mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)^{\varepsilon^{\prime}}$. By (3.4.2), such an $f$ cannot exist.

Now assume that $N$ is divisible by a prime $p \geq 5$, and set $M=N / p$. Let

$$
\begin{equation*}
\Phi:=J_{0}(N)_{/ \overline{\mathbb{F}}_{p}} / J_{0}(N)_{/ \overline{\mathbb{F}}_{p}}^{0} \tag{3.5.7}
\end{equation*}
$$

be the group of connected components of $J_{0}(N)_{/ \mathbb{F}_{p}}=J_{0}(N)_{/ \mathbb{F}_{p}} \otimes_{\mathbb{F}_{p}} \overline{\mathbb{F}}_{p}$. By functoriality, $G_{\text {AL }}$ acts on this group.

Lemma (3.5.8) Let the notation be as above. The group $\Phi\left[p^{\infty}\right]$ is cyclic, and $w_{p}$ acts as -1 , while $w_{l}$ acts as the identity for any $l \mid M$, on this group.

Proof Let $D$ be the degree- 0 part of the free abelian group on the irreducible components $Z_{\infty}$ and $Z_{0}$ of $X_{0}(N)_{/ \mathbb{F}_{p}}$. Ribet [Ri, Theorem 2.4, Proposition 3.2] has shown that there is a functorial homomorphism $\theta: D \rightarrow \Phi$ whose cokernel is annihilated by 12 . Therefore we have $\Phi\left[p^{\infty}\right]=\operatorname{Im}(\theta)\left[p^{\infty}\right]$, and this is clearly cyclic. Since $w_{p}$ (resp. $w_{l}$ with $l \mid M$ ) interchanges $Z_{\infty}$ and $Z_{0}$ (resp. leaves $Z_{\infty}$ and $Z_{0}$ stable), our result follows. See also Lorenzini [L, Section 2] where the mapping $\theta$ and the action of $w_{p}$ are described more directly and generally.

We are ready to prove the following

PROPOSITION (3.5.9) Let $N=p M$ with a prime $p \geq 5$. Assume that $I_{\mathbb{Z}_{(p)}}^{\varepsilon}$ is a proper ideal of $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$. Then under the notation (3.5.1)-(3.5.3), the dimension of $\mathcal{G}_{p}(N)^{\boldsymbol{\varepsilon}}\left[\mathfrak{P}_{p}^{\boldsymbol{\varepsilon}}\right]$ over $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / \mathfrak{P}_{p}^{\varepsilon}$ is at most one.

PRoof Let $T$ be the maximal torus of $J_{0}(N)_{\mid \mathbb{F}_{p}}^{0}$. Then it is well-known that $J_{0}(N)_{/ \mathbb{F}_{p}}^{0} / T$ is canonically isomorphic to $J_{0}(M)_{/ \mathbb{F}_{p}} \times J_{0}(M)_{/ \mathbb{F}_{p}}$. Via this isomorphism, the endomorphism $T(l)(l \nmid N)\left(\right.$ resp. $\left.w_{l^{\prime}}\left(l^{\prime} \mid M\right)\right)$ of $J_{0}(N)_{\mathbb{F}_{p}}$ induces $T(l) \times T(l)$ (resp. $w_{l^{\prime}} \times w_{l^{\prime}}$ ) on $J_{0}(M)_{/ \mathbb{F}_{p}} \times J_{0}(M)_{/ \mathbb{F}_{p}}$, while $w_{p}$ on $J_{0}(N)_{/ \mathbb{F}_{p}}$ interchanges the two factors of $J_{0}(M)_{/ \mathbb{F}_{p}} \times J_{0}(M)_{/ \mathbb{F}_{p}}$. Since $T\left(\overline{\mathbb{F}}_{p}\right)$ has no non-trivial $p$-torsion, we have the exact sequence

$$
0 \rightarrow\left(J_{0}(M)_{\mid \mathbb{F}_{p}} \times J_{0}(M)_{\mid \mathbb{F}_{p}}\right)\left(\overline{\mathbb{F}}_{p}\right)\left[p^{\infty}\right] \rightarrow \mathcal{G}_{p}(N) \rightarrow \Phi\left[p^{\infty}\right] \rightarrow 0
$$

Assume for the moment that $M>1$ and write $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \boldsymbol{\varepsilon}^{\prime}\right)$ where $\varepsilon_{1}= \pm 1$ corresponds to the prime factor $p$ of $N$ and $\boldsymbol{\varepsilon}^{\prime} \in \boldsymbol{E}^{\prime}$.

If $\varepsilon \neq\left(-1, \varepsilon_{+}^{\prime}\right)$, the previous lemma implies that

$$
\mathcal{G}_{p}(N)^{\varepsilon} \cong J_{0}(M)_{/ \mathbb{F}_{p}}\left(\overline{\mathbb{F}}_{p}\right)\left[p^{\infty}\right]^{\varepsilon^{\prime}}
$$

Since we are assuming that $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \neq I_{\mathbb{Z}_{(p)}}^{\varepsilon}$, it follows from (3.4.2) that $\boldsymbol{\varepsilon} \neq \varepsilon_{+}$and hence $\varepsilon^{\prime} \neq \varepsilon_{+}^{\prime}$. Therefore by (3.5.5), we obtain

$$
\mathcal{G}_{p}(N)^{\varepsilon}\left[\mathfrak{P}_{p}^{\varepsilon}\right] \cong J_{0}(M)_{/ \mathbb{F}_{p}}\left(\overline{\mathbb{F}}_{p}\right)\left[p^{\infty}\right]^{\varepsilon^{\prime}}\left[\mathfrak{P}_{p}^{\prime \varepsilon^{\prime}}\right]
$$

where $\mathfrak{P}_{p}^{\prime \varepsilon^{\prime}}=\left(I_{\mathbb{Z}_{(p)}}^{\prime \varepsilon^{\prime}}, p\right) \subseteq \mathbf{T}\left(M ; \mathbb{Z}_{(p)}\right)$. Our claim then follows from (3.5.4).
Next assume that $\boldsymbol{\varepsilon}=\left(-1, \boldsymbol{\varepsilon}_{+}^{\prime}\right)$. This time, (3.5.6) implies that

$$
\mathcal{G}_{p}(N)^{\varepsilon}\left[\mathfrak{P}_{p}^{\varepsilon}\right] \hookrightarrow \Phi\left[p^{\infty}\right]^{\varepsilon}\left[\mathfrak{P}_{p}^{\varepsilon}\right] .
$$

Since $\Phi\left[p^{\infty}\right]$ is a cyclic group by the previous lemma, the conclusion follows. This second argument also settles the case $M=1$.

From (3.5.4) and (3.5.9), we deduce:
THEOREM (3.5.10) Let $p$ be an odd prime. We further assume that $p \geq 5$ when $3 \mid N$. If $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$ is not the zero ring, the Pontrjagin dual of $\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right]$ is a cyclic module $\operatorname{over} \mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$.

Proof If $I_{\mathbb{Z}_{(p)}}^{\varepsilon}=\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$, the conclusion is obvious, and hence we assume otherwise in what follows. The ideal $\mathfrak{P}_{p}^{\varepsilon}$ is thus a maximal ideal of $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}$.

Let us indicate by the superscript "^" the Pontrjagin dual. By (3.5.4) and (3.5.9), $\mathcal{G}_{p}(N)^{\varepsilon}\left[\mathfrak{P}_{p}^{\boldsymbol{\varepsilon}}\right]^{\wedge} \cong \mathcal{G}_{p}(N)^{\varepsilon^{-}} / \mathfrak{P}_{p}^{\varepsilon}=\left(\mathcal{G}_{p}(N)^{\varepsilon^{-}}\right)_{\mathfrak{P}_{p}^{\varepsilon}} / \mathfrak{P}_{p}^{\varepsilon}$ is a cyclic module over $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)_{\mathfrak{P}_{p}^{\varepsilon}}^{\varepsilon}$, where the subscript " $\mathfrak{P}_{p}^{\varepsilon}$ " means the localization. Nakayama's lemma implies that $\left(\mathcal{G}_{p}(N)^{\varepsilon}\right)_{\mathfrak{P}_{p}^{\varepsilon}}$ is a cyclic $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)_{\mathfrak{P}_{p}^{\varepsilon}}^{\boldsymbol{\varepsilon}}$-module. Since $\mathfrak{P}_{p}^{\varepsilon}$ is the unique maximal
ideal containing $I_{\mathbb{Z}_{(p)}}^{\varepsilon}$, we see that $\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right] \widehat{ } \cong \mathcal{G}_{p}(N)^{\varepsilon \wedge} / I_{\mathbb{Z}_{(p)}}^{\varepsilon}=\left(\mathcal{G}_{p}(N)^{\varepsilon}{ }^{\wedge}\right) \mathfrak{P}_{p}^{\varepsilon} / I_{\mathbb{Z}_{(p)}}^{\varepsilon}$ is a cyclic $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right){\underset{\mathfrak{P}}{p}}_{\varepsilon}^{\varepsilon}$-module, and our conclusion follows.
3.6. Rational torsion in $J_{0}(N)$. Recall that $X_{0}(N)$ has $2^{m}$ cusps all of which are rational over $\mathbb{Q}$. We denote by $\mathcal{C}(N)$ the subgroup of $J_{0}(N)(\mathbb{Q})$ consisting of the classes of divisors of degree zero supported at the cusps. Its order, the cuspidal class number of $X_{0}(N)$, was computed by Takagi:

THEOREM (3.6.1) ([T, Theorem 5.1]). We have

$$
|\mathcal{C}(N)|=2^{a} \times \prod_{\boldsymbol{\varepsilon} \in \boldsymbol{E}} c(N ; \boldsymbol{\varepsilon})
$$

with an integer $a \geq 0$, where the numbers $c(N ; \varepsilon)$ are given by (3.1.2). (Takagi's theorem also gives the exponent $a$ explicitly, but we will not need this.)

For any odd prime $p, J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]$ and $\mathcal{C}(N)\left[p^{\infty}\right]$ are modules over $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)$, and we can decompose them as in (2.1.3). The following is the main result of this paper:

THEOREM (3.6.2). Let $p$ be an odd prime, and assume that $p \geq 5$ when 3 divides $N$. Then we have

$$
J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}=\mathcal{C}(N)\left[p^{\infty}\right]^{\varepsilon} \cong \mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}
$$

for all $\varepsilon \in \boldsymbol{E}$.
Proof. We first claim that $\left|J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}\right| \leq\left|\mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}\right|$ for each $\boldsymbol{\varepsilon} \in \boldsymbol{E}$. Let $\boldsymbol{\varepsilon}=\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right)$. The homomorphism $\prod_{i=1}^{m}\left(1+\varepsilon_{i} w_{l_{i}}\right): J_{0}(N) \rightarrow\left(\prod_{i=1}^{m}(1+\right.$ $\left.\left.\varepsilon_{i} w_{l_{i}}\right)\right) J_{0}(N)$ sends $J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}$ isomorphically onto its image. The cotangent space of $J_{0}(N)$ at the origin is canonically isomorphic to $S_{2}^{\text {reg }}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)$, and the image of the cotangent mapping of the above homomorphism corresponds to $S_{2}^{\mathrm{reg}}\left(\Gamma_{0}(N) ; \mathbb{Q}\right)^{\boldsymbol{\varepsilon}}$. Therefore when this space is trivial, $J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}$ is also trivial. We may thus assume that $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \neq\{0\}$.

In general, when $l$ is an odd prime, the reduction modulo $l$ mapping $J_{0}(N)(\mathbb{Q}) \rightarrow$ $J_{0}(N) / \mathbb{F}_{l}\left(\mathbb{F}_{l}\right)$ is injective on the torsion part (including the $l$-torsion part) of $J_{0}(N)(\mathbb{Q})$ by Katz [K3, Appendix]. (One can also deduce this from the result of Raynaud [Ra, Théorème 3.3.3.]) On the other hand, when $l^{\prime}$ is a prime not dividing $N$, we see from the Eichler-Shimura congruence relation that $T\left(l^{\prime}\right)=1+l^{\prime}$ on $J_{0}(N)_{/ \mathbb{F}_{l^{\prime}}}\left(\mathbb{F}_{l^{\prime}}\right)$. Noting that $p$ is odd, it is easy to deduce that $I_{\mathbb{Z}_{(p)}}^{\varepsilon}$ annihilates $J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}$.

Therefore $J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}$ is mapped injectively into $\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right]$ by the reduction modulo $p$ mapping, and we especially have

$$
\left|J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}\right| \leq\left|\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right]\right|
$$

But by (3.5.10), we have

$$
\left|\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right]\right| \leq\left|\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right|,
$$

while by (3.1.3), we have

$$
\left|\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} / I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right|=\left|\mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}\right|
$$

which proves our claim.
Consequently, we obtain

$$
\left|J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]\right| \leq \prod_{\boldsymbol{\varepsilon} \in \boldsymbol{E}}\left|\mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}\right|
$$

By Takagi's theorem, the right hand side is equal to $\left|\mathcal{C}(N)\left[p^{\infty}\right]\right|$. Since $\mathcal{C}(N)\left[p^{\infty}\right]$ is a priori contained in $J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]$, we conclude that

$$
J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]=\mathcal{C}(N)\left[p^{\infty}\right]
$$

and that the above inequalities are in fact equalities. Thus for each $\boldsymbol{\varepsilon} \in \boldsymbol{E}$, we have

$$
J_{0}(N)(\mathbb{Q})\left[p^{\infty}\right]^{\varepsilon}=\mathcal{C}(N)\left[p^{\infty}\right]^{\varepsilon}
$$

and its order is equal to $\left|\mathbb{Z}_{(p)} / c(N ; \boldsymbol{\varepsilon}) \mathbb{Z}_{(p)}\right|$.
It remains to show that each $\mathcal{C}(N)\left[p^{\infty}\right]^{\varepsilon}$ is a cyclic group. This is obvious when $\boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}_{+}$, and hence we assume otherwise. Then we have seen in the course of the proof of (3.2.5) that $\left(\mathbb{Z}_{(p)}\left[\mathcal{C}_{N}\right]^{0}\right)^{\varepsilon}$ is a free $\mathbb{Z}_{(p)}$-module of rank one. Therefore, its quotient group $\mathcal{C}(N)\left[p^{\infty}\right]^{\varepsilon}$ is cyclic.

From the proof above, we also obtain the following partial generalization of [Ma, II, Proposition (14.9)]:

Corollary (3.6.3). Let $p$ be as in the previous theorem. Then $\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right]$ coincides with the image of $\mathcal{C}(N)\left[p^{\infty}\right]^{\varepsilon}$ under the reduction modulo $p$ mapping.

Proof. We have proved this assertion under the assumption $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon} \neq\{0\}$. But if $\mathbf{T}\left(N ; \mathbb{Z}_{(p)}\right)^{\varepsilon}=\{0\}$, both $\mathcal{G}_{p}(N)^{\varepsilon}\left[I_{\mathbb{Z}_{(p)}}^{\varepsilon}\right]$ and $\mathcal{C}(N)\left[p^{\infty}\right]^{\varepsilon}$ are trivial.

As the final remark, we note the following: We needed the assumption that $p \neq 3$ when $3 \mid N$ only to assure (3.5.9). If that proposition holds in the case $p=3$, then (3.6.2) also holds without this assumption.
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