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#### Abstract

The main purpose of this article is to present a numerical data which shows relations between real quadratic fields of class number 1 and a mysterious behavior of the period of simple continued fraction expansion of certain quadratic irrationals. For that purpose, we define a class number, a fundamental unit, a discriminant and a Yokoi invariant for a non-square positive integer, and then see that a generalization of theorems of Siegel and of Yokoi holds. These and a theorem of Friesen and Halter-Koch imply several interesting conjectures for solving Gauss' class number problem for real quadratic fields.


## 1. Introduction

The main purpose of this article is to present a numerical data which shows relations between real quadratic fields of class number 1 and a mysterious behavior of the period of simple continued fraction expansion of certain quadratic irrationals. We shall pose several conjectures which are based on the data. These imply that Gauss' class number problem (Gauss [8, Article 304]) has an affirmative answer, namely, there exist infinitely many real quadratic fields of class number 1. They are very simple. Therefore they are very beautiful. Let $d$ be a non-square positive integer which is not divisible by 4 , and we denote by $\ell=\ell(d)$ the period of simple continued fraction expansion of $(1+\sqrt{d}) / 2$ or $\sqrt{d}$ according to whether $d \equiv 1$ or $d \equiv 2,3 \bmod 4$. We arrange some values of $d$ in ascending order of size in each period $\ell$ on Table 1.1 below. We take notice of the minimum value of $d$ that is the first column in each period. If it is square-free then it gives a real quadratic field $\mathbf{Q}(\sqrt{d})$. In this paper we shall expect from a numerical experiment that the class number $h_{d}$ is equal to 1 except for six values of $d$ (Conjecture 4.1).

Let $\mathbf{Q}(\sqrt{d})$ be a real quadratic field where $d$ is a square-free positive integer with $d>1$. Let $\varepsilon_{d}>1$ be the fundamental unit of it and then we can write uniquely $\varepsilon_{d}=(t+u \sqrt{d}) / 2$ with positive integers $t, u$. We define an integer $m_{d}:=\left[u^{2} / t\right](\geq 0)$ and call it the Yokoi invariant of a real quadratic field. Here, $[x]$ is the largest integer $\leq x$. This invariant was introduced by Yokoi [25] and he proved that if $d>13$ then $m_{d} d<\varepsilon_{d}<\left(m_{d}+1\right) d$, so

TABLE 1.1. Some values of $d$ in each period $\ell$

| $\ell$ |  |  | $d$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 5 | 10 | 13 | 26 | $\ldots$ |
| 2 | 3 | 6 | 11 | 15 | 18 | $\ldots$ |
| 3 | 17 | 37 | 61 | 65 | 101 | $\ldots$ |
| 4 | 7 | 14 | 23 | 33 | 34 | $\ldots$ |
| 5 | 41 | 74 | 149 | 157 | 181 | $\ldots$ |
| 6 | 19 | 22 | 54 | 57 | 59 | $\ldots$ |
| 7 | 58 | 89 | 109 | 113 | 137 | $\ldots$ |
| 8 | 31 | 71 | 91 | 135 | 153 | $\ldots$ |
| 9 | 73 | 97 | 106 | 233 | 277 | $\ldots$ |
| 10 | 43 | 67 | 86 | 115 | 118 | $\ldots$ |
| 11 | 265 | 298 | 541 | 554 | 593 | $\ldots$ |
| 12 | 46 | 103 | 127 | 177 | 209 | $\ldots$ |
| 13 | 421 | 746 | 757 | 778 | 1021 | $\ldots$ |
| 14 | 134 | 179 | 190 | 201 | 251 | $\ldots$ |
| 15 | 193 | 281 | 481 | 1066 | 1417 | $\ldots$ |
| 16 | 94 | 191 | 217 | 249 | 302 | $\ldots$ |
| $\vdots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
|  |  |  |  |  |  |  |

that the quantity $m_{d}$ gives a size of the fundamental unit for $d$. When the value of $m_{d}$ is large, we may consider that the fundamental unit is large. On the other hand, we see by a very deep result of Siegel [21], concerning the approximate behavior of the product of class number and regulator, that the fundamental unit of a real quadratic field of class number 1 is relatively large. Hence we have to study a real quadratic field whose Yokoi invariant is large in order to find such a field. In [12] we introduced the notion of a real quadratic field of minimal type in terms of continued fractions, and provided a possibility that the Yokoi invariant of it is relatively large ([12, Proposition 4.4]). Also, the Yokoi invariant of a real quadratic field that is not of minimal type is equal to at most 3 (cf. [12, Proposition 4.2] and Proposition 4.2). We put $\omega(d):=(1+\sqrt{d}) / 2$ or $\sqrt{d}$ according to whether $d \equiv 1$ or $d \equiv 2,3$ $\bmod 4$. The canonical integral basis of $\mathbf{Q}(\sqrt{d})$ is given by $\{1, \omega(d)\}$. We classify the set of all real quadratic fields by using the period $\ell(d)$ of simple continued fraction expansion of $\omega(d)$, and then study the fundamental unit and the class number of $\mathbf{Q}(\sqrt{d})$ in each fixed period $\ell=\ell(d)$. The notion of a real quadratic field of minimal type was born under such a point of view. Though it is known that the fundamental unit is calculated by using the simple continued fraction expansion of $\omega(d)$, the Yokoi invariant is also calculated by using it. In [13], for any non-square positive integer $d$ with $4 \nmid d$, we extended a Yokoi invariant $m_{d}$ in terms of continued fractions. By using it, we studied an infinite family of real quadratic fields
with large even period of minimal type, and then obtained an information on the class number of them ([13, Theorem 1.1]). Next, for any non-square positive integer $d$, we shall extend a Yokoi invariant $m_{d}$ and furthermore extend a class number $h_{d}$. Then we shall utilize these invariants in order to study a real quadratic field of class number 1. For the application of them to a real quadratic field, we need only the case where $4 \nmid d$.

This paper is organized as follows. In Section 2.1, we let $d$ be any non-square positive integer and associate it with a certain order of a real quadratic field. Then we define a conductor $f_{d}$, a discriminant $D_{d}$, a fundamental unit $E_{d}$, a Yokoi invariant $m_{d}$ and a class number $h_{d}$ of $d$. This new Yokoi invariant $m_{d}$ is calculated again by using continued fractions (Proposition 3.3). We shall also show theorems of Siegel (Proposition 2.2) and of Yokoi (Theorem 2.1) for a non-square positive integer. Hence we can see by these theorems that if $h_{d}$ is small for a non-square positive integer $d$ then $m_{d}$ is relatively large. Though Proposition 2.2 can be shown by using a theorem of Siegel (Hua [10, Theorem 12.15.4]) on an integral binary quadratic form, we will prove it in terms of ideals to make the paper readable and self-contained. Proofs of Theorem 2.1 and Proposition 2.2 are given in Section 3. The notion of a real quadratic field of minimal type stated as above was introduced by using an improved theorem of Friesen and Halter-Koch ([12, Theorem 3.1] and [13, Remark 2.2]). In Section 4.1, this theorem and Proposition 3.3 yield another representation of the Yokoi invariant (Lemma 4.1). In Section 4.2, a rough guess is given by using Lemma 4.1. From this, we deduce a characterization of non-square positive integers whose Yokoi invariant is large. So, we consider a numerical experiment based on this deduction which is carried out by using PARI-GP [2]. In Section 4.2.1, we report the result and pose Conjecture 4.1 mentioned in the beginning and Conjectures 4.2 and 4.3. In Section 4.2.2 we state an approach for solving our conjectures.

For an irrational number $\omega$, we denote by $\omega=\left[a_{0}, a_{1}, \ldots\right]$ the simple continued fraction expansion of it. For a real number $x,[x]$ denotes the largest integer $\leq x$. We denote by $\mathbf{N}$, $\mathbf{Z}$ and $\mathbf{Q}$ the set of positive integers, the ring of rational integers and the field of rational numbers, respectively. For a set $S,|S|$ denotes the cardinal of $S$.

## 2. Definition of invariants and basic properties

Throughout Section 2, we let $d$ be a non-square positive integer. We shall associate it with a certain order of a real quadratic field and define a conductor, a discriminant, a fundamental unit, a Yokoi invariant and a class number of $d$.
2.1. Definition of invariants. We consider a factorization of $d$ such that

$$
\begin{equation*}
d=d_{1} d_{2}^{2}, \quad d_{1}, d_{2} \in \mathbf{N}, \text { and } d_{1} \text { is square-free } \tag{2.1}
\end{equation*}
$$

(therefore, $d_{1}>1$ ). Then we define a positive integer $f_{d}$ by putting

$$
f=f_{d}:= \begin{cases}d_{2} / 2, & \text { if } 4 \mid d \text { and } d_{1} \equiv 2,3 \bmod 4,  \tag{2.2}\\ d_{2}, & \text { otherwise },\end{cases}
$$

and call it the conductor of $d$ briefly. Now we consider a real quadratic field $K=\mathbf{Q}\left(\sqrt{d_{1}}\right)$ and let $\mathcal{O}_{f}$ be the order of conductor $f=f_{d}$ in $K$, that is, a subring of the ring $\mathcal{O}_{K}$ of integers in $K$, containing 1, with finite index $\left(\mathcal{O}_{K}: \mathcal{O}_{f}\right)=f$, so that it is a free $\mathbf{Z}$-module of rank 2 (cf. Cox [5, p.133] and Borevich and Shafarevich [3, p.88, Definition]). If we put

$$
\tilde{\omega}=\tilde{\omega}(d):= \begin{cases}\left(1+\sqrt{d_{1}}\right) / 2, & \text { if } d_{1} \equiv 1 \bmod 4  \tag{2.3}\\ \sqrt{d_{1}}, & \text { if } d_{1} \equiv 2,3 \bmod 4\end{cases}
$$

then we can explicitly write

$$
\mathcal{O}_{f}=\mathbf{Z}+\mathbf{Z} f \tilde{\omega}
$$

(cf. [5, Lemma 7.2]). Let $D_{d}$ be the discriminant of $\mathcal{O}_{f}$ :

$$
D_{d}:=\left|\begin{array}{cc}
1 & f \tilde{\omega}  \tag{2.4}\\
1 & (f \tilde{\omega})^{\prime}
\end{array}\right|^{2}=D_{d_{1}} f^{2}
$$

Here, $(f \tilde{\omega})^{\prime}$ denotes the non-trivial conjugate of $f \tilde{\omega}$ and $D_{d_{1}}$ is the discriminant of $K$. We call $D_{d}$ the discriminant of $d$ briefly. For a ring $R$, we denote by $R^{\times}$the group of units in $R$. The unit group $\mathcal{O}_{f}^{\times}$becomes a finitely generated $\mathbf{Z}$-module of rank 1 ([3, Chap.2, §3, Theorem 5]). Let $E_{d}>1$ be the fundamental unit of $\mathcal{O}_{f}$, that is, a free $\mathbf{Z}$-basis of $\mathcal{O}_{f}^{\times}$, and we put

$$
e_{f}:=\left(\mathcal{O}_{K}^{\times}: \mathcal{O}_{f}^{\times}\right)
$$

We call $E_{d}$ the fundamental unit of $d$ briefly. If $d$ is square-free then, as $4 \nmid d$ and $d_{2}=1$, we have $f=1$. In particular, since $d_{1}$ is square-free, $E_{d_{1}}$ is the fundamental unit of $\mathcal{O}_{K}=\mathcal{O}_{1}$. Hence we see by the definition of $e_{f}$ that

$$
\begin{equation*}
E_{d}=E_{d_{1}}^{e_{f}} \tag{2.5}
\end{equation*}
$$

We let $\alpha \in \mathcal{O}_{K}$ and write uniquely $\alpha=x+y \tilde{\omega}$ with some integers $x, y$. Since $\{1, \tilde{\omega}\}$ is linearly independent over $\mathbf{Z}$, we have

$$
\begin{equation*}
\alpha \in \mathcal{O}_{f} \Longleftrightarrow y \equiv 0 \quad \bmod f \Longleftrightarrow \alpha \equiv a \quad \bmod f \mathcal{O}_{K} \text { for some } a \in \mathbf{Z} \tag{2.6}
\end{equation*}
$$

Definition 2.1. Since $E_{d}$ is an element of $\mathcal{O}_{K}$, we can write uniquely $E_{d}=(t+$ $\left.u \sqrt{d_{1}}\right) / 2$ with some integers $t, u$ satisfying $t \equiv u \bmod 2$. As $E_{d}>1, t$ and $u$ are positive. (Note that $E_{d}+E_{d}^{\prime}=t, E_{d}-E_{d}^{\prime}=u \sqrt{d_{1}}$. Here, $E_{d}^{\prime}$ denotes the non-trivial conjugate of $E_{d}$ over Q.) If $d_{1} \equiv 1 \bmod 4$ then, as $E_{d}=((t-u) / 2)+u \tilde{\omega}$, we have $f \mid u$ by (2.6). If $d_{1} \equiv 2,3 \bmod 4$ then both $t$ and $u$ are even and $E_{d}=(t / 2)+(u / 2) \tilde{\omega}$. We see by (2.6) that $f \mid u$. Thus we can also write

$$
E_{d}=\frac{t+(u / f) f \sqrt{d_{1}}}{2}
$$

Then we define an integer $m_{d}$ by putting

$$
m_{d}:=\left[\frac{(u / f)^{2}}{t}\right]=\left[\frac{u^{2}}{t f^{2}}\right](\geq 0)
$$

and call it the Yokoi invariant of $d$ briefly. This definition works for an arbitrary positive integer $f$, and then we also call the value $m\left(\mathcal{O}_{f}\right):=\left[u^{2} /\left(t f^{2}\right)\right]$ the Yokoi invariant of the $\operatorname{order} \mathcal{O}_{f}$.

REMARK 2.1. If $d$ is square-free then, as $f=1, m_{d}$ coincides with the (original) Yokoi invariant of $\mathcal{O}_{K}=\mathcal{O}_{1}$.

If $\mathcal{O}_{f} \subsetneq \mathcal{O}_{K}$, that is, $f>1$ then, since $K$ is the quotient field of $\mathcal{O}_{f}$, the order $\mathcal{O}_{f}$ is not integrally closed so that it is not a Dedekind domain. So, we consider the set $I\left(\mathcal{O}_{f}\right)$ of all invertible fractional ideals $\mathfrak{a}$ of $\mathcal{O}_{f}$. This means that there exists a fractional ideal $\mathfrak{b}$ of $\mathcal{O}_{f}$ such that $\mathfrak{a b}=\mathcal{O}_{f}$ (cf. [5, Proposition 7.4]). Then, $I\left(\mathcal{O}_{f}\right)$ becomes an abelian group under multiplication and the set $P\left(\mathcal{O}_{f}\right)$ of all principal ideals is a subgroup of it. The quotient group

$$
\operatorname{Cl}\left(\mathcal{O}_{f}\right):=I\left(\mathcal{O}_{f}\right) / P\left(\mathcal{O}_{f}\right)
$$

is called the ideal class group of $\mathcal{O}_{f}$, and it is a finite abelian group with order $h_{d}:=\left|\operatorname{Cl}\left(\mathcal{O}_{f}\right)\right|$. We call $h_{d}$ the class number of $d$ briefly and see by the class number formula for an order ([5, Theorem 7.24], Lang [14, Chap.8, Theorem 7]) that $f a_{f} / e_{f}$ is a positive integer and

$$
\begin{equation*}
h_{d}=h_{d_{1}} \cdot \frac{f a_{f}}{e_{f}} \tag{2.7}
\end{equation*}
$$

holds. Here, $h_{d_{1}}$ is the class number (in the wide sense) of real quadratic field $\mathbf{Q}\left(\sqrt{d_{1}}\right)$, and we put

$$
a_{f}:=\prod_{p \mid f}\left(1-\frac{\chi_{d_{1}}(p)}{p}\right)
$$

where $p$ ranges over all distinct prime divisors of $f$ and $\chi_{d_{1}}$ is the Kronecker character corresponding to $\mathbf{Q}\left(\sqrt{d_{1}}\right)$. (Though it is assumed in [5, Theorem 7.24] that $K$ is an imaginary quadratic field, the proof also works for a real quadratic field.)
2.2. Basic properties. Under the above setting, we put $T:=t$ and $U:=u / f$. Then, $T$ and $U$ are positive integers and the definition of conductor $f=f_{d}$ yields that

$$
E_{d}= \begin{cases}\frac{T+U \sqrt{d / 4}}{2}, & \text { if } 4 \mid d \text { and } d_{1} \equiv 2,3 \bmod 4  \tag{2.8}\\ \frac{T+U \sqrt{d}}{2}, & \text { otherwise. }\end{cases}
$$

We also put

$$
\omega=\omega(d):= \begin{cases}\sqrt{d / 4}, & \text { if } d \equiv 0 \bmod 4  \tag{2.9}\\ (1+\sqrt{d}) / 2, & \text { if } d \equiv 1 \bmod 4 \\ \sqrt{d}, & \text { if } d \equiv 2,3 \bmod 4\end{cases}
$$

Then it is known that the simple continued fraction expansion of $\omega$ is periodic:

$$
\omega=\left[a_{0}, \overline{a_{1}, \ldots, a_{\ell-1}, a_{\ell}}\right]
$$

Here, $\ell$ is the (minimal) period of $\omega$. Furthermore, if $\ell \geq 2$ then $a_{1}, \ldots, a_{\ell-1}$ is a symmetric string of $\ell-1$ positive integers. And it holds that $a_{\ell}=2 a_{0}$ in the case where $\omega=\sqrt{d / 4}$ or $\sqrt{d}$, and that $a_{\ell}=2 a_{0}-1$ in the case where $\omega=(1+\sqrt{d}) / 2$ (cf. [12, Theorem 3.1]). A theorem of Yokoi for a non-square positive integer holds:

THEOREM 2.1. Under the above setting, the following are true.
[A] In the case where $4 \mid d$ and $d_{1} \equiv 2,3 \bmod 4$, we have $T \geq 5$ if $d>12$. Furthermore,

$$
m_{d}=[T /(d / 4)]=[U / \sqrt{d / 4}]=\left[E_{d} /(d / 4)\right]
$$

[B] Otherwise, the following hold.
(i) We have $T \geq 5$ if $d>13$ and $d \neq 20$.

We assume $d>13$ from now on.
(ii) When $\ell$ is even, we have

$$
\begin{equation*}
m_{d} d \leq T-1<U \sqrt{d}<E_{d}<T<\left(m_{d}+1\right) d . \tag{2.10}
\end{equation*}
$$

(iii) When $\ell$ is odd, we have

$$
\begin{equation*}
m_{d} d<T<E_{d}<U \sqrt{d}<T+1 \leq\left(m_{d}+1\right) d \tag{2.11}
\end{equation*}
$$

So, dividing both sides of (2.10) and (2.11) by d implies that $m_{d}=[T / d]=[U / \sqrt{d}]=$ $\left[E_{d} / d\right]$.

REMARK 2.2. Though Theorem 2.1 can be described in terms of discriminants of orders, it is complicated a little. If $d$ is square-free then $f=1$. And when $d>13$, we see by Theorem $2.1[\mathrm{~B}]$ that $m_{d}=\left[E_{d} / d\right]$, hence, $m_{d} d<E_{d}<\left(m_{d}+1\right) d$. Consequently, we obtain a result [25, Theorem 1.1] of Yokoi. Thus we know by Theorem 2.1 that the quantity $m_{d}$ gives a size of the fundamental unit $E_{d}$ for $d / 4$ or $d$ according to whether "4|d and $d_{1} \equiv 2,3 \bmod 4 "$ or not. The value of $m_{d}$ gives a rough size of $E_{d}$ instead of the regulator $\log E_{d}$. When this value is large, since $E_{d}$ goes away from the origin 0 , we may consider that $E_{d}$ is large.

A theorem of Siegel for a non-square positive integer holds:

Proposition 2.2. Under the above setting, we have

$$
\lim _{d \rightarrow \infty} \frac{\log \left(h_{d} \log E_{d}\right)}{\log D_{d}}=\frac{1}{2}
$$

Here, $d$ ranges over all non-square positive integers for which $d \rightarrow \infty$.
Remark 2.3. If $h_{d}$ is small then we know by Proposition 2.2 that $E_{d}$ is relatively large. Proposition 2.2 can be proved by using a theorem of Siegel (Proposition 3.4) on an integral binary quadratic form. For a generalization of a theorem of Siegel, see Sands [20] and Louboutin [16, Corollary 5].

Proofs of these propositions are given in Section 3. If $h_{d}=1$ then, since the fundamental unit $E_{d}$ is relatively large by Proposition 2.2, we may consider by Theorem 2.1 that the value of $m_{d}$ is relatively large. A due consideration for this is given in Section 4.2. The definition of the discriminant $D_{d}$ yields the following:

Lemma 2.3. If $d \equiv 0,1 \bmod 4$ then $D_{d}=d$. If $d \equiv 2,3 \bmod 4$ then we have $D_{d}=4 d$.

Proof.
(i) If $4 \mid d$ and $d_{1} \equiv 2,3 \bmod 4$ then $D_{d_{1}}=4 d_{1}$. As $f=d_{2} / 2$, (2.4) yields that $D_{d}=d$.
(ii) If $4 \mid d$ and $d_{1} \equiv 1 \bmod 4$ then $D_{d_{1}}=d_{1}$. As $f=d_{2}$, we have $D_{d}=d$.
(iii) If $d \equiv 1 \bmod 4$ then the factorization $d=d_{1} d_{2}^{2}$ implies that $d_{1} \equiv 1 \bmod 4$ so that $D_{d_{1}}=d_{1}$. As $f=d_{2}$, we have $D_{d}=d$.
(iv) If $d \equiv 2,3 \bmod 4$ then $4 \nmid d$ and $d=d_{1} d_{2}^{2}$ imply that $d_{2}$ is odd. Since $d_{1} \equiv 2,3$ $\bmod 4$, we have $D_{d_{1}}=4 d_{1}$ so that $D_{d}=4 d$ by $f=d_{2}$.

Thus we associate a non-square positive integer $d$ with the order of discriminant $d$ (resp. $4 d)$ when $d \equiv 0,1($ resp., $\equiv 2,3) \bmod 4$. Throughout the remainder of the present paper, we let NS be the set of all non-square positive integers and DS the set of all $D$ 's in NS satisfying $D \equiv 0$ or $1 \bmod 4$.

REmark 2.4. In [13, Tables 2 and 3], we constructed sequences $\left\{d^{\prime}(t)\right\}_{t \geq 1}$ of NS such that the calculated values of $m_{d^{\prime}(t)}$ are constant although $d^{\prime}(t)$ has a square factor. These examples motivated that for any $d$ in NS, we define the Yokoi invariant $m_{d}$ of $d$. As we shall see in Proposition 3.3, it coincides with the Yokoi invariant defined in terms of continued fractions in [13]. So, for any $d$ in NS, we can observe how the value of $m_{d}$ (and $h_{d}$ ) has changed. Under this point of view, we will consider a numerical experiment in Section 4.2.1. In order to briefly give several remarks on the above invariants of $d$, we put

$$
\mathrm{NS}_{0}:=\{d \in \mathrm{NS}|4| d \text { and } d / 4 \equiv 2,3 \bmod 4\}
$$

and then we easily see by the definition of $f_{d}$ that if $d \in \mathrm{NS}_{0}$ then $f_{d}=f_{d / 4}$. Consequently, $D_{d}=D_{d / 4}, E_{d}=E_{d / 4}, m_{d}=m_{d / 4}$ and $h_{d}=h_{d / 4}$. (Also, $d_{1} \equiv 2,3 \bmod 4$ and $d_{2} / 2$ is odd.)
(1) Let OD be the set of all orders in all real quadratic fields. If $D \in \mathrm{DS}$ then there exist uniquely a fundamental discriminant $D_{K}$ and a positive integer $f$ such that $D=D_{K} f^{2}$ (see [10, Theorem 12.11.1]). Here, $D_{K}$ is the discriminant of a real quadratic field $K=\mathbf{Q}(\sqrt{D})$. So, if $\mathcal{O}=\mathcal{O}_{f}$ is the order of conductor $f$ (of discriminant $D$ ) in $K$, we know that there exists a bijection: DS $\cong \mathrm{OD}, D \mapsto \mathcal{O}_{f}$. When $D \in \mathrm{NS}_{0}$, since $f_{D}=f_{D / 4}$ by the above, we note that $\mathcal{O}_{f_{D}}=\mathcal{O}_{f_{D / 4}}$ and $m_{D}=m_{D / 4}$. Then we can see by the definition of $f_{d}$ that $m(\mathcal{O})=m_{D}$ always holds. (For $D \in \mathrm{DS}$, if $D \in \mathrm{NS}_{0}$ then take $d:=D / 4$ and otherwise $d:=D$.) Thus the Yokoi invariant of the order $\mathcal{O}$ of discriminant $D$ coincides with that of $D$. The authors are very grateful to a certain person for carefully reading the earlier manuscript and pointing out this.
(2) For any $d$ in NS, we define $\varphi(d):=D_{d}$, and then we can prove that $\varphi$ induces a bijection from the complement NS $-\mathrm{NS}_{0}$ of the subset $\mathrm{NS}_{0}$ of NS into DS. Thus we obtain a bijection: $\mathrm{NS}-\mathrm{NS}_{0} \cong \mathrm{DS} \cong \mathrm{OD}, d \mapsto D_{d} \mapsto \mathcal{O}_{f_{d}}$. Let SF be the set of all square-free positive integers $d>1$ and $\mathrm{DS}_{f d}(\subset \mathrm{DS})$ the set of all fundamental discriminants. Since an element $d$ of SF corresponds bijectively to a field $\mathbf{Q}(\sqrt{d})$, the set SF can be identified with the set of all real quadratic fields. The map $\varphi$ induces a bijection from SF into $\mathrm{DS}_{f d}$. Since an element $d$ of $\mathrm{NS}_{0}$ is divisible by $2^{2}$, we have $\mathrm{SF} \subset \mathrm{NS}-\mathrm{NS}_{0}$.
(3) Let $\kappa_{d}:=\log \left(h_{d} \log E_{d}\right) / \log D_{d}$ which gives a sequence of Proposition 2.2. If $d \in \mathrm{NS}_{0}$ then we have $\kappa_{d}=\kappa_{d / 4}$ by the above. Therefore the limit of the sequence $\left\{\kappa_{d}\right\}_{d \in \mathrm{NS}}$ coincides with that of the sequence $\left\{\kappa_{d}\right\}_{d \in \mathrm{NS}-\mathrm{NS}_{0}}$.

## 3. Proofs

We recall a method for calculating the fundamental unit of an order by using continued fractions. First, let $\Delta$ be an element of DS and $\mathcal{O}$ the (real quadratic) order of discriminant $\Delta$. We let $\left(x_{1}, y_{1}\right)$ be the least solution of a Pell equation $x^{2}-\Delta y^{2}=4$, or $=-4$, that is, a solution in positive integers which $x_{1}+y_{1} \sqrt{\Delta}$ is the least value of $x+y \sqrt{\Delta}$, and put $\varepsilon_{\Delta}:=\left(x_{1}+y_{1} \sqrt{\Delta}\right) / 2>1$. It is known that $\varepsilon_{\Delta}$ gives the fundamental unit of $\mathcal{O}$ (see Buchmann and Vollmer [4, Theorem 8.3.5] and Jacobson and Williams [11, pp.81-82]).

LEmma 3.1. Under the above setting, $\mathcal{O}^{\times}=\left\langle-1, \varepsilon_{\Delta}\right\rangle$ holds. Namely, $\varepsilon_{\Delta}$ is the fundamental unit of $\mathcal{O}$.

Next, we let $D$ be an element of NS and put

$$
\delta=\delta(D):= \begin{cases}\sqrt{D} / 2, & \text { if } D \equiv 0 \bmod 4 \\ (1+\sqrt{D}) / 2, & \text { if } D \equiv 1 \bmod 4 \\ \sqrt{D}, & \text { if } D \equiv 2,3 \bmod 4\end{cases}
$$

It is known that if $\left(x_{1}, y_{1}\right)$ is the least solution of a Pell equation $x^{2}-D y^{2}= \pm 4$ then it is calculated from the simple continued fraction expansion of $\delta$ with period $\ell: \delta=$
$\left[a_{0}, \overline{a_{1}, \ldots, a_{\ell-1}, a_{\ell}}\right]$ as follows. We calculate positive integers $p_{\ell}, q_{\ell}$ from partial quotients $a_{0}, a_{1}, \ldots, a_{\ell-1}$ by using recurrence equations:

$$
\left\{\begin{array}{l}
p_{0}=1, p_{1}=a_{0}, p_{n}=a_{n-1} p_{n-1}+p_{n-2}  \tag{3.1}\\
q_{0}=0, q_{1}=1, q_{n}=a_{n-1} q_{n-1}+q_{n-2}, \\
r_{0}=1, r_{1}=0, r_{n}=a_{n-1} r_{n-1}+r_{n-2}
\end{array}\right.
$$

(Recurrence equations and partial quotients of a continued fraction are both numbered beginning with 0 ; The recurrence equation on $r_{n}$ shall be used below.)

PROPOSITION 3.2 ([11], pp.57-59). Under the above setting, if we put $\varepsilon_{D}=\left(x_{1}+\right.$ $\left.y_{1} \sqrt{D}\right) / 2$ then $\varepsilon_{D}=\left(s p_{\ell}-q q_{\ell}+q_{\ell} \sqrt{D}\right) / s$, where integers $s, q$ are defined by using an equation $\delta(D)=(q+\sqrt{D}) / s$. Namely, $x_{1}=2\left(s p_{\ell}-q q_{\ell}\right) / s$ and $y_{1}=2 q_{\ell} / s$.

From now on, let $d$ be a non-square positive integer. We let $d=d_{1} d_{2}^{2}$ be a factorization of $d$ as in (2.1) into positive integers with $d_{1}$ square-free, and consider a real quadratic field $K=\mathbf{Q}\left(\sqrt{d_{1}}\right)$. Let $f=f_{d}$ be a positive integer as in (2.2) and $E_{d}>1$ the fundamental unit of the order $\mathcal{O}_{f_{d}}$ in $K$.
3.1. Proof of Theorem 2.1. We let $\omega=\omega(d)$ be a quadratic irrational as in (2.9) and consider the simple continued fraction expansion of $\omega$ with period $\ell$. We calculate nonnegative integers $p_{\ell}, q_{\ell}, r_{\ell}$ from partial quotients $a_{0}, a_{1}, \ldots, a_{\ell-1}$ by using recurrence equations (3.1). We define integers $P_{0}$ and $Q_{0}$ as in Table 3.1 below and put

$$
G_{\ell}:=Q_{0} p_{\ell}-P_{0} q_{\ell} .
$$

If $\omega=(1+\sqrt{d}) / 2$ then, since $p_{\ell}=a_{0} q_{\ell}+r_{\ell}$, we have $G_{\ell}=\left(2 a_{0}-1\right) p_{\ell}+2 r_{\ell}>0$. Thus, $G_{\ell}$ is always a positive integer.

TABLE 3.1. Definition of $P_{0}, Q_{0}$ and $G_{\ell}$

| $d\left(d_{1}\right) \bmod 4$ | $\omega(d)$ | $P_{0}$ | $Q_{0}$ | $G_{\ell}$ | $T$ | $U$ | $U^{2} / T$ |
| :--- | :---: | :---: | :---: | :--- | :--- | :--- | :---: |
| $0(1 \bmod 4)$ | $\sqrt{d} / 2$ | 0 | 2 | $2 p_{\ell}$ | $2 p_{\ell}$ | $q_{\ell}$ | $q_{\ell}^{2} /\left(2 p_{\ell}\right)$ |
| $0(2,3 \bmod 4)$ | $\sqrt{d / 4}$ | 0 | 1 | $p_{\ell}$ | $2 p_{\ell}$ | $2 q_{\ell}$ | $2 q_{\ell}^{2} / p_{\ell}$ |
| 1 | $(1+\sqrt{d}) / 2$ | 1 | 2 | $2 p_{\ell}-q_{\ell}$ | $G_{\ell}$ | $q_{\ell}$ | $q_{\ell}^{2} / G_{\ell}$ |
| 2,3 | $\sqrt{d}$ | 0 | 1 | $p_{\ell}$ | $2 p_{\ell}$ | $2 q_{\ell}$ | $2 q_{\ell}^{2} / p_{\ell}$ |

Proposition 3.3. Under the above setting, the fundamental unit $E_{d}$ and the Yokoi invariant $m_{d}$ of $d$ are calculated by using the simple continued fraction expansion of the quadratic irrational $\omega(d)$ as in (2.9). Namely, we have

$$
T=2 G_{\ell} / Q_{0}, \quad U=2 q_{\ell} / Q_{0}, \quad m_{d}=\left[\frac{U^{2}}{T}\right]=\left[\frac{2 q_{\ell}^{2}}{G_{\ell} Q_{0}}\right]
$$

Proof. If $\left(x_{1}, y_{1}\right)$ is the least solution of a Pell equation $x^{2}-D_{d} y^{2}= \pm 4$ then by Lemma 3.1, we have $E_{d}=\left(x_{1}+y_{1} \sqrt{D_{d}}\right) / 2$. We see by Lemma 2.3 and the definition of $\omega(d)$ that

$$
\left\{\begin{array}{lll}
D_{d} \equiv 0 & \bmod 4, & \omega(d)=\sqrt{D_{d}} / 2, \\
D_{d} \equiv 1 & \bmod 4, & \omega(d)=\left(1+\sqrt{D_{d}}\right) / 2,
\end{array} \quad \text { if } d \not \equiv 1 \quad \bmod 4, ~ 子 1 \quad \bmod 4 .\right.
$$

Therefore, $\omega(d)=\delta\left(D_{d}\right)$. It follows from Proposition 3.2 that $x_{1}=2 p_{\ell}$ and $y_{1}=q_{\ell}$ if $d \not \equiv 1 \bmod 4$, and that $x_{1}=2 p_{\ell}-q_{\ell}$ and $y_{1}=q_{\ell}$ if $d \equiv 1 \bmod 4$. Hence,

$$
E_{d}= \begin{cases}\left(2 p_{\ell}+q_{\ell} \sqrt{D_{d}}\right) / 2, & \text { if } d \not \equiv 1 \quad \bmod 4  \tag{3.2}\\ \left(2 p_{\ell}-q_{\ell}+q_{\ell} \sqrt{D_{d}}\right) / 2, & \text { if } d \equiv 1 \quad \bmod 4\end{cases}
$$

By the definition of $T$ and $U$, we have $m_{d}=\left[U^{2} / T\right]$. We distinguish four cases to show Proposition.
(i) The case where $4 \mid d$ and $d_{1} \equiv 1 \bmod 4$. As $D_{d}=d$, we have $E_{d}=\left(2 p_{\ell}+\right.$ $\left.q_{\ell} \sqrt{d}\right) / 2$ by (3.2). Therefore, $T=2 p_{\ell}$ and $U=q_{\ell}$. By the definition of $G_{\ell}$ and $Q_{0}$, we get $T=2 G_{\ell} / Q_{0}$ and $U=2 q_{\ell} / Q_{0}$ so that $m_{d}=\left[2 q_{\ell}^{2} /\left(G_{\ell} Q_{0}\right)\right]$.
(ii) The case where $4 \mid d$ and $d_{1} \equiv 2,3 \bmod 4$. As $D_{d}=d$, we have $E_{d}=\left(2 p_{\ell}+\right.$ $\left.2 q_{\ell} \sqrt{d / 4}\right) / 2$. Therefore, $T=2 p_{\ell}=2 G_{\ell} / Q_{0}$ and $U=2 q_{\ell}=2 q_{\ell} / Q_{0}$.
(iii) The case where $d \equiv 1 \bmod 4$. As $D_{d}=d$, we have $E_{d}=\left(2 p_{\ell}-q_{\ell}+q_{\ell} \sqrt{d}\right) / 2$. Therefore, $T=2 p_{\ell}-q_{\ell}=2 G_{\ell} / Q_{0}$ and $U=q_{\ell}=2 q_{\ell} / Q_{0}$.
(iv) The case where $d \equiv 2,3 \bmod 4$. As $D_{d}=4 d$, we have $E_{d}=\left(2 p_{\ell}+2 q_{\ell} \sqrt{d}\right) / 2$. Therefore, $T=2 p_{\ell}=2 G_{\ell} / Q_{0}$ and $U=2 q_{\ell}=2 q_{\ell} / Q_{0}$. This proves our proposition.

REMARK 3.1. In [13, Definition 3.1], when $4 \nmid d$, we introduced the Yokoi invariant of $d$ in terms of continued fractions. By Proposition 3.3, we see that it coincides with our $m_{d}$. Proposition 3.3 can also be proved by using Takagi [22, Theorem 3.9], which for the maximal order $\mathcal{O}_{K}=\mathcal{O}_{1}$ is found in Ono [19, Proposition 4.16] (however, the proof also works for any order).

REMARK 3.2. In order to calculate the class number $h_{d}$ from the class number formula (2.7) for an order, we briefly explain a method for calculating the group index $e_{f}\left(=\left(\mathcal{O}_{K}^{\times}\right.\right.$: $\left.\mathcal{O}_{f}^{\times}\right)$). Let $K=\mathbf{Q}\left(\sqrt{d_{1}}\right)$ be a real quadratic field and $f$ a positive integer. Here, $d_{1}$ is a square-free positive integer with $d_{1}>1\left(d=d_{1}\right)$. We recall that $E_{d_{1}}$ is the fundamental unit of $\mathcal{O}_{K}$ with $E_{d_{1}}>1$ and let $\tilde{\omega}=\tilde{\omega}\left(d_{1}\right)$ be a quadratic irrational as in (2.3). Then it is known that $E_{d_{1}}$ is calculated from the simple continued fraction expansion of $\tilde{\omega}$ with period $\ell$ (see Proposition 3.2). Let $D$ be the discriminant of $\mathcal{O}_{K}$ and we write uniquely $E_{d_{1}}=(t+u \sqrt{D}) / 2$ with positive integers $t, u$. For each positive integer $k$, we define integers $u_{k}$ 's by a formula: $\left(t_{k}+u_{k} \sqrt{D}\right) / 2=E_{d_{1}}^{k}$, that is, a recurrence equation:

$$
t_{k}=\left(t t_{k-1}+D u u_{k-1}\right) / 2, \quad u_{k}=\left(u t_{k-1}+t u_{k-1}\right) / 2
$$

$\left(t_{0}=2, u_{0}=0\right)$. We see by (2.6) that $E_{d_{1}}^{k} \in \mathcal{O}_{f}$ if and only if $u_{k} \equiv 0 \bmod f$. Hence we have

$$
e_{f}=\min \left\{k \in \mathbf{N} \mid u_{k} \equiv 0 \quad \bmod f\right\}
$$

On the other hand, we can also calculate this value by using only the simple continued fraction expansion of $\tilde{\omega}: \tilde{\omega}=\left[a_{0}, a_{1}, \ldots\right]$. We calculate nonnegative integers $p_{n}, q_{n}$ from these partial quotients by using the recurrence equations (3.1). For brevity, we write $\tilde{\omega}=\left(P_{0}+\sqrt{d_{1}}\right) / Q_{0}$ with some integers $P_{0}, Q_{0}$ and put $G_{n}:=Q_{0} p_{n}-P_{0} q_{n}$ for all integers $n \geq 0$. Then we see by Proposition 3.3 that $E_{d_{1}}=\left(\left(2 G_{\ell} / Q_{0}\right)+\left(2 q_{\ell} / Q_{0}\right) \sqrt{d_{1}}\right) / 2$, and can prove that for any positive integer $k$, we have $E_{d_{1}}^{k}=\left(\left(2 G_{k \ell} / Q_{0}\right)+\left(2 q_{k \ell} / Q_{0}\right) \sqrt{d_{1}}\right) / 2$. It follows from this, (2.6) and the definition of $e_{f}$ that $e_{f}$ is equal to the least positive integer $k$ such that $q_{k \ell} \equiv 0$ $\bmod f$. Thus, $e_{f}$ is calculated from the simple continued fraction expansion of $\tilde{\omega}$.

We calculate several values of $T$ by using Proposition 3.3 which are needed in the proof of Theorem 2.1:

Example 3.1.

| $d$ | 2 | 3 | 5 | 6 | 7 | 8 | 10 | 11 | 12 | 13 | 14 | 15 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $T$ | 2 | 4 | 1 | 10 | 16 | 2 | 6 | 20 | 4 | 3 | 30 | 8 |
| $U$ | 2 | 2 | 1 | 4 | 6 | 2 | 2 | 6 | 2 | 1 | 8 | 2 |


| $d$ | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 26 | 27 | 28 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $T$ | 8 | 34 | 340 | 4 | 5 | 394 | 48 | 10 | 10 | 52 | 16 |
| $U$ | 2 | 8 | 78 | 1 | 1 | 84 | 10 | 4 | 2 | 10 | 6 |

PROOF OF THEOREM 2.1. It is known that $p_{\ell}^{2}-(d / 4) q_{\ell}^{2}=(-1)^{\ell}$ holds in the case where $\omega=\sqrt{d / 4}$, that $G_{\ell}^{2}-d q_{\ell}^{2}=(-1)^{\ell} Q_{0}^{2}$ holds in the case where $\omega=(1+\sqrt{d}) / 2$, and that $p_{\ell}^{2}-d q_{\ell}^{2}=(-1)^{\ell}$ holds in the case where $\omega=\sqrt{d}$ (cf. [13, Lemma 2.7]). Therefore, if we put

$$
E_{d}^{\prime}:= \begin{cases}\frac{T-U \sqrt{d / 4}}{2}, & \text { if } 4 \mid d \text { and } d_{1} \equiv 2,3 \bmod 4 \\ \frac{T-U \sqrt{d}}{2}, & \text { otherwise },\end{cases}
$$

then it follows from Proposition 3.3, the definition of $G_{\ell}$ and $Q_{0}$, and (2.8) that $E_{d} E_{d}^{\prime}=$ $(-1)^{\ell}$, so that

$$
\begin{array}{ll}
{[\mathrm{A}]:} & T^{2}-\frac{d}{4} U^{2}=(-1)^{\ell} 4 \\
{[\mathrm{~B}]:} & T^{2}-d U^{2}=(-1)^{\ell} 4 \tag{3.4}
\end{array}
$$

For brevity, we put $m:=m_{d}, E:=E_{d}$ and $E^{\prime}:=E_{d}^{\prime}$. First, we show the assertion [B].
[B-i] If $d \geq 29$ then (3.4) yields that

$$
29 \leq d \leq d U^{2}=T^{2}-(-1)^{\ell} 4 \leq T^{2}+4
$$

Therefore, $T \geq 5$. If $13<d<29$ and $d \neq 20$ then we obtain $T \geq 5$ from Example 3.1.
[B-ii, iii] We assume $d>13$. If $d=20$ then, since $\sqrt{d / 4}=\sqrt{5}=[2, \overline{4}]$, we see by Proposition 3.3 that $T=2 p_{1}=4$ and $U=q_{1}=1$, so that $E=(4+\sqrt{20}) / 2=2+\sqrt{5}$ and $m_{20}=\left[1^{2} / 4\right]=0$. Hence we have

$$
m_{20} \cdot 20=0<T<E=4.2 \cdots<U \sqrt{20}=4.4 \cdots<T+1 \leq 20=\left(m_{20}+1\right) \cdot 20
$$

which proves (2.11):

$$
m d<T<E<U \sqrt{d}<T+1 \leq(m+1) d
$$

So, we assume $d \neq 20$ from now on. Then we have $T \geq 5$ by the assertion [B-i]. Let $r$ be the remainder of the division of $U^{2}$ by $T$. As $m=\left[U^{2} / T\right]$, we have $U^{2}=T m+r$ and $0 \leq r<T$. If we assume $r=0$ then $U^{2}=T m$. By substituting this for (3.4), we obtain $T(T-d m)=(-1)^{\ell} 4$, so that $T \mid 4$. This contradicts $T \geq 5$. Hence, $r>0$. Since

$$
T-m d=\frac{1}{T}\left(T^{2}-m d T\right)=\frac{1}{T}\left\{T^{2}-d\left(U^{2}-r\right)\right\}=\frac{1}{T}\left(d r+(-1)^{\ell} 4\right)
$$

by (3.4), we have $T-m d \geq \frac{1}{T}\left(d+(-1)^{\ell} 4\right)>0$. Therefore, $m d<T$ which implies the first inequality of (2.10):

$$
m d \leq T-1<U \sqrt{d}<E<T<(m+1) d
$$

and that of (2.11). Furthermore, since

$$
\begin{aligned}
(m+1) d-T & =\frac{1}{T}\left(d T+d T m-T^{2}\right)=\frac{1}{T}\left\{d T+d\left(U^{2}-r\right)-T^{2}\right\} \\
& =\frac{1}{T}\left\{d(T-r)+d U^{2}-T^{2}\right\}=\frac{1}{T}\left(d(T-r)-(-1)^{\ell} 4\right)
\end{aligned}
$$

by (3.4), $T-r \geq 1$ yields that $(m+1) d-T \geq \frac{1}{T}\left(d-(-1)^{\ell} 4\right)>0$. Therefore, $T<(m+1) d$. This shows the last inequalities of (2.10) and (2.11). To prove the remaining inequalities, we use the following:

$$
\begin{align*}
& E-U \sqrt{d}=(T-U \sqrt{d}) / 2=E^{\prime}  \tag{3.5}\\
& E-T=(-T+U \sqrt{d}) / 2=-E^{\prime} \tag{3.6}
\end{align*}
$$

(I) The case where $\ell$ is even. Since $E E^{\prime}=1$ and $E>0, E^{\prime}>0$. By (3.5) and (3.6), we have $U \sqrt{d}<E$ and $E<T$. Thus the third and fourth inequalities of (2.10) hold. We
see by (3.4) that $T^{2}-4=d U^{2}$. Since the left hand side of it is positive by $T \geq 5$, we have $\sqrt{T^{2}-4}=U \sqrt{d}$. Since

$$
{\sqrt{T^{2}-4}}^{2}-(T-1)^{2}=2 T-5 \geq 5>0
$$

we obtain $U \sqrt{d}=\sqrt{T^{2}-4}>T-1$, which proves the second inequality of (2.10).
(II) The case where $\ell$ is odd. Since $E E^{\prime}=-1$ and $E>0, E^{\prime}<0$. By (3.5) and (3.6), we have $E<U \sqrt{d}$ and $T<E$. Thus the second and third inequalities of (2.11) hold. We see by (3.4) that $T^{2}+4=d U^{2}$ so that $\sqrt{T^{2}+4}=U \sqrt{d}$. Since

$$
(T+1)^{2}-{\sqrt{T^{2}+4}}^{2}=2 T-3 \geq 7>0
$$

we have $T+1>\sqrt{T^{2}+4}=U \sqrt{d}$, which proves the fourth inequality of (2.11). Thus we obtain the assertion [B].
[A] Replacing $d$ and (3.4) by $d / 4$ and (3.3), we make the same argument as in [B]. First, we show that if $d>12$ then $T \geq 5$. By the argument as in [B-i], we see that if $d / 4 \geq 29$ then $T \geq 5$. Let $3<d / 4 \leq 28$. From Proposition 3.3, we can calculate the value of $T$ by using the simple continued fraction expansion of $\omega=\sqrt{d / 4}$. Since $d / 4$ is non-square, $d / 4=d_{1}\left(d_{2} / 2\right)^{2}$ and $d_{1} \equiv 2,3 \bmod 4$, we may calculate it when

$$
d / 4=6,7,8,10,11,12,14,15,18,19,22,23,24,26,27,28
$$

If $4 \nmid(d / 4)$ then, as $d_{2} / 2$ is odd, we have $d / 4 \equiv d_{1} \equiv 2,3 \bmod 4$. Therefore the value of $T$ is already obtained from Proposition 3.3 (Table 3.1) in Example 3.1. Hence, $T \geq 5$. If $4 \mid(d / 4)$ then we obtain the following table:

| $d / 4$ | 8 | 12 | 24 | 28 |
| ---: | ---: | ---: | ---: | ---: |
| $T=2 p_{\ell}$ | 6 | 14 | 10 | 254 |
| $U=2 q_{\ell}$ | 2 | 4 | 2 | 48 |

Hence, $T \geq 5$. Thus, if $d>12$ then we have $T \geq 5$. Next, by replacing $d$ by $d / 4$ and using (3.3), we see from the same argument as in [B-ii, iii] that the assertion [A] holds. This completes the proof.
3.2. Proof of Proposition 2.2. Let $D$ be a non-square positive integers satisfying $D \equiv 0,1 \bmod 4$, that is, $D \in \mathrm{DS}$, and $h(D)$ the number of equivalent classes (defined by $S L_{2}(\mathbf{Z})$ ) of primitive integral binary quadratic forms with discriminant $D$. We also let ( $x_{0}, y_{0}$ ) be the least solution of a Pell equation $x^{2}-D y^{2}=4$ and put $\varepsilon_{D}:=\left(x_{0}+y_{0} \sqrt{D}\right) / 2$.

Proposition 3.4 ([10], Theorem 12.15.4). Under the above setting, we have

$$
\lim _{D \rightarrow \infty} \frac{\log \left(h(D) \log \varepsilon_{D}\right)}{\log D}=\frac{1}{2} .
$$

Here, $D$ ranges over all elements of DS for which $D \rightarrow \infty$.

Though Proposition 2.2 can be shown by using Proposition 3.4, we will prove it in terms of ideals to make the paper readable and self-contained. For brevity, we put

$$
\kappa_{d}:=\frac{\log \left(h_{d} \log E_{d}\right)}{\log D_{d}} .
$$

By Remark 2.4, the limit of the sequence $\left\{\kappa_{d}\right\}_{d \in \text { NS }}$ coincides with that of the sequence $\left\{\kappa_{d}\right\}_{d \in \mathrm{NS}-\mathrm{NS}_{0}}$. For a non-square positive integer $d$, we also put

$$
r_{d}:=\frac{2 h_{d} \log E_{d}}{\sqrt{D_{d}}} .
$$

As $E_{d}=E_{d_{1}}^{e_{f}}$ by (2.5), we have $\log E_{d}=e_{f} \log E_{d_{1}}$. Since $h_{d}=h_{d_{1}} f a_{f} / e_{f}$ by (2.7), we obtain $h_{d} \log E_{d}=f a_{f} h_{d_{1}} \log E_{d_{1}}$. As $D_{d}=D_{d_{1}} f^{2}$ by (2.4), we have $f=\sqrt{D_{d}} / \sqrt{D_{d_{1}}}$. Therefore, since

$$
h_{d} \log E_{d}=\frac{\sqrt{D_{d}} a_{f} h_{d_{1}} \log E_{d_{1}}}{\sqrt{D_{d_{1}}}}
$$

we obtain

$$
\begin{equation*}
r_{d}=a_{f} r_{d_{1}} \tag{3.7}
\end{equation*}
$$

It is known that $r_{d_{1}}=L\left(1, \chi_{d_{1}}\right)$ (Narkiewicz [18, Theorem 8.6]), where $L\left(s, \chi_{d_{1}}\right):=$ $\sum_{n=1}^{\infty} \chi_{d_{1}}(n) / n^{s}$ denotes Dirichlet's $L$-function. ( $r_{d_{1}}$ is equal to the residue at $s=1$ of Dedekind's zeta-function $\zeta_{\mathbf{Q}\left(\sqrt{d_{1}}\right)}(s)$ for a real quadratic field $\mathbf{Q}\left(\sqrt{d_{1}}\right)$.) To prove Proposition 2.2, we need an estimate for $r_{d_{1}}$ from above (Lemma 3.5) and that for $r_{d_{1}}$ from below (Proposition 3.6), which are used in the proof of a (original) theorem of Siegel [21] ([18, Theorem 8.14]).

Lemma 3.5 ([18], Lemma 8.16). $\quad r_{d_{1}}=L\left(1, \chi_{d_{1}}\right)<3 \log D_{d_{1}}$.
Proposition 3.6 ([18], Lemma 8.17). Let $\varepsilon$ be a positive number. Then there is a positive constant $B_{1}=B_{1}(\varepsilon)$ such that for any square-free positive integer $d_{1}>1$, we have $r_{d_{1}} \geq B_{1} D_{d_{1}}^{-\varepsilon}$.

Furthermore we need an estimate for $a_{f}$ from above. For any positive integer $n$, we define

$$
\phi(n):=\prod_{p \mid n}\left(1+\frac{1}{p}\right)
$$

where $p$ ranges over all distinct prime divisors of $n$. Since $\chi_{d_{1}}(p) \in\{-1,0,1\}$, we have $a_{f} \leq \phi(f)$. Therefore we need an estimate for $\phi(n)$ from above to obtain that for $a_{f}$ from above:

Proposition 3.7. There is a positive number $c$ such that for any positive integer $n \geq 3$, we have $\phi(n)<c \log \log n$.

If $\varphi(n)$ is Euler's function then, since

$$
\frac{n}{\varphi(n)}=\prod_{p \mid n}\left(1-\frac{1}{p}\right)^{-1}=\prod_{p \mid n}\left(\sum_{k=0}^{\infty} \frac{1}{p^{k}}\right) \geq \phi(n)
$$

Proposition 3.8 below implies Proposition 3.7.
Proposition 3.8 (Apostol [1], Theorem 13.14 (a)). There is a positive number $c$ such that for any positive integer $n \geq 3$, we have $\varphi(n)>c n / \log \log n$.

Proof of Proposition 2.2. It follows from the definition of $r_{d}$ and (3.7) that

$$
\begin{equation*}
h_{d} \log E_{d}=r_{d} \sqrt{D_{d}} / 2=a_{f} r_{d_{1}} \sqrt{D_{d}} / 2 . \tag{3.8}
\end{equation*}
$$

First, we give an estimate for $\kappa_{d}$ from above. As $D_{d}=D_{d_{1}} f^{2}, D_{d} \geq D_{d_{1}}$. Lemma 3.5 yields that

$$
r_{d_{1}}<3 \log D_{d_{1}} \leq 3 \log D_{d}
$$

Hence we see by (3.8) that

$$
h_{d} \log E_{d}<\left(3 a_{f} / 2\right) \cdot\left(\log D_{d}\right) \sqrt{D_{d}} .
$$

Note that $D_{d} \geq 3$. Then we have

$$
\log \left(h_{d} \log E_{d}\right)<\log \left(3 a_{f} / 2\right)+\log \log D_{d}+\frac{1}{2} \log D_{d}
$$

so that

$$
\kappa_{d}<\frac{\log \left(3 a_{f} / 2\right)}{\log D_{d}}+\frac{\log \log D_{d}}{\log D_{d}}+\frac{1}{2} .
$$

Let $c$ be a positive number as in Proposition 3.7. As $3 f \geq 3$, we have $\phi(3 f)<c \log \log (3 f)$. Since $D_{d}=D_{d_{1}} f^{2}$, we have $D_{d}>f^{2}$ so that $f<\sqrt{D_{d}}$. By the definition of $\phi(n)$, we obtain

$$
\begin{equation*}
a_{f} \leq \phi(f) \leq \phi(3 f)<c \log \log (3 f)<c \log \log \left(3 \sqrt{D_{d}}\right) \tag{3.9}
\end{equation*}
$$

Let $c^{\prime}$ be a positive number as in Proposition 3.8. On the other hand, $\chi_{d_{1}}(p) \in\{-1,0,1\}$ and $f \mid D_{d}$ imply that

$$
\begin{equation*}
a_{f} \geq \prod_{p \mid f}\left(1-\frac{1}{p}\right) \geq \prod_{p \mid D_{d}}\left(1-\frac{1}{p}\right)=\varphi\left(D_{d}\right) / D_{d}>\frac{c^{\prime}}{\log \log D_{d}} . \tag{3.10}
\end{equation*}
$$

By (3.9) and (3.10), we have

$$
\frac{\log \left(3 c^{\prime} / 2\right)}{\log D_{d}}-\frac{\log \log \log D_{d}}{\log D_{d}}<\frac{\log \left(3 a_{f} / 2\right)}{\log D_{d}}<\frac{\log \left\{3 c \log \log \left(3 \sqrt{D_{d}}\right) / 2\right\}}{\log D_{d}}
$$

Since we see by Lemma 2.3 that $D_{d} \rightarrow \infty$ as $d \rightarrow \infty$, we obtain

$$
\frac{\log \left(3 a_{f} / 2\right)}{\log D_{d}} \longrightarrow 0, \quad \text { and furthermore, } \quad \frac{\log \log D_{d}}{\log D_{d}} \longrightarrow 0
$$

Next, we give an estimate for $\kappa_{d}$ from below. Let $\varepsilon$ be an arbitrary positive number and $B_{1}=B_{1}(\varepsilon)$ a positive constant as in Proposition 3.6. Then, $r_{d_{1}} \geq B_{1} D_{d_{1}}^{-\varepsilon}$. As $D_{d} \geq D_{d_{1}}>1$, we have $D_{d_{1}}^{-\varepsilon} \geq D_{d}^{-\varepsilon}$, so that $r_{d_{1}} \geq B_{1} D_{d}^{-\varepsilon}$. We see by (3.8) that

$$
h_{d} \log E_{d} \geq a_{f}\left(B_{1} / 2\right) D_{d}^{1 / 2-\varepsilon}
$$

Therefore,

$$
\kappa_{d} \geq \frac{\log a_{f}}{\log D_{d}}+\frac{\log \left(B_{1} / 2\right)}{\log D_{d}}+\frac{1}{2}-\varepsilon
$$

As $d \rightarrow \infty$, since $\log \left(3 a_{f} / 2\right) / \log D_{d} \rightarrow 0$, we obtain

$$
\frac{\log a_{f}}{\log D_{d}} \longrightarrow 0, \quad \text { and furthermore, } \quad \frac{\log \left(B_{1} / 2\right)}{\log D_{d}} \longrightarrow 0
$$

Since $\varepsilon$ is chosen arbitrarily, we see by the above that $\kappa_{d} \rightarrow 1 / 2$ as $d \rightarrow \infty$. This completes the proof.

## 4. Gauss' class number problem

We introduce another representation (Lemma 4.1) of the Yokoi invariant $m_{d}$ by using Proposition 3.3. In Section 4.1, we show by using this representation that the Yokoi invariant of $d$ is small for any positive integer $d$ that is not of minimal type. On the other hand, for a non-square positive integer $d$, we discuss a sufficient condition for the value of $m_{d}$ to be large in Section 4.2, and give an interesting numerical data.
4.1. Yokoi invariants of positive integers that are not of minimal type. Let $d$ be a non-square positive integer, that is, $d \in \mathrm{NS}$. We let $d=d_{1} d_{2}^{2}$ be a factorization of $d$ as in (2.1) into positive integers with $d_{1}$ square-free, and consider the simple continued fraction expansion of a quadratic irrational as in (2.9): $\omega=\omega(d)=\left[a_{0}, \overline{a_{1}, \ldots, a_{\ell-1}, a_{\ell}}\right]$. We calculate

$$
A:=q_{\ell}, \quad B:=q_{\ell-1}, \quad C:=r_{\ell-1}
$$

by using the symmetric part $a_{1}, \ldots, a_{\ell-1}$ and define polynomials $g(x), h(x)$ of degree 1 and a quadratic polynomial $f(x)$ in $\mathbf{Z}[x]$ by putting

$$
g(x):=A x-(-1)^{\ell} B C, \quad h(x):=B x-(-1)^{\ell} C^{2}, \quad f(x):=g(x)^{2}+4 h(x) .
$$

Furthermore, we let $s_{0}$ be the least integer $s$ for which $g(s)>0$, that is, $s>(-1)^{\ell} B C / A$. Then, according to whether $d \equiv 0, d \equiv 1$ or $d \equiv 2,3 \bmod 4$, there exists uniquely an integer $s \geq s_{0}$ such that $d / 4=f(s) / 4, d=f(s)$ or $d=f(s) / 4$. This is known by a theorem of Friesen and Halter-Koch (the assertion [B] of [12, Theorem 3.1]) which is an improvement of results of Friesen [7] and of Halter-Koch [9]. Here, if $s=s_{0}$ then we say that $d / 4, d$ or $d$ is a positive integer with period $\ell$ of minimal type for $\sqrt{d / 4},(1+\sqrt{d}) / 2$ or $\sqrt{d}([12$, Definition 3.1]). For brevity, we put

$$
\lambda:=\frac{A^{2}}{g(s) A+2 B} .
$$

Lemma 4.1. Under the above setting, if " $4 \mid d$ and $d_{1} \equiv 1 \bmod 4$ " or $d \equiv 1$ $\bmod 4$, then $m_{d}=[\lambda]$. If " $4 \mid d$ and $d_{1} \equiv 2,3 \bmod 4$ " or $d \equiv 2,3 \bmod 4$, then we have $m_{d}=[4 \lambda]$.

Proof. If $d \not \equiv 1 \bmod 4$ then the definition of $G_{\ell}$ and $Q_{0}$ on Table 3.1 implies that $p_{\ell}=G_{\ell} / Q_{0}$. Therefore, as $p_{\ell}=a_{0} q_{\ell}+r_{\ell}$, we see that

$$
a_{\ell} q_{\ell}=2 a_{0} q_{\ell}=2\left(\left(G_{\ell} / Q_{0}\right)-r_{\ell}\right) .
$$

If $d \equiv 1 \bmod 4$ then we similarly see by $Q_{0}=2$ that

$$
a_{\ell} q_{\ell}=\left(2 a_{0}-1\right) q_{\ell}=2\left(\left(G_{\ell} / Q_{0}\right)-r_{\ell}\right)
$$

It follows from $q_{\ell-1}=r_{\ell}$ (the equation (2.5) of [12, Lemma 2.1]) that

$$
g(s) A+2 B=a_{\ell} q_{\ell}+2 q_{\ell-1}=2\left(\left(G_{\ell} / Q_{0}\right)-r_{\ell}\right)+2 q_{\ell-1}=2\left(G_{\ell} / Q_{0}\right)
$$

Hence we obtain

$$
\lambda=\frac{q_{\ell}^{2}}{2\left(G_{\ell} / Q_{0}\right)}
$$

First, we assume that " $4 \mid d$ and $d_{1} \equiv 1 \bmod 4$ " or $d \equiv 1 \bmod 4$. As $Q_{0}=2$, we have $\lambda=q_{\ell}^{2} / G_{\ell}=\left(2 q_{\ell}^{2}\right) /\left(G_{\ell} Q_{0}\right)$. Hence Proposition 3.3 implies that $[\lambda]=m_{d}$. Next, we assume that " $4 \mid d$ and $d_{1} \equiv 2,3 \bmod 4$ " or $d \equiv 2,3 \bmod 4$. As $Q_{0}=1$, we have $4 \lambda=\left(2 q_{\ell}^{2}\right) / G_{\ell}=\left(2 q_{\ell}^{2}\right) /\left(G_{\ell} Q_{0}\right)$. Hence Proposition 3.3 implies that $[4 \lambda]=m_{d}$. This proves our lemma.

By using Lemma 4.1, the exact same calculation in [12, Proposition 4.2] yields the following:

PROPOSITION 4.2. According to whether $d \equiv 0, d \equiv 1$ or $d \equiv 2,3 \bmod 4$, we assume that $d / 4, d$ or $d$ is a positive integer with period $\ell$ that is not of minimal type for $\sqrt{d / 4},(1+\sqrt{d}) / 2$ or $\sqrt{d}$. Then, if " $4 \mid d$ and $d_{1} \equiv 1 \bmod 4$ " or $d \equiv 1 \bmod 4$, then $m_{d}=0$. If " $4 \mid d$ and $d_{1} \equiv 2,3 \bmod 4$ " or $d \equiv 2,3 \bmod 4$, then we have $0 \leq m_{d} \leq 3$.
4.2. Large values of Yokoi invariants. Under the above setting, we assume that $4 \nmid d$ to study the class number of a real quadratic field. For brevity, we denote by $\ell(d)$ the period of $\omega=\omega(d)$. We assume that the value of $A$ is "close to" that of $B$ and give a rough guess. Then we see by the definition of $\lambda$ that the value of $\lambda$ is "close to" that of $A /(g(s)+2)$. Therefore, if the value of $g(s)$ is small then that of $\lambda$ is large. When $\omega=(1+\sqrt{d}) / 2$ (resp., $=\sqrt{d}$ ), we have $g(s)=2 a_{0}-1$ (resp., $=2 a_{0}$ ). Here, $a_{0}=[\omega]=[(1+\sqrt{d}) / 2]$ (resp., $=[\sqrt{d}]$ ). So, if the value of $a_{0}$ or $d$ is small then that of $g(s)$ is small. Since the value of $m_{d}$ is determined by that of $\lambda$ by Lemma 4.1, hence, we can deduce that when the value of $d$ is small, that of $m_{d}$ is relatively large. If this is the case then Theorem 2.1 implies that the fundamental unit $E_{d}$ is relatively large (Remark 2.2). Then we can expect by Proposition 2.2 that the class number $h_{d}$ is relatively small (Remark 2.3). We shall report the results of a numerical experiment based on this deduction.

For any positive integer $\ell$ and $\delta=1,2,3$, we consider a set

$$
\mathrm{CF}_{\ell, \delta}:=\{d \in \mathrm{NS} \mid \ell=\ell(d) \text { and } d \equiv \delta \quad \bmod 4\}
$$

that is, the set of all non-square positive integers $d$ such that $\ell=\ell(d)$ and $d \equiv \delta \bmod 4$, and put

$$
\mathrm{CF}_{\ell}:=\mathrm{CF}_{\ell, 1} \cup \mathrm{CF}_{\ell, 2} \cup \mathrm{CF}_{\ell, 3}
$$

The set $\mathrm{CF}_{\ell}$ is that of all non-square positive integers $d$ such that $\ell=\ell(d)$ and $4 \nmid d$. It is known that if $d \equiv 3 \bmod 4$ then the period of $\sqrt{d}$ is even. (Since $d \equiv 3 \bmod 4$, there is a prime divisor $p$ of $d$ such that $p \equiv 3 \bmod 4$. It is known that $p_{\ell}^{2}-d q_{\ell}^{2}=(-1)^{\ell(d)}$ holds (cf. [13, Lemma 2.7]). If $\ell(d)$ is odd then this implies that -1 is a quadratic residue modulo $p$, which is impossible.) Therefore when $\ell$ is odd, $\mathrm{CF}_{\ell, 3}$ is empty: $\mathrm{CF}_{\ell, 3}=\emptyset$. So, we assume from now on that $\ell$ is even if $\delta=3$. Then, for any positive integer $\ell$ and $\delta=1,2$, 3, we see by Proposition 4.3 below that

$$
\mathrm{CF}_{\ell, \delta} \neq \emptyset, \quad \text { and hence, } \mathrm{CF}_{\ell} \neq \emptyset
$$

We define sequences $\left\{c_{n}\right\}_{n \geq 0},\left\{e_{n}\right\}_{n \geq 0}$ and $\left\{f_{n}\right\}_{n \geq 0}$ by putting

$$
\left\{\begin{array}{l}
c_{0}=0, c_{1}=1, c_{n}=4 c_{n-1}+c_{n-2} \\
e_{0}=0, e_{1}=1, e_{n}=2 e_{n-1}+e_{n-2} \\
f_{0}=0, f_{1}=1, f_{n}=f_{n-1}+f_{n-2}
\end{array}\right.
$$

where $\left\{f_{n}\right\}_{n \geq 0}$ is the Fibonacci sequence. Proposition 4.3 [I-ii], [II-iii] and [III-ii] were proved in Tomita and Yamamuro [24, Theorems 2 and 3]. Though the other assertions are shown by
using a theorem of Friesen and Halter-Koch, we state them without proofs. (Each positive integer $N_{\ell, \delta}$ is not of minimal type and is relatively large. Cf. [12, Example 3.5]).

Proposition 4.3. Let $\ell$ be a positive integer. For $\delta=1,2$, 3, we give a positive integer $N=N_{\ell, \delta}$ below.
[I] We can obtain the simple continued fraction expansion of $(1+\sqrt{N}) / 2$ with period $\ell$ such that $N \equiv 1 \bmod 4$, if we put a positive integer $N=N_{\ell, 1}$ as follows.
(i) When $3 \mid \ell$, if we put $N:=\left(f_{\ell}+1\right)^{2}+4\left(f_{\ell-1}+1\right)$ then

$$
(1+\sqrt{N}) / 2=[\left(f_{\ell}+2\right) / 2, \underbrace{\overline{1,1, \ldots, 1}, f_{\ell}+1}_{\ell-1 \text { times }}] .
$$

(ii) When $3 \nmid \ell$, if we put $N:=\left(2 f_{\ell}+1\right)^{2}+4\left(2 f_{\ell-1}+1\right)$ then

$$
(1+\sqrt{N}) / 2=[f_{\ell}+1, \underbrace{\overline{1,1, \ldots, 1}, 2 f_{\ell}+1}_{\ell-1 \text { times }}]
$$

[II] We can obtain the simple continued fraction expansion of $\sqrt{N}$ with period $\ell$ such that $N \equiv 2 \bmod 4$, if we put a positive integer $N=N_{\ell, 2}$ as follows.
(i) When $\ell \equiv 0 \bmod 4$, or $\ell \equiv 3,7,9 \bmod 12$, if we put $N:=\left(2 e_{\ell}+1\right)^{2}+4 e_{\ell-1}+$ 1 then

$$
\sqrt{N}=[2 e_{\ell}+1, \underbrace{\overline{2,2, \ldots, 2}, 4 e_{\ell}+2}_{\ell-1 \text { times }}] .
$$

(ii) When $\ell \equiv 2 \bmod 4$, if we put $N:=\left(\left(e_{\ell}+2\right) / 2\right)^{2}+e_{\ell-1}+1$ then

$$
\sqrt{N}=[\left(e_{\ell}+2\right) / 2, \underbrace{\overline{2,2, \ldots, 2}, e_{\ell}+2}_{\ell-1 \text { times }}] .
$$

(iii) When $\ell \equiv 1 \bmod 12$, if we put $N:=\left(\left(f_{\ell}+1\right) / 2\right)^{2}+f_{\ell-1}+1$ then

$$
\sqrt{N}=[\left(f_{\ell}+1\right) / 2, \underbrace{\overline{1,1, \ldots, 1}, f_{\ell}+1}_{\ell-1 \text { times }}] .
$$

(iv) When $\ell \equiv 5,11 \bmod 12$, if we put $N:=\left(\left(3 f_{\ell}+1\right) / 2\right)^{2}+3 f_{\ell-1}+1$ then

$$
\sqrt{N}=[\left(3 f_{\ell}+1\right) / 2, \underbrace{\overline{1,1, \ldots, 1}, 3 f_{\ell}+1}_{\ell-1 \text { times }}] .
$$

[III] Let $\ell \geq 2$ be an even integer. Then we can obtain the simple continued fraction expansion of $\sqrt{N}$ with period $\ell$ such that $N \equiv 3 \bmod 4$, if we put a positive integer $N=N_{\ell, 3}$ as follows.
(i) When $\ell \equiv 0 \bmod 4$, if we put $N:=\left(\left(e_{\ell}+2\right) / 2\right)^{2}+e_{\ell-1}+1$ then

$$
\sqrt{N}=[\left(e_{\ell}+2\right) / 2, \underbrace{2,2, \ldots, 2}_{\ell-1 \text { times }}, e_{\ell}+2] .
$$

(ii) When $\ell \equiv 2,10 \bmod 12$, if we put $N:=\left(\left(f_{\ell}+1\right) / 2\right)^{2}+f_{\ell-1}+1$ then

$$
\sqrt{N}=[\left(f_{\ell}+1\right) / 2, \underbrace{1,1, \ldots, 1}_{\ell-1 \text { times }}, f_{\ell}+1] .
$$

(iii) When $\ell \equiv 6 \bmod 12$, if we put $N:=\left(c_{\ell}+2\right)^{2}+2 c_{\ell-1}+1$ then

$$
\sqrt{N}=[c_{\ell}+2, \underbrace{\overline{4,4, \ldots, 4}, 2 c_{\ell}+4}_{\ell-1 \text { times }}] .
$$

4.2.1. Conjectures and questions. From now on, we put

$$
X:=\left\{d \in \mathrm{NS} \mid 4 \nmid d \text { and } 2 \leq d \leq 5 \times 10^{8}\right\}
$$

which has 374988820 elements and first consider the set $\mathrm{CF}_{\ell} \cap X$. If we put $\alpha_{X}:=$ $\max \{\ell(d) \mid d \in X\}$ then $\alpha_{X}=69342$ and $\min \mathrm{CF}_{\alpha_{X}}=487067494$. Also, if we let $\beta_{X}$ be the maximum of consecutive periods $\ell(d), d \in X$ then $\beta_{X}=50394$ and $\min \mathrm{CF}_{\beta_{X}}=$ 351665659. This means that $\mathrm{CF}_{\ell} \cap X \neq \emptyset$ for all $\ell, 1 \leq \ell \leq \beta_{X}$ but $\mathrm{CF}_{\beta_{X}+1} \cap X=\emptyset$. So, when $1 \leq \ell \leq \beta_{X}$, let $d_{\ell}$ be the minimal element of $\mathrm{CF}_{\ell} \cap X: d_{\ell}=\min \left(\mathrm{CF}_{\ell} \cap X\right)$. From Table 1.1 we have $d_{1}=2, d_{2}=3, d_{3}=17$, and $d_{4}=7, \ldots$. First, let $1 \leq \ell \leq \beta_{X}=50394$. Then, if $\ell \neq 7,11,49,225,299$ then $h_{d_{\ell}}=1$ always holds. (According to whether $\ell=7$, $11,49,225$ or 299 , we have $d_{\ell}=58,265,2746,40954$ or 64234 and then $h_{d_{\ell}}=2$.) Next, let $\beta_{X}<\ell \leq \alpha_{X}=69342$. Then, if $\mathrm{CF}_{\ell} \cap X \neq \emptyset$ then $h_{d_{\ell}}=1$ holds. Furthermore, when $1 \leq \ell \leq \alpha_{X}, d_{\ell}$ has a square factor only for $\ell=1032$ (see Table 4.2 below). Also, if $d \in \mathrm{CF}_{\ell}$ is close to $d_{\ell}=\min \mathrm{CF}_{\ell}$ then we can observe that the class number $h_{d}$ is relatively small, as we have expected as above (cf. Tables 4.1 and 4.2 below). Hence we pose the following conjecture:

CONJECTURE 4.1. Let $\ell$ be any positive integer and $d_{\ell}$ the minimal element of $\mathrm{CF}_{\ell}$ : $d_{\ell}=\min \mathrm{CF}_{\ell}$. Then, if $\ell \neq 7,11,49,225,299,1032$ then $d_{\ell}$ is square-free and $h_{d_{\ell}}=1$.

REMARK 4.1. Let $d>1$ be a square-free positive integer. If $h_{d}$ is odd then we see by genus theory that $d$ is of the form $d=q, 2 q, q_{1} q_{2}, p$, or 2 . Here, $q$ and $q_{i}$ are prime numbers that are congruent to 3 modulo 4 , and $p$ is a prime number that is congruent to 1 modulo 4 . Furthermore, the period $\ell(d)$ for the former three $d$ 's is even and that for the latter two $d$ 's is odd.

We let $\ell$ be a positive integer such that $\ell \neq 1,7,11,49,225,299,1032$, and assume that Conjecture 4.1 is true. Then, when $\ell$ is even, if $d_{\ell} \equiv 1$ (resp., $\left.\equiv 2,3\right) \bmod 4$ then $d_{\ell}$ becomes of the form $d_{\ell}=q_{1} q_{2}$ (resp., $=2 q,=q$ ). When $\ell$ is odd, $d_{\ell}$ becomes a prime number satisfying $d_{\ell} \equiv 1 \bmod 4$.

In the exceptional period 7 of Conjecture 4.1, we arrange 10 values of $d$ in ascending order of size on Table 4.1 below. Here, a factorization of $d$ into prime numbers is given and we put mtype $:=1$ or 0 according to whether $d$ is of minimal type for $\omega(d)$ or not (cf. the beginning of Section 4.1). We see from Table 4.1 that $h_{d}=1$ holds for the second value $d\left(=d_{7,1}\right)=89$, and if $d$ is close to $d_{7}=58$ then $h_{d}$ is equal to 1 .

TABLE 4.1. 10 values of $d$ in the period 7

| $d$ | $d \bmod 4$ | Factorization of $d$ | $h_{d}$ | mtype |
| :---: | :---: | ---: | :---: | :---: |
| 58 | 2 | $2 \cdot 29$ | 2 | 0 |
| 89 | 1 | 89 | 1 | 1 |
| 109 | 1 | 109 | 1 | 1 |
| 113 | 1 | 113 | 1 | 1 |
| 137 | 1 | 137 | 1 | 1 |
| 202 | 2 | $2 \cdot 101$ | 2 | 1 |
| 250 | 2 | $2 \cdot 5^{3}$ | 2 | 1 |
| 274 | 2 | $2 \cdot 137$ | 4 | 1 |
| 314 | 2 | $2 \cdot 157$ | 2 | 0 |
| 373 | 1 | 373 | 1 | 1 |

Next, we arrange 10 values of $d$ in ascending order of size in the exceptional period 1032 on Table 4.2 below. From Table 4.2, we see that $d_{1032}\left(=d_{1032,1}\right)=366961$ has the square factor $7^{2}$. But the next value $d\left(=d_{1032,2}\right)=403246$ is square-free and $h_{d}=1$. The Yokoi invariant is very large:

$$
\begin{aligned}
m_{403246}= & 162793603359918076952882046454420442277320600604259 \\
& 65416449807379466124478841618640252395194526626749 \\
& 94986445047551147967850962356332602074597553613724 \\
& 49552707296596904972082774010461701170845398521474 \\
& 54878153672633826755800608304904511103085109061575 \\
& 80688432034169006988215301209219125746887783179918 \\
& 18320050447293908906284700394280567644696582414862 \\
& 49423848748980899019315369451676127446218266963906 \\
& 55972120594303693386552235824244979773440420531124 \\
& 76494525947400378750105979070952238838051612441650 \\
& 261814313400803468069574664378679650177374498 .
\end{aligned}
$$

Also, if $d$ is close to $d_{1032}$ then $h_{d}$ is equal to 1 .

TABLE 4.2. 10 values of $d$ in the period 1032

| $d$ | $d \bmod 4$ | Factorization of $d$ | $h_{d}$ | mtype |
| :---: | :---: | ---: | :---: | :---: |
| 366961 | 1 | $7^{2} \cdot 7489$ | 1 | 1 |
| 403246 | 2 | $2 \cdot 201623$ | 1 | 1 |
| 409561 | 1 | $23 \cdot 17807$ | 1 | 1 |
| 419721 | 1 | $3 \cdot 139907$ | 1 | 1 |
| 421873 | 1 | $43 \cdot 9811$ | 1 | 1 |
| 434446 | 2 | $2 \cdot 217223$ | 1 | 1 |
| 453457 | 1 | $467 \cdot 971$ | 1 | 1 |
| 466558 | 2 | $2 \cdot 233279$ | 1 | 1 |
| 478041 | 1 | $3 \cdot 159347$ | 1 | 1 |
| 497121 | 1 | $3 \cdot 165707$ | 1 | 1 |

Next, we consider the set $\mathrm{CF}_{\ell, \delta} \cap X$ and put

$$
\alpha_{X, \delta}:=\max \{\ell(d) \mid d \in X \text { and } d \equiv \delta \quad \bmod 4\}
$$

We denote by $\beta_{X, \delta}$ the maximum of consecutive periods $\ell(d), d \in X, d \equiv \delta \bmod 4$. First, we let $\delta=1$. Then, $\alpha_{X, 1}=64006$ and $\min \mathrm{CF}_{\alpha_{X, 1}, 1}=487606729$. Also, $\beta_{X, 1}=49635$ and $\min \mathrm{CF}_{\beta_{X, 1}, 1}=465230089$. When $1 \leq \ell \leq \beta_{X, 1}$, as $\mathrm{CF}_{\ell, 1} \cap X \neq \emptyset$, let $d_{\ell, 1}$ be the minimal element of $\mathrm{CF}_{\ell, 1} \cap X: d_{\ell, 1}=\min \left(\mathrm{CF}_{\ell, 1} \cap X\right)$. Then, $d_{\ell} \leq d_{\ell, 1}$. From Table 1.1 we have $d_{5}=d_{5,1}=41$ and $d_{6}=19, d_{6,1}=57$. First, let $1 \leq \ell \leq \beta_{X, 1}=49635$. Then, if $\ell \neq 11,20,49$ then $h_{d_{\ell, 1}}=1$ always holds. (According to whether $\ell=11,20$ or 49 , we have $d_{\ell, 1}=265,1065$ or 3649 and then $h_{d_{\ell, 1}}=2$.) Next, let $\beta_{X, 1}<\ell \leq \alpha_{X, 1}=64006$. Then, if $\mathrm{CF}_{\ell, 1} \cap X \neq \emptyset$ then $h_{d_{\ell, 1}}=1$ holds. Furthermore, when $1 \leq \ell \leq \alpha_{X, 1}$, there are 45 periods $\ell$ such that $d_{\ell, 1}$ has a square factor, and all of them are even. The minimum of such 45 periods is equal to $\ell=8\left(d_{\ell, 1}=153=3^{2} \cdot 17\right)$. For the maximum of them, see Table 4.4 below. Hence we pose the following conjecture:

Conjecture 4.2. Let $\ell$ be any positive integer and $d_{\ell, 1}$ the minimal element of $\mathrm{CF}_{\ell, 1}: d_{\ell, 1}=\operatorname{minCF}{ }_{\ell, 1}\left(\geq d_{\ell}\right)$. Then, if $\ell \neq 11,20,49$ then $h_{d_{\ell, 1}}=1$. Furthermore, if $\ell$ is odd then $d_{\ell, 1}$ is square-free.

REMARK 4.2. Let $\ell$ be an odd integer such that $\ell \neq 1,7,11,49,225,299$. If both Conjectures 4.1 and 4.2 are true then we see by genus theory that $d_{\ell, 1}=d_{\ell}$ and $d_{\ell, 1}$ becomes a prime number satisfying $d_{\ell, 1} \equiv 1 \bmod 4$.

In the exceptional period 49 of Conjecture 4.2, we arrange 10 values of $d$ in ascending order of size on Table 4.3 below. We see from Table 4.3 that $h_{d}=1$ holds for the third value $d=4337$.

Table 4.3. 10 values of $d$ in the period 49

| $d$ | $d \bmod 4$ | Factorization of $d$ | $h_{d}$ | mtype |
| :---: | :---: | ---: | :---: | :---: |
| 3649 | 1 | $41 \cdot 89$ | 2 | 1 |
| 3961 | 1 | $17 \cdot 233$ | 2 | 1 |
| 4337 | 1 | 4337 | 1 | 1 |
| 4789 | 1 | 4789 | 1 | 1 |
| 5581 | 1 | 5581 | 1 | 1 |
| 6421 | 1 | 6421 | 1 | 1 |
| 6473 | 1 | 6473 | 1 | 1 |
| 6569 | 1 | 6569 | 1 | 1 |
| 7433 | 1 | 7433 | 1 | 1 |
| 8081 | 1 | 8081 | 1 | 1 |

For the above 45 periods $\ell$ arranged in ascending order of size, of which $d_{\ell, 1}$ has a square factor, we put the last 10 values of them on Table 4.4 below.

TABLE 4.4. 10 values of $d_{\ell, 1}$ which has a square factor

| $\ell$ | $d_{\ell, 1}$ | $d_{\ell, 1} \bmod 4$ | Factorization of $d_{\ell, 1}$ | $h_{d_{\ell, 1}}$ | mtype |
| :---: | ---: | ---: | ---: | ---: | :---: |
| 19524 | 73114129 | 1 | $11^{2} \cdot 604249$ | 1 | 1 |
| 20304 | 81837889 | 1 | $7^{2} \cdot 1670161$ | 1 | 1 |
| 26376 | 136299361 | 1 | $11^{2} \cdot 1126441$ | 1 | 1 |
| 26508 | 158520769 | 1 | $11^{3} \cdot 119099$ | 1 | 1 |
| 26780 | 135195841 | 1 | $11^{2} \cdot 1117321$ | 1 | 1 |
| 28424 | 168055969 | 1 | $19^{2} \cdot 465529$ | 1 | 1 |
| 38752 | 263471329 | 1 | $11^{2} \cdot 2177449$ | 1 | 1 |
| 43896 | 384693169 | 1 | $7^{2} \cdot 7850881$ | 1 | 1 |
| 50656 | 477126841 | 1 | $19^{2} \cdot 1321681$ | 1 | 1 |
| 51188 | 475887889 | 1 | $19^{2} \cdot 1318249$ | 1 | 1 |

Next, we let $\delta=2$. Then, $\alpha_{X, 2}=69342$ and $\min \mathrm{CF}_{\alpha_{X, 2}, 2}=487067494$. Also, $\beta_{X, 2}=25904$ and min $\mathrm{CF}_{\beta_{X, 2}, 2}=101036686$. When $1 \leq \ell \leq \beta_{X, 2}$, as $\mathrm{CF}_{\ell, 2} \cap X \neq \emptyset$, let $d_{\ell, 2}$ be the minimal element of $\mathrm{CF}_{\ell, 2} \cap X: d_{\ell, 2}=\min \left(\mathrm{CF}_{\ell, 2} \cap X\right)$. First, let $1 \leq \ell \leq \beta_{X, 2}=25904$.

Then, if $\ell$ is even and $\ell \neq 18,20,30,42,62,90,92,120,204$ then $h_{d_{\ell, 2}}=1$ always holds. (According to whether $\ell=18,20,30,42,62,90,92,120$ or 204 , we have $d_{\ell, 2}=562$, $606,946,1786,3886,6526,7294,13066$ or 30286 and then $h_{d_{\ell, 2}}=2$.) On the other hand, if $\ell$ is odd and $\ell \neq 1,3,15,117$ then $h_{d_{\ell, 2}}=2$ always holds. (We have $d_{1,2}=2$ and $h_{d_{1,2}}=1$. According to whether $\ell=3,15$ or 117, we have $d_{\ell, 2}=130,1066$ or 57586 and then $h_{d_{\ell, 2}}=4$.) Furthermore, $d_{\ell, 2}$ is always square-free. Next, let $\beta_{X, 2}<\ell \leq \alpha_{X, 2}=69342$ and $\mathrm{CF}_{\ell, 2} \cap X \neq \emptyset$. Then, if $\ell$ is even then $h_{d_{\ell, 2}}=1$. On the other hand, if $\ell$ is odd then $h_{d_{\ell, 2}}=2$. Furthermore, $d_{\ell, 2}$ is always square-free. Therefore we have the following question:

QUestion 1. Let $\ell$ be any positive integer and $d_{\ell, 2}$ the minimal element of $\mathrm{CF}_{\ell, 2}$ : $d_{\ell, 2}=\min \mathrm{CF}_{\ell, 2}\left(\geq d_{\ell}\right)$.
(i) Assume that $\ell$ is even and $\ell \neq 18,20,30,42,62,90,92,120,204$. Is $d_{\ell, 2}$ always square-free? Does $h_{d_{\ell, 2}}=1$ always hold?
(ii) Assume that $\ell$ is odd and $\ell \neq 1,3,15,117$. Is $d_{\ell, 2}$ always square-free? Does $h_{d_{\ell, 2}}=2$ always hold?

REMARK 4.3. We let $\ell$ be an even integer such that $\ell \neq 18,20,30,42,62,90,92$, 120, 204 and assume that the answer to Question 1 (i) is yes. Then we see by genus theory that $d_{\ell, 2}$ becomes of the form $d_{\ell, 2}=2 q$.

In the exceptional period 15 of Question 1 (ii), we arrange 10 values of $d$ in ascending order of size on Table 4.5 below. We see from Table 4.5 that $h_{d}=2$ holds for the second value $d=1466$.

Table 4.5. 10 values of $d$ in the period 15

| $d$ | $d \bmod 4$ | Factorization of $d$ | $h_{d}$ | mtype |
| :---: | :---: | ---: | :---: | :---: |
| 1066 | 2 | $2 \cdot 13 \cdot 41$ | 4 | 1 |
| 1466 | 2 | $2 \cdot 733$ | 2 | 1 |
| 2290 | 2 | $2 \cdot 5 \cdot 229$ | 4 | 1 |
| 2738 | 2 | $2 \cdot 37^{2}$ | 2 | 1 |
| 2858 | 2 | $2 \cdot 1429$ | 2 | 1 |
| 3314 | 2 | $2 \cdot 1657$ | 4 | 1 |
| 3562 | 2 | $2 \cdot 13 \cdot 137$ | 4 | 1 |
| 4498 | 2 | $2 \cdot 13 \cdot 173$ | 4 | 1 |
| 4538 | 2 | $2 \cdot 2269$ | 2 | 1 |
| 4570 | 2 | $2 \cdot 5 \cdot 457$ | 4 | 1 |

In each exceptional period of Conjectures 4.1, 4.2, Question 1 (i) (resp. Question 1 (ii)), $h_{d}=1$ (resp. $h_{d}=2$ ) holds for a certain value of $d$.

Finally, we let $\delta=3$. Then, $\alpha_{X, 3}=68836$ and $\min \mathrm{CF}_{\alpha_{X, 3}, 3}=475477759$. Also, $\beta_{X, 3}=55276$ and $\min \mathrm{CF}_{\beta_{X, 3}, 3}=447639151$. When $\ell$ is even and $2 \leq \ell \leq \beta_{X, 3}$, as $\mathrm{CF}_{\ell, 3} \cap X \neq \emptyset$, let $d_{\ell, 3}$ be the minimal element of $\mathrm{CF}_{\ell, 3} \cap X: d_{\ell, 3}=\min \left(\mathrm{CF}_{\ell, 3} \cap X\right)$. First, we assume that $\ell$ is even and $2 \leq \ell \leq \beta_{X, 3}=55276$. Then, $d_{\ell, 3}$ is always square-free and $h_{d_{\ell, 3}}=1$ always holds. Next, we assume that $\ell$ is even and $\beta_{X, 3}<\ell \leq \alpha_{X, 3}=68836$. Then, if $\mathrm{CF}_{\ell, 3} \cap X \neq \emptyset$ then $d_{\ell, 3}$ is square-free and $h_{d_{\ell, 3}}=1$. Hence we pose the following conjecture:

Conjecture 4.3. Let $\ell$ be any positive even integer and $d_{\ell, 3}$ the minimal element of $\mathrm{CF}_{\ell, 3}: d_{\ell, 3}=\min \mathrm{CF}_{\ell, 3}\left(\geq d_{\ell}\right)$. Then, $d_{\ell, 3}$ is square-free and $h_{d_{\ell, 3}}=1$.

REmark 4.4. We let $\ell$ be a positive even integer and assume that Conjecture 4.3 is true. Then we see by genus theory that $d_{\ell, 3}$ becomes a prime number.

We finally supplement the distribution of positive integers with class number 1 based on periods of continued fraction expansions. For each period $\ell$, we arrange all elements $d$ of $\mathrm{CF}_{\ell}$ in order of size:

$$
\mathrm{CF}_{\ell}=\left\{d_{\ell}=d_{\ell}^{(0)}<d_{\ell}^{(1)}<\cdots<d_{\ell}^{(i)}<\cdots<d_{\ell}^{(2000)}<\cdots\right\}
$$

Let $h=1,2$ and for any integer $i, 0 \leq i \leq 2000$, we let $\varphi_{h}(i)$ be the number of periods $\ell \leq 4000$ such that the class number of the $i$ th positive integer $d_{\ell}^{(i)}$ is equal to $h$. Then, $\varphi_{1}(0)=3995$ and $\varphi_{2}(0)=5$. Figure 4.1 indicates the graph of the functions $\varphi_{1}(i)$ and $\varphi_{2}(i)$. We see from this graph that in each period, positive integers with class number 1 concentrate on about the minimal element.
4.2.2. Approach for solving our conjectures. In view of Conjectures 4.1, 4.2, 4.3 and Question 1, we may expect that there exist infinitely many real quadratic fields of class number 1. We collect known results to solve our conjectures. Let $N_{\ell, \delta}$ be a positive integer as in Proposition 4.3. Then we have rough estimates from above

$$
\min \mathrm{CF}_{\ell} \leq \min \left\{N_{\ell, 1}, N_{\ell, 2}, N_{\ell, 3}\right\} \text { and } \min \mathrm{CF}_{\ell, \delta} \leq N_{\ell, \delta}(\delta=1,2,3)
$$

By [12, Proposition 4.4], it is known that we have to construct real quadratic fields of minimal type (or positive integers of minimal type) to find many real quadratic fields of class number 1. In principle, all positive integers $d$ with period $\ell$ of minimal type for $\omega(d)$ are calculated by using a theorem of Friesen and Halter-Koch (the assertion [A] of [12, Theorem 3.1]). We think that it is possible to get a better estimate from above of the above minimal elements by this method. On the other hand, Louboutin [15, Theorem 3] gave a necessary and sufficient condition for the class number of a real quadratic field $\mathbf{Q}(\sqrt{d})$ to be equal to 1, involving the simple continued fraction expansion of $\omega(d)$ and a certain finite set of prime numbers (less than Minkowski's constant). For other conditions, see Lu [17] and Dubois and Levesque [6, Section 1]. The authors hope that these facts are useful to solve Conjectures 4.14 .2 and 4.3 in future. There is a work of Takhtajan and Vinogradov [23] as another approach to Gauss' class number problem.
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