# Weak Asymptotical Stability of Yang-Mills' Gradient Flow 

Kazuyo KONO and Takeyuki NAGASAWA<br>Keio University<br>(Communicated by M. Obata)

## Introduction.

Let $J(\cdot)$ be a functional on some functional space $X$, and $u_{0} \in X$ be a critical point of $J(\cdot)$, i.e., the solution of the variational problem

$$
\operatorname{grad} J\left(u_{0}\right)=0,
$$

where $-\operatorname{grad} J(\cdot)$ is the Euler-Lagrangian operator of $J(\cdot)$.
Concerning the variational problems, there are two important problems, the existence of critical points and their stability.

The classical Morse theory covers the analysis of the variational problems on finite-dimensional spaces. In differential geometry, we find several variational problems on infinite-dimensional spaces. For such problems in discussing the properties of a critical point, several authors study those of the corresponding gradient flow. The gradient flow $u(t)$ of $J(\cdot)$ with the initial value $v$ is, if exists, a $C^{1}$-flow satisfying

$$
\left\{\begin{array}{l}
\frac{d u(t)}{d t}=-\operatorname{grad} J(u(t)) \quad t \in(0, \infty) \\
u(0)=v
\end{array}\right.
$$

A typical variational problem in differential geometry is the harmonic map problem, i.e., that of critical maps of the energy integral defined on maps $f: M \rightarrow N$ between two Riemannian manifolds:

$$
J(f)=E(f)=\frac{1}{2} \int_{M}|d f|^{2} * 1
$$

In 1964 Eells and Sampson showed the existence of harmonic maps by use of the gradient flow corresponding to the energy integral (the Eells-Sampson equation) in [2]. Recently, Naito [13] has clarified the
relations between the stability of a harmonic map and the asymptotic behavior of the Eells-Sampson equation.

Concerning more general results on such relations we refer to the papers of Simon [15], Natio [14] and so on.

Another important variational problem in geometry is that of the Yang-Mills functional, which is given by the square integral of the curvature $R^{\nabla}$ associated to a metric connection $\nabla$ on a Riemannian vector bundle $E$ over a Riemannian manifold $M$ :

$$
J(\nabla)=\mathscr{Y} \mathscr{M}(\nabla)=\frac{1}{2} \int_{M}\left|R^{\nabla}\right|^{2} * 1
$$

In this paper, we discuss the asymptotical stability of some critical point for the Yang-Mills functional. We say that the critical point $u_{0}$ is asymptotically stable if there exists a neighborhood $U\left(u_{0}\right)$ of $u_{0}$ in $X$ such that for any $v \in U\left(u_{0}\right)$ the gradient flow of $J(\cdot)$ with the initial value $v$ exists and converges to $u_{0}$ as $t \rightarrow \infty$ in some topology.

Before stating our problem, we shortly discuss the variational problem for the Yang-Mills functional. Let $\nabla_{0}$ be a fixed flat connection. It is well-known that every connection $\nabla$ is uniquely expressed as

$$
\nabla=\nabla_{0}+A,
$$

where $A$ is an element of $\Omega^{1}\left(\mathfrak{g}_{E}\right)$ (for the definition of $\Omega^{1}\left(\mathfrak{g}_{E}\right)$, see $\S 1$ ). Then the Euler-Lagrange equation for the Yang-Mills functional, called the Yang-Mills equation, is written as

$$
\delta^{\nabla_{0}} d^{\nabla_{0}} A+\delta^{\nabla_{0}}[A, A]-\left[A, d^{\nabla_{0}} A\right]-[A,[A, A]]=0,
$$

where $d^{\nabla_{0}}$ is the covariant exterior derivation operator of $\nabla_{0}$ and $\delta^{\nabla_{0}}$ is its formal adjoint operator. The operator $\delta^{\nabla_{0}} d^{\nabla_{0}}$ is not uniformly elliptic. To recover the ellipticity, we impose farther the gauge condition

$$
\delta^{\nabla_{0}} A=0
$$

A gauge $A$ satisfying this condition is called the Coulomb gauge. Under this condition, the Yang-Mills equation has uniform ellipticity, and one can use the argument in the framework of the elliptic partial differential equations. We refer to [16]-[18] and the references cited therein for the information of such gauges.

A similar situation occurs in studying Yang-Mills' gradient flow, that is, the system of equations defining the flow is not uniformly parabolic. However, it seems difficult for the authors to show the existence of the gradient flow satisfying the condition $\delta^{\nabla_{0}} A=0$.

Therefore in this paper we impose a different condition (2.2) on $A$ which is weaker than $\delta^{\nabla_{0}} A=0$ and reduce the system to that of the semilinear heat equations. We shall find easily that if there exists a stationary flow satisfying condition (2.2), then the flow gives a Coulomb gauge. This approach is due to Yokotani's paper [21] in which he proved the local existence of Yang-Mills' gradient flow.

By use of the standard technique for the semi-linear heat equations, we shall show the weak asymptotical stability of some critical points of the Yang-Mills functional. The meaning of the word "weak" will be clarified in $\S 1$.

## §1. Main result.

First we introduce terminology used in our paper (basically we follow the notation in [10]). Let ( $M, g$ ) be a smooth $n$-dimensional Riemannian manifold, where $n \geqq 2$. Suppose that $(E,\langle\rangle$,$) is a Riemannian vector$ bundle over ( $M, g$ ) of rank $m$. We denote the space of all smooth metric connections on $E$ by $\mathscr{C}$. For $\nabla \in \mathscr{C}$ we can define a naturally induced connection on $\operatorname{Hom}(E, E) \cong E^{*} \otimes E$ in a canonical way. Namely, for $\nabla \in \mathscr{C}$ and a section $L \in \operatorname{Hom}(E, E)$, we define $\nabla(L)$ by

$$
\nabla(L)(\varphi)=\nabla(L \varphi)-L(\nabla \varphi) \quad \text { for any } \varphi \in \Gamma(E)
$$

The $\operatorname{Hom}(E, E)$-valued 2 -form $R^{\nabla}$ defined as follows is called the curvature of a connection $\nabla$ :

$$
R_{V, W}^{\nabla}=\nabla_{V} \nabla_{W}-\nabla_{W} \nabla_{V}-\nabla_{[V, W]}
$$

for any smooth vector field $V, W$ on $M . G_{E}$ and $g_{E}$ denote the bundles defined by

$$
\begin{aligned}
& G_{E}=\{L \in \operatorname{Hom}(E, E) ;\langle L \varphi, L \psi\rangle=\langle\varphi, \psi\rangle \text { for all } \varphi, \psi \in E\}, \\
& \mathrm{g}_{E}=\{L \in \operatorname{Hom}(E, E) ;\langle L \varphi, \psi\rangle=-\langle\varphi, L \psi\rangle \text { for all } \varphi, \psi \in E\} .
\end{aligned}
$$

$\mathscr{G}$ and $\mathscr{Y}$ are spaces of all smooth sections of $G_{E}$ and $g_{E}$ respectively. $g \in \mathscr{G}$ acts on $\nabla \in \mathscr{C}$ in the following way:

$$
g(\nabla)=g \nabla g^{-1}
$$

Definition 1.1. The Yang-Mills functional $\mathscr{Y} \mathscr{M}: \mathscr{C} \rightarrow[0, \infty]$ is given by

$$
\mathscr{Y} \mathscr{M}(\nabla)=\frac{1}{2}\left\|R^{\nabla}\right\|_{2}^{2}=\frac{1}{2} \int_{M}\left\langle R^{\nabla}, R^{\nabla}\right\rangle_{x}
$$

Remark 1. It is obvious that the Yang-Mills functional is gaugeinvariant, i.e.,

$$
\mathscr{Y} \mathscr{M}(\nabla)=\mathscr{Y} \mathbb{M}(g(\nabla)) \quad \text { for } \quad \nabla \in \mathscr{C}, g \in \mathscr{G} .
$$

Let $\Omega_{0}^{1}\left(g_{E}\right)$ be the subset of $\Omega^{1}\left(g_{E}\right)$ consisting of all elements with compact support. By direct calculation we find that if $\mathscr{Y} \mathscr{M}(\nabla)<\infty$, then for $\nabla^{*}=\nabla+\varepsilon A, A \in \Omega_{0}^{1}\left(g_{E}\right)$,

$$
\left.\frac{d}{d \varepsilon} \mathscr{Y} \mathscr{M}\left(\nabla^{\vee}\right)\right|_{\varepsilon=0}=\int_{M}\left\langle R^{\nabla}, d^{\nabla} A\right\rangle_{x}=\int_{M}\left\langle\delta^{\nabla} R^{\nabla}, A\right\rangle_{x} .
$$

Keeping this in mind, we define $\operatorname{grad} \mathscr{Y} \mathscr{M}(\nabla)$ by

$$
\operatorname{grad} \mathscr{Y} \mathscr{M}(\nabla)=\delta^{\nabla} R^{\nabla}
$$

even for $\nabla$ with $\mathscr{Y} \mathscr{M}(\nabla)=\infty$.
Definition 1.2. A connection $\nabla \in \mathscr{C}$ is called the Yang-Mills connection, if

$$
\delta^{\nabla} R^{\nabla}=0
$$

is satisfied.
Now we fix a base connection $\nabla_{0}$. Let $\widetilde{\Omega}_{0}^{1}\left(g_{E}\right)$ be the completion of $\Omega_{0}^{1}\left(g_{E}\right)$ by the topology of $W_{0}^{1, n}(M)$ and we define $\tilde{\mathscr{C}}$ by

$$
\tilde{\mathscr{C}}=\left\{\nabla ; \nabla=\nabla_{0}+A, A \in \widetilde{\Omega}_{0}^{1}\left(\mathfrak{g}_{E}\right)\right\}
$$

The completion of $\mathscr{G}$ by the topology of $L^{\infty}(M)$ is denoted by $\tilde{\mathscr{G}}$. We can define the above operations for the element $\nabla$ in $\tilde{\mathscr{C}}$ and the action of the element $g$ in $\tilde{\mathscr{G}}$ on $\tilde{\mathscr{C}}$ in the generalized sense.

In the following we restrict ourselves to the case where $M$ is the Euclidean space $\boldsymbol{R}^{n}$ or a bounded domain $\Omega \subset \boldsymbol{R}^{n}$ with smooth boundary, where $n \geqq 2$. Suppose $E$ be the trivial Riemannian vector bundle over ( $M, g_{0}$ ) of rank $m$, where $g_{0}$ is the standard metric on $\boldsymbol{R}^{n}$. We denote by $\nabla_{0}$ a canonical flat connection determined by the trivialization of the bundle E. Clearly $\nabla_{0}$ is a Yang-Mills connection since it is flat. Then the connection $\nabla_{0}$ is weakly asymptotically stable in the following sense:

Theorem 1. There exists a neighborhood $U\left(\nabla_{0}\right)$ of $\nabla_{0}$ in $\tilde{\mathscr{C}}$ such that for any $\nabla \in U\left(\nabla_{0}\right)$ there exist a $C^{1}$-curve $g(t)$ in $\tilde{\mathscr{G}}$ with $g(0)=\mathrm{id}$., and $a$ $C^{1}$-flow $\nabla(t)$ which satisfy $g^{-1}(t) \nabla(t) g(t) \in \tilde{\mathscr{C}}$ and

$$
\left\{\begin{array}{l}
\frac{d \nabla(t)}{d t}=-\operatorname{grad} \mathscr{Y} \mathscr{M}(\nabla(t)) \quad t \in(0, \infty)  \tag{1.1}\\
\nabla(0)=\nabla
\end{array}\right.
$$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} g^{-1}(t) \nabla(t) g(t)=\nabla_{0} \quad \text { in } \quad L^{p}(M) \quad \text { for } \quad n<p \leqq \infty \tag{1.2}
\end{equation*}
$$

Remark 2. The rate of convergence (1.2) is evaluated by

$$
\left\|g^{-1}(t) \nabla(t) g(t)-\nabla_{0}\right\|_{L^{p}(M)} \leqq C(n, p) t^{-(1-n / p) / 2} \quad \text { for } \quad n<p \leqq \infty .
$$

This estimate is valid even for $p=n$.
Remark 3. The stability of $\nabla_{0}$ is "weak" in the following sense:
(1) Uniqueness of the gradient flow is uncertain.
(2) Large-time behavior of $g(t)$ is unknown.
(3) It is uncertain that $\nabla(t)$ is a flow in $\tilde{\mathscr{C}}$. We interpret the right-hand side of the first equation of (1.1) as

$$
-\operatorname{grad} \mathscr{Y} \mathscr{N}(\nabla(t))=-\operatorname{grad} \mathscr{Y} \mathscr{M}\left(g^{-1}(t) \nabla(t) g(t)\right)
$$

by virtue of Remark 1.

## §2. Reduction of the proof of Theorem 1.

In this section, we reduce the assertions in Theorem 1 to the stability problem of the system of the semi-linear heat equations.

We shall seek $\nabla(t)$ in the form

$$
\nabla(t)=g(t) \tilde{\nabla}(t) g^{-1}(t)
$$

By simple calculations, the equation (1.1) takes the form

$$
\begin{equation*}
\frac{d \tilde{\nabla}(t)}{d t}-d^{\tilde{\nabla}(t)} Y(t)=-\delta^{\tilde{\nabla}(t)} R^{\tilde{\tilde{\gamma}}(t)} \tag{2.1}
\end{equation*}
$$

where

$$
Y(t)=g^{-1}(t) \frac{d g(t)}{d t}
$$

The right-hand side of (2.1) is degenerate. To avoid this difficulty, we utilize Yokotani's idea [21], i.e., we assume that $Y(t)$ satisfies the gauge condition

$$
\begin{equation*}
Y(t)=g^{-1}(t) \frac{d g(t)}{d t}=-\delta^{v_{0}} A(t) \tag{2.2}
\end{equation*}
$$

where

$$
A(t)=\tilde{\nabla}(t)-\nabla_{0}=g^{-1}(t) \nabla(t) g(t)-\nabla_{0}
$$

is a $\operatorname{Hom}(E, E)$-valued 1 -form vanishing on $\partial M$ if $\partial M \neq \varnothing$. As we stated in Introduction, we can say that condition (2.2) is weaker than the Coulomb gauge condition.

Under the condition (2.2) we find that $A(t)$ must satisfy the system of semi-linear heat equations

$$
\left\{\begin{array}{l}
\frac{d A(t)}{d t}=\Delta A(t)+F_{1}(A, \partial A)+F_{2}(A),  \tag{2.3}\\
\left.A(t)\right|_{\partial M}=0 \quad \text { if } \quad \partial M \neq \varnothing,
\end{array}\right.
$$

where the nonlinear terms $F_{1}$ and $F_{2}$ are respectively polynomials of order

$$
\left\{\begin{array}{l}
F_{1}(A, B) \sim \text { const. } A B,  \tag{2.4}\\
F_{2}(A) \sim \text { const. } A^{3} .
\end{array}\right.
$$

We should refer to [21] for the detail derivation of (2.3) and (2.4).
In §3 we shall prove
Theorem 2. (i) Let $b$ be in $L^{n}(M)$. Then there exists a positive constant $\lambda$ such that if $\|b\|_{n}<\lambda$ then there exists a unique solution $a(t) \in$ $W_{0}^{1, n}(M) \cap W^{2, n}(M)$ for $t>0$ to

$$
\left\{\begin{array}{l}
a_{t}=\Delta a+F_{1}(a, \partial a)+F_{2}(a) \quad \text { on } M  \tag{2.5}\\
a(0)=b, \\
\left.a\right|_{\partial M}=0 \quad \text { if } \partial M \neq \varnothing
\end{array}\right.
$$

such that

$$
\begin{cases}t^{(1-n / p) / 2} a \in B C\left([0, \infty) ; L^{p}(M)\right) & \text { for } n \leqq p<\infty,  \tag{2.6}\\ t^{(1-n /(2 q))} \partial a \in B C\left([0, \infty) ; L^{q}(M)\right) & \text { for } n \leqq q<\infty,\end{cases}
$$

with values zero at $t=0$ except for the case $p=n$ in which $a(0)=b$. Moreover $a(t)$ belongs to $C^{0}\left([0, \infty) ; L^{n}(M)\right) \cap C^{1}\left((0, \infty) ; L^{n}(M)\right)$.
(ii) We assume the hypothesis in (i) and $b \in W_{0}^{1, n}(M)$. Then the solution $a(t)$ constructed as above satisfies

$$
\begin{cases}t^{1 / 2} \partial a \in B C\left([0, \infty) ; L^{\infty}(M)\right) & \text { for } \quad M=R^{n},  \tag{2.7}\\ t^{1 / 4+\beta / 2} \partial a \in B C\left([0, \infty) ; L^{\infty}(M)\right) & \text { for } \quad M=\Omega \quad(1 / 2<\beta<1) .\end{cases}
$$

Moreover $a(t)$ belongs to $C^{0}\left([0, \infty) ; W_{0}^{1, n}(M)\right) \cap C^{1}\left((0, \infty) ; W_{0}^{1, n}(M)\right)$.

Applying Theorem 2 to (2.3), we find that under the hypotheses of Theorem 2 there exists an $A(t)$ satisfying (2.3) uniquely. It is clear that $\tilde{\nabla}(t)=\nabla_{0}+A(t) \in \tilde{\mathscr{C}}$. Besides Theorem 2 (ii) asserts the existence of a positive constant $C_{0}$ such that

$$
\begin{cases}\left\|u \delta^{V_{0}} A(t)\right\|_{L^{\infty}(M)} \leqq C_{0} t^{-1 / 2}\|u\|_{L^{\infty}(M)} & \text { for } M=\boldsymbol{R}^{n},  \tag{2.8}\\ \left\|u \delta^{\nabla_{0}} A(t)\right\|_{L^{\infty}(M)} \leqq C_{0}(\beta) t^{-1 / 4-\beta / 2}\|u\|_{L^{\infty}(M)} & \text { for } M=\Omega \quad(1 / 2<\beta<1) .\end{cases}
$$

Next we seek $g(t) \in \tilde{\mathscr{G}}$ satisfying (2.2) and $g(0)=i d$. If we put

$$
u(t)=g(t)-\mathrm{id} .
$$

then $u(t)$ must satisfy the system of integral equations

$$
u(t)=-\int_{0}^{t} u(s) \delta^{\nabla_{0}} A(s) d s-\int_{0}^{t} \delta^{\nabla_{0}} A(s) d s
$$

Keeping in mind the estimates (2.8), we shall establish the following existence theorem in §4.

THEOREM 3. Let $B(t)$ be a one-parameter $k \times k$-matrix-valued function on $M$ which satisfies

$$
\begin{equation*}
\|u B(t)\|_{L^{\infty}(\mathcal{M})} \leqq C t^{-r}\|u\|_{L^{\infty}(\mathbb{M})} \quad \text { for } k \times k \text {-matrix } u \tag{2.9}
\end{equation*}
$$

for some $\gamma \in(0,1)$. Then there exists a unique solution to the system

$$
\begin{equation*}
u(t)=-\int_{0}^{t} u(s) B(s) d s-\int_{0}^{t} B(s) d s \tag{2.10}
\end{equation*}
$$

in $u(t) \in C^{0}\left([0, \infty) ; L^{\infty}(M)\right) \cap C^{1}\left((0, \infty) ; L^{\infty}(M)\right)$.
This theorem yields the existence of $g(t)$. It is obvious that $g(t) \in \tilde{\mathscr{G}}$.
The $L^{p}$-estimate ( $n \leqq p<\infty$ ) in Remark 2 of $\S 1$ follows from (2.6). The $L^{\infty}$-estimate follows from (2.6) and Gagliado-Nirenberg's inequality [11]:

$$
\begin{array}{cl}
\left\|g^{-1}(t) \nabla(t) g(t)-\nabla_{0}\right\|_{L^{\infty}(M)}=\|A(t)\|_{L^{\infty}(M)} & \\
\leqq C(n)\|\partial A(t)\|_{L^{2 n}(M)}^{1 / 2}\|A(t)\|_{L^{2 n}(M)}^{1 / 2} & \text { for } M=\boldsymbol{R}^{n}, \\
\left\|g^{-1}(t) \nabla(t) g(t)-\nabla_{0}\right\|_{L^{\infty}(M)}=\|A(t)\|_{L^{\infty}(M)} & \\
\leqq C(n)\|A(t)\|_{\left.W^{1,2}, 2 n_{(M)}\right)}\|A(t)\|_{L^{2 n}(M)}^{1 / 2} & \text { for } M=\Omega .
\end{array}
$$

In the case of $M=\Omega$, the $W^{1,2 n}(M)$-norm of $A(t)$ is majorized by the $L^{2 n}(M)$-norm of $\partial A(t)$ because $\Omega$ is bounded and $A(t)$ vanishes on the boundary, $[6,(7.44)]$. Thus the convergence (1.2) follows.

Consequently Theorems 2 and 3 give Theorem 1.

## §3. Proof of Theorem 2.

In the remainder of this paper, for the sake of notational simplicity we denote the norms of $L^{p}(M)$ and $W^{1, p}(M)$ by $\|\cdot\|_{p}$ and $\|\cdot\|_{1, p}$ respectively. The symbol $C$ denotes a generic constant with various values even in the same sentence.

In this section we shall prove Theorem 2 by a method similar to Kato [9].

Let $\Delta=\sum_{i=1}^{n} \partial_{t}^{2}$ be the Laplace operator in $L^{p}(M)(1<p<\infty)$ with the domain $\mathscr{D}(\Delta)=W_{0}^{1, p}(M) \cap W^{2, p}(M)$. The following lemma is well-known:

Lemma 3.1. $\Delta$ generates a strongly continuous semigroup $\left\{e^{t a}\right\}_{t \geq 0}$ simultaneously on all $L^{p}(M)(1<p<\infty)$, and satisfies

$$
\begin{cases}\left\|e^{t s} a\right\|_{\beta} \leqq C(\alpha, \beta, n) t^{-(1 / \alpha-1 / \beta) n / 2}\|a\|_{\alpha} & (1<\alpha \leqq \beta<\infty), \\ \left\|\partial e^{t a} a\right\|_{\beta} \leqq C(\alpha, \beta, n) t^{-(1+n / \alpha-n / \beta) / 2)}\|a\|_{\alpha} & (1<\alpha \leqq \beta<\infty) .\end{cases}
$$

Proof. We only give a simple proof of the above estimates. The estimates for $M=\boldsymbol{R}^{n}$ is a consequence of an application of Young's convolution inequality to a Gaussian kernel and its gradient (see [9]).

For $M=\Omega$, the first estimate follows from the one for $M=\boldsymbol{R}^{n}$ and the maximum principle (see [20]). Because $\Omega$ is bounded, the Laplace operator satisfies

$$
\left\|\Delta e^{t \Delta}\right\| \leqq C t^{-1}
$$

(see [7]). The second estimate of the lemma is given by the first one and the above one using the interpolation argument (see [19]).

If $a(t)$ is a solution to (2.5) satisfying (2.6), then it is easy to see that $a(t)$ is also a solution to the integral equation

$$
\left\{\begin{array}{l}
a=a_{0}+S_{1} a+S_{2} a,  \tag{3.1}\\
a_{0}=e^{t} b, \\
S_{1} a=\int_{0}^{t} e^{(t-s)} F_{1}(a(s), \partial a(s)) d s, \\
S_{2} a=\int_{0}^{t} e^{(t-s)} F_{2}(a(s)) d s
\end{array}\right.
$$

satisfying (2.6).
Conversely let $a(t)$ be a solution to (3.1) satisfying (2.6). Let $A$ be
$\lambda-\Delta$, where $\lambda=1$ for $M=R^{n}, \lambda=0$ for $M=\Omega$. $A$ is a sectional operator satisfying $\Re \sigma(A)>\delta>0$, and $-A$ generates a strongly continuous semigroup $\left\{e^{-t A}\right\}_{t \geq 0}$ in $L^{p}(M)$. Then (3.1) is equivalent to

$$
e^{-\lambda t} a(t)=e^{-t A} b+\int_{0}^{t} e^{-(t-s) A} e^{-\lambda t}\left\{F_{1}(a(s), \partial a(s))+F_{2}(\alpha(s))\right\} d s
$$

By virtue of [7, Theorem 1.4.3], we can define the fractional power $A^{\alpha}$ ( $0<\alpha \leqq 1$ ) of $A$ satisfying

$$
\left\|\left(e^{-t A}-1\right) a\right\|_{p} \leqq C(\alpha, p) t^{\alpha}\left\|A^{\alpha} a\right\|_{p}
$$

Since nonlinear terms $F_{1}(\alpha(t), \partial \alpha(t))$ and $F_{2}(\alpha(t))$ are polynomial order of their arguments, we can show their local Hölder continuity for $t>0$ by use of the above estimate and (2.6) in a similar manner to [5, Proposition 2.4]. An application of [8, Theorem 1.27] gives the fact that $e^{-\lambda t} a(t)$ belongs to $\mathscr{D}(A)$ for $t>0$, which is equivalent to $a(t) \in \mathscr{O}(\Delta)$ for $t>0$, and satisfies (2.5). Moreover $a(t) \in C^{0}\left([0, \infty) ; L^{n}(M)\right) \cap C^{1}\left((0, \infty) ; L^{n}(M)\right)$.

Therefore the equation (2.5) is converted into (3.1). Hence we shall construct the solution to (3.1). First we show

Proposition 3.1. Let $r$ be a fixed index satisfying (3/2) $n<r<3 n$. Under the hypotheses on Theorem $2(\mathrm{i})$, there exists a unique solution $a=$ $a(t)$ to (3.1) such that

$$
t^{(1-n / r) / 2} a \in B C\left([0, \infty) ; L^{r}(M)\right), \quad t^{1 / 2} \partial a \in B C\left([0, \infty) ; L^{n}(M)\right)
$$

with

$$
\left.t^{(1-n / r) / 2} a(t)\right|_{t=0}=\left.t^{1 / 2} \partial a(t)\right|_{t=0}=0 .
$$

We shall prove the existence of the solution via successive approximation

$$
\left\{\begin{array}{l}
a_{0}=e^{t \Delta} b, \\
a_{m+1}=a_{0}+S_{1} a_{m}+S_{2} a_{m}, \quad m=0,1,2, \cdots
\end{array}\right.
$$

Since the proof of Proposition 3.1 is lengthy, we divide it into 4 lemmas.
Lemma 3.2. Let $K_{m}, K_{j_{m}}{ }^{\prime}$ and $\overline{K_{m}}$ be defined by

$$
K_{m} \equiv \sup _{t>0} t^{(1-n / r) / 2}\left\|a_{m}\right\|_{r}, \quad K_{m}^{\prime} \equiv \sup _{t>0} t^{1 / 2}\left\|\partial a_{m}\right\|_{n}, \quad \overline{K_{m}}=\max \left\{K_{m}, K_{m}{ }^{\prime}\right\}
$$

Then there exist positive constants $C_{1}$ and $C_{2}$ such that

$$
\left\{\begin{array}{l}
\overline{K_{0}}=C_{1}\|b\|_{n}, \\
\overline{K_{m+1}}=\bar{K}_{0}+C_{2}{\overline{K_{m}}}^{2}\left(1+\overline{K_{m}}\right) .
\end{array}\right.
$$

Proof. By virtue of Lemma 3.1, we have

$$
\begin{equation*}
\left\|a_{0}\right\|_{r} \leqq C t^{-(1-n / r) / 2}\|b\|_{n}, \quad\left\|\partial a_{0}\right\|_{n} \leqq C t^{-1 / 2}\|b\|_{n} \tag{3.2}
\end{equation*}
$$

Therefore the existence of $C_{1}$ is obvious.
Lemma 3.1 and (2.4) yield

$$
\begin{aligned}
\left\|S_{1} a_{m}(t)\right\|_{r} & \leqq C \int_{0}^{t}(t-s)^{-1 / 2}\left\|a_{m}(s)\right\|_{r}\left\|\partial a_{m}(s)\right\|_{n} d s \\
& \leqq C K_{m} K_{m}{ }^{\prime} \int_{0}^{t}(t-s)^{-1 / 2} s^{-(2-n / r) / 2} d s \\
& \leqq C K_{m} K_{m}{ }^{\prime} t^{-(1-n / r) / 2}
\end{aligned}
$$

which gives

$$
\begin{equation*}
\sup _{t>0} t^{(1-n / r) / 2}\left\|S_{1} a_{m}\right\|_{r} \leqq C K_{m} K_{m}^{\prime} \tag{3.3}
\end{equation*}
$$

where $C$ is a positive constant independent of $m$. In a similar way, we can show

$$
\begin{equation*}
\sup _{t>0} t^{(1-n / r / 2 / 2}\left\|S_{2} a_{m}\right\|_{r} \leqq C K_{m}{ }^{3} \tag{3.4}
\end{equation*}
$$

Differentiating (3.1) and applying Lemma 3.1 again, we have

$$
\begin{equation*}
\sup _{t>0} t^{1 / 2}\left\|\partial S_{1} a_{m}\right\|_{n} \leqq C K_{m} K_{m}{ }^{\prime}, \quad \sup _{t>0} t^{1 / 2}\left\|\partial S_{2} a_{m}\right\|_{n} \leqq C K_{m}^{3} \tag{3.5}
\end{equation*}
$$

Here we use (3/2) $n<r<3 n$. Combining (3.2)-(3.5), we know the existence of $C_{2}$.

We may assume $C_{2}>1 / 4$. Then we have
Lemma 3.3. If $\left\|b_{n}\right\|<\left(8 C_{1} C_{2}\right)^{-1}$ holds, then there exists a positive constant $K$ such that $\bar{K}_{m}<K$ holds for all $m$.

Proof. Put

$$
\begin{equation*}
K=\frac{1-\sqrt{1-8 C_{2} \bar{K}_{0}}}{4 C_{2}} \tag{3.6}
\end{equation*}
$$

By the assumption, $K$ is one of the positive roots for

$$
K=\overline{K_{0}}+2 C_{2} K^{2}
$$

and satisfies $K<1$. Consequently the assertion is proved by induction on $m$.

We can replace the supremum taken over $t>0$ in the definition of $K_{m}$ and $K_{m}^{\prime}$ by the supremum over $t \geqq 0$. Indeed the following lemma holds.

Lemma 3.4. $t^{(1-n / r) / 2} a_{m}(t)$ and $t^{1 / 2} \partial a_{m}(t)$ are continuous at $t=0$ with values zero in the topology of $B C\left([0, \infty) ; L^{r}(M)\right)$ and $B C\left([0, \infty) ; L^{n}(M)\right)$ respectively.

Proof. Define

$$
\overline{K_{m}}(t) \equiv \max \left\{\sup _{0<\tau \leq t} \tau^{(1-n / r) / 2}\left\|a_{m}\right\|_{r}, \sup _{0<\tau \leq t} \tau^{1 / 2}\left\|\partial a_{m}\right\|_{n}\right\}
$$

In the same way as Lemma 3.2 we can show

$$
\overline{K_{m+1}}(t) \leqq \overline{K_{0}}(t)+2 C{\overline{K_{m}}}^{2}(t)
$$

Therefore to prove the assertion, it suffices to show

$$
{\overline{K_{0}}}_{0}(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow 0
$$

This fact is a direct consequence of the facts that the operator $t^{(1-n / r) / 2} e^{t \Delta}$ is uniformly bounded from $L^{n}(M)$ to $L^{r}(M)$ and tends to zero strongly as $t \rightarrow 0$, and similarly for $t^{1 / 2} \partial e^{t \Lambda}$ from $L^{n}(M)$ to itself. We can show these facts by the density of $C_{0}^{\infty}(M)$ in $L^{n}(M)$.

The above three lemmas show that $\left\{t^{(1-n / r) / 2} a_{m}\right\}$ and $\left\{t^{1 / 2} \partial a_{m}\right\}$ are bounded subsets in $B C\left([0, \infty) ; L^{r}(M)\right)$ and $B C\left([0, \infty) ; L^{n}(M)\right)$ respectively. To show Proposition 3.1 it remains to prove the uniform convergence of the sequences and the uniqueness of $a(t)$. These assertions follow from

Lemma 3.5. Let $\Phi$ be defined by

$$
\Phi(u) \equiv a_{0}+S_{1} u+S_{2} u
$$

and $X$ be

$$
X \equiv\{u ;|\|u\|| \leqq K<1\}
$$

where

$$
\|u\| \| \equiv \max \left\{\sup _{t \geq 0} t^{(1-n / r) / 2}\|u\|_{r}, \sup _{t \geq 0} t^{1 / 2}\|\partial u\|_{n}\right\}
$$

Then $\Phi$ is contractive on $X$, i.e., for any $u, w \in X$,

$$
\|\Phi(u)-\Phi(w)|\|\leqq k|\|u-w \mid\| \quad \text { for some } k \in(0,1)
$$

holds.
Proof. By use of (2.4), we have

$$
\begin{aligned}
\left\|\left(S_{1} u-S_{1} w\right)(t)\right\|_{r} & \leqq C \int_{0}^{t}(t-s)^{-1 / 2}\left\{\|u-w\|_{r}\|\partial u\|_{n}+\|w\|_{r}\|\partial u-\partial w\|_{n}\right\} d s \\
& \leqq C K \mid\|u-w\| \| \int_{0}^{t}(t-s)^{-1 / 2} s^{-(1-n /(2 r))} d s \\
& \leqq C K \mid\|u-w\| t^{-(1-n / r) / 2}
\end{aligned}
$$

In a similar manner, we obtain

$$
\begin{aligned}
& \left\|S_{2} u-S_{2} w\right\|_{r} \leqq C K\|u-w \mid\| t^{-(1-n / r) / 2} \\
& \left\|\partial S_{i} u-\partial S_{i} w\right\|_{n} \leqq C K\|u-w\| t^{-1 / 2} \quad(i=1,2) .
\end{aligned}
$$

Here we use $K<1$. These yield

$$
\left\|\left|| \Phi ( u ) - \Phi ( w ) | \left\|\leqq 4 C_{8} K|\|u-w \mid\|\right.\right.\right.
$$

for some $C_{3}>0$. Since $C_{3}$ is independent of $C_{2}$ in Lemma 3.2, we take $C_{2}$ greater than $C_{3}$ in advance. Then from (3.6) $4 C_{3} K<1$ is valid.

Now we complete the proof of Proposition 3.1.
Proposition 3.1 shows Theorem 2 (i) except (2.6). To show this we repeat an argument similar to that of the proof of Lemma 3.2.

Proposition 3.2. The solution $a(t)$ constructed in Proposition 3.1 satisfies (2.6) and

$$
\begin{array}{lc}
\|a(t)\|_{p} \leqq C(K) t^{-(1-n / p) / 2} & (n \leqq p<\infty) \\
\|\partial a(t)\|_{q} \leqq C(K) t^{-(1-n /(2 q))} & (n \leqq q<\infty) \tag{3.7}
\end{array}
$$

where $C(K)$ is a positive constant with the property

$$
C(K) \rightarrow 0 \quad \text { as } \quad K \rightarrow 0
$$

and $K$ is given by (3.6).
Proof. It is enough to show the above assertion for $a_{m}(t)$ instead of $a(t)$. Lemma 3.1 gives the assertion for $a_{0}(t)$. Since we have already known

$$
\left\|a_{m}(t)\right\|_{r} \leqq C(K) t^{-(1-n / r) / 2}, \quad\left\|\partial a_{m}(t)\right\|_{n} \leqq C(K) t^{-1 / 2}
$$

by Lemmas 3.2 and 3.3, where $r$ is given in Proposition 3.1, we can show

$$
\begin{aligned}
&\left\|S_{1} a_{m}(t)\right\|_{p} \leqq C \int_{0}^{t}(t-s)^{-(1 / r+1 / n-1 / p) n / 2}\left\|a_{m}(s)\right\|_{r}\left\|\partial a_{m}(s)\right\|_{n} d s \\
& \leqq C(K) \int_{0}^{t}(t-s)^{-(1 / r+1 / n-1 / p) n / 2} s^{-1+n /(2 r)} d s
\end{aligned}
$$

$$
\leqq C(K) t^{-(1-n / p) / 2} \quad \text { for } \quad n \leqq p<\infty
$$

For a similar reason,

$$
\begin{aligned}
& \left\|S_{2} a_{m}(t)\right\|_{p} \leqq C(K) t^{-(1-n / p) / 2}, \\
& \left\|\partial S_{1} a_{m}(t)\right\|_{q}+\left\|\partial S_{2} a_{m}(t)\right\|_{q} \leqq C(K) t^{-(1-n / 2 q))}
\end{aligned}
$$

hold.
The continuity up to $t=0$ is proved in the same way as in Lemma 3.4.

Next we shall prove Theorem 2 (ii). First we consider the case when $M=\boldsymbol{R}^{n}$. By virtue of Gagliado-Nirenberg's inequality

$$
\|a\|_{\infty} \leqq C\|\partial a\|_{2 n}^{1 / 2}\|a\|_{2 n}^{1 / 2},
$$

we have to show
Proposition 3.3. Under the hypotheses on Theorem 2 (ii), there exists a positive constant $C_{4}$ such that

$$
\|\partial a\|_{2 n} \leqq C_{4} t^{-1 / 4}, \quad\left\|\partial^{2} a\right\|_{2 n} \leqq C_{4} t^{-3 / 4}
$$

Proof. We shall show the above estimate for $a_{m}$ instead of $a$. Since the operator $\partial$ can commute with $e^{t \Delta}$ when $M=\boldsymbol{R}^{n},\left\{a_{m}\right\}$ satisfies

$$
\begin{equation*}
\partial a_{m+1}(t)=e^{t \Delta} \partial b+\int_{0}^{t} e^{(t-s) \Delta} \partial\left(F_{1}\left(a_{m}(s), \partial a_{m}(s)\right)+F_{2}\left(a_{m}(s)\right)\right) d s \tag{3.8}
\end{equation*}
$$

Lemma 3.1 yields

$$
\left\|e^{t \Delta} \partial b\right\|_{2 n} \leqq C t^{-1 / 4}\|\partial b\|_{n} .
$$

Now we choose indices $p, q, r$ such that

$$
\frac{2}{3} n<p<n, \quad q \geqq n, \quad r \geqq n, \quad \frac{1}{p}=\frac{1}{q}+\frac{1}{2 n}=\frac{2}{r}+\frac{1}{2 n} .
$$

It follows from (2.4) and Gagliado-Nirenberg's inequality that the estimates

$$
\begin{aligned}
&\left\|\partial F_{1}\left(a_{m}, \partial a_{m}\right)\right\|_{p} \leqq C\left(\left\|\partial a_{m}\right\|_{2 p}^{2}+\left\|a_{m}\right\|_{\Omega}\left\|\partial^{2} a_{m}\right\|_{2 n}\right) \\
& \leqq C\left\|a_{m}\right\|_{q}\left\|\partial^{2} a_{m}\right\|_{2 n} \\
&\left\|\partial F_{2}\left(a_{m}\right)\right\|_{p} \leqq C\left\|\partial a_{m}\right\|_{2 n}\left\|a_{m}\right\|_{r}^{2}
\end{aligned}
$$

hold. Therefore by use of Lemma 3.1 and (3.7) for $a_{m}$ (see the proof of

Proposition 3.2) we have

$$
\begin{aligned}
& \left\|\int_{0}^{t} e^{(t-s) \Delta} \partial F_{1}\left(a_{m}(s), \partial a_{m}(s)\right) d s\right\|_{2 n} \\
& \quad \leqq C \int_{0}^{t}(t-s)^{-(n / p-1 / 2) / 2}\left\|a_{m}(s)\right\|_{q}\left\|\partial^{2} a_{m}(s)\right\|_{2 n} d s \\
& \quad \leqq C(K) \sup _{\tau>0} \tau^{3 / 4}\left\|\partial^{2} a_{m}(\tau)\right\|_{2 n} \int_{0}^{t}(t-s)^{-(n / p-1 / 2) / 2} s^{-(3-n / p) / 2} d s \\
& \quad \leqq C(K) t^{-1 / 4} \sup _{\tau>0} \tau^{3 / 4}\left\|\partial^{2} a_{m}(\tau)\right\|_{2 n}, \\
& \left\|\int_{0}^{t} e^{(t-s) \Delta} \partial F_{2}\left(a_{m}(s)\right) d s\right\|_{2 n} \\
& \quad \leqq C \int_{0}^{t}(t-s)^{-(n / p-1 / 2) / 2}\left\|\partial a_{m}(s)\right\|_{2 n}\left\|a_{m}(s)\right\|_{r}^{2} d s \\
& \quad \leqq C(K) \sup _{\tau>0} \tau^{1 / 4}\left\|\partial a_{m}(\tau)\right\|_{2 n} \int_{0}^{t}(t-s)^{-(n / p-1 / 2) / 2} s^{-(s-n / p) / 2} d s \\
& \quad \leqq C(K) t^{-1 / 4} \sup _{\tau>0}^{1 / 4}\left\|\partial a_{m}(\tau)\right\|_{2 n} .
\end{aligned}
$$

For a similar reason, we also have

$$
\begin{aligned}
& \left\|\partial e^{t \Delta} \partial b\right\|_{2 n} \leqq C t^{-s / 4}\|\partial b\|_{2 n} \\
& \left\|\int_{0}^{t} \partial e^{(t-s) \Delta} \partial F_{1}\left(a_{m}(s), \partial a_{m}(s)\right) d s\right\|_{2 n} \leqq C(K) t^{-3 / 4} \sup _{:>0} \tau^{s / 4}\left\|\partial^{2} a_{m}(\tau)\right\|_{2 n} \\
& \left\|\int_{0}^{t} \partial e^{(t-s) \Delta} \partial F_{2}\left(a_{m}(s)\right) d s\right\|_{2 n} \leqq C(K) t^{-3 / 4} \sup _{\tau>0} \tau^{1 / 4}\left\|\partial a_{m}(\tau)\right\|_{2 n}
\end{aligned}
$$

Summing up these estimates we get

$$
\left\{\begin{array}{l}
\sup _{t>0} t^{1 / 4}\left\|\partial a_{0}(t)\right\|_{2 n}+\sup _{t>0} t^{3 / 4}\left\|\partial^{2} a_{0}(t)\right\|_{2 n} \leqq C\|\partial b\|_{n}, \\
\sup _{t>0} t^{1 / 4}\left\|\partial a_{m+1}(t)\right\|_{2 n}+\sup _{t>0} t^{3 / 4}\left\|\partial^{2} a_{m+1}(t)\right\|_{2 n} \\
\\
\quad \leqq C\|\partial b\|_{n}+C(K)\left\{\sup _{t>0} t^{1 / 4}\left\|\partial a_{m}(t)\right\|_{2 n}+\sup _{t>0} t^{3 / 4}\left\|\partial^{2} a_{m}(t)\right\|_{2 n}\right\}, \quad m=0,1,2, \cdots
\end{array}\right.
$$

Put

$$
C_{4}=\frac{C\|\partial b\|_{n}}{1-C(K)}
$$

If $\|b\|_{n}$ is sufficiently small, then so is $K$, and $C_{4}$ is a positive constant. The assertion of the proposition follows by induction on $m$.

Next we consider the case when $M=\Omega$. In this case we shall use
the fractional power of $-\Delta$ (see $[1,3,7]$ ). We denote by $(-\Delta)^{\alpha}$ and $\mathscr{D}\left((-\Delta)^{\alpha}\right)$ the fractional power of $-\Delta$ of order $\alpha \quad(0<\alpha<1)$ and its domain respectively. The $\mathscr{D}\left((-\Delta)^{\alpha}\right)$-norm is defined by

$$
\|a\|_{\left.\mathscr{T}(1-\Delta)^{\alpha}\right)}=\left\|(-\Delta)^{\alpha} a\right\|_{n},
$$

which is equivalent to the graph norm $\|a\|_{n}+\left\|(-\Delta)^{\alpha} a\right\|_{n}$ for $\alpha>0$ and the bounded domain $\Omega$. It is well-known that

$$
\begin{align*}
& \left\|(-\Delta)^{\alpha} e^{t \Delta} a\right\|_{\beta} \leqq C(\beta, \gamma, n) t^{-(2 \alpha+n / r-n / \beta) / 2}\|a\|_{r} \quad(1<\gamma \leqq \beta<\infty),  \tag{3.9}\\
& \|a\|_{k, p} \leqq C\left\|(-\Delta)^{k / 2} a\right\|_{p}
\end{align*}
$$

hold, where $\|\cdot\|_{k, p}$ is the norm of the Bessel potential space $\mathscr{L}^{k, p}(M)$ (see [4]). We shall prove

Proposition 3.4. Under the hypotheses in Theorem 2 (ii), there exists a positive constant $C_{5}$ such that

$$
\left\|(-\Delta)^{1 / 2} a(t)\right\|_{2 n} \leqq C_{5} t^{-1 / 4}, \quad\left\|(-\Delta)^{1 / 2+\alpha} a(t)\right\|_{2 n} \leqq C_{5} t^{-1 / 4-\alpha} \quad(0<\alpha<1 / 2)
$$

Proof. It suffices to show the estimates for $a_{m}(t)$. Since $W_{0}^{1, n}(M)$ and $\mathscr{O}\left((-\Delta)^{1 / 2}\right)$ coincide as vector spaces and carry equivalent norms ([1]), our hypotheses imply $(-\Delta)^{1 / 2} b \in L^{n}(M)$. The operators $(-\Delta)^{1 / 2}$ and $(-\Delta)^{1 / 2+\alpha}$ commute with $e^{t \Delta}$, and $\left\{a_{m}\right\}$ satisfies

$$
\begin{align*}
& (-\Delta)^{1 / 2} a_{m+1}(t)=e^{t \Delta}(-\Delta)^{1 / 2} b  \tag{3.11}\\
& \quad+\int_{0}^{t}(-\Delta)^{1 / 2} e^{(t-s) \Delta}\left(F_{1}\left(a_{m}(s), \partial a_{m}(s)\right)+F_{2}\left(a_{m}(s)\right)\right) d s,
\end{align*}
$$

$$
\begin{align*}
& (-\Delta)^{1 / 2+\alpha} a_{m+1}(t)=(-\Delta)^{\alpha} e^{t \Delta}(-\Delta)^{1 / 2} b  \tag{3.12}\\
& \quad+\int_{0}^{t}(-\Delta)^{1 / 2+\alpha} e^{(t-s) \Delta}\left(F_{1}\left(a_{m}(s), \partial a_{m}(s)\right)+F_{2}\left(a_{m}(s)\right)\right) d s .
\end{align*}
$$

From Lemma 3.1 and (3.9) we have

$$
\begin{aligned}
& \left\|e^{t \Delta}(-\Delta)^{1 / 2} b\right\|_{2 n} \leqq C_{8} t^{-1 / 4}\left\|(-\Delta)^{1 / 2} b\right\|_{n}, \\
& \left\|(-\Delta)^{\alpha} e^{t \Delta}(-\Delta)^{1 / 2} b\right\|_{2 n} \leqq C_{6} t^{-1 / 4-\alpha}\left\|(-\Delta)^{1 / 2} b\right\|_{n}
\end{aligned}
$$

It follows from (2.4), Hölder's and Gagliado-Nirenberg's inequalities, (3.10) and (3.7) for $a_{m}(t)$ that

$$
\begin{aligned}
\left\|F_{1}\left(a_{m}(s), \partial a_{m}(s)\right)\right\|_{n} & \leqq C\left\|a_{m}(s)\right\|_{2 n}\left\|\partial a_{m}(s)\right\|_{2 n} \\
& \leqq C(K) s^{-1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(s)\right\|_{2 n},
\end{aligned}
$$

$$
\begin{aligned}
\left\|F_{2}\left(a_{m}(s)\right)\right\|_{2 n} & \leqq C\left\|a_{m}(s)\right\|_{\infty}^{2}\left\|a_{m}(s)\right\|_{2 n} \\
& \leqq C\left\|a_{m}(s)\right\|_{2 n}^{2}\left\|(-\Delta)^{1 / 2} a_{m}(s)\right\|_{2 n} \\
& \leqq C(K) s^{-1 / 2}\left\|(-\Delta)^{1 / 2} a_{m}(s)\right\|_{2 n}
\end{aligned}
$$

hold. Using the above estimates and (3.9) appropriately, we have

$$
\begin{aligned}
& \left\|\int_{0}^{t}(-\Delta)^{1 / 2} e^{(t-s) \Delta} F_{1}\left(a_{m}(s), \partial a_{m}(s)\right) d s\right\|_{2 n} \\
& \quad \leqq C(K) \sup _{\tau>0} \tau^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(\tau)\right\|_{2 n} \int_{0}^{t}(t-s)^{-3 / 4} s^{-1 / 2} d s \\
& \quad \leqq C(K) t^{-1 / 4} \sup _{\tau>0} \tau^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(\tau)\right\|_{2 n}, \\
& \left\|\int_{0}^{t}(-\Delta)^{1 / 2} e^{(t-s) \Delta} F_{2}\left(a_{m}(s)\right) d s\right\|_{2 n} \\
& \quad \leqq C(K) \sup _{=>0} \tau^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(\tau)\right\|_{2 n} \int_{0}^{t}(t-s)^{-1 / 2} s^{-s / 4} d s \\
& \quad \leqq C(K) t^{-1 / 4} \sup _{\tau>0} \tau^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(\tau)\right\|_{2 n} .
\end{aligned}
$$

Therefore we have

$$
\sup _{t>0} t^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m+1}(t)\right\|_{2 n} \leqq C_{6}\left\|(-\Delta)^{1 / 2} b\right\|_{n}+C(K) \sup _{t>0} t^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(t)\right\|_{2 n},
$$

which yields the existence of $C_{7}>0$ such that

$$
\sup _{t>0} t^{1 / 4}\left\|(-\Delta)^{1 / 2} a_{m}(t)\right\|_{2 n} \leqq C_{7}
$$

holds, if $\|b\|_{n}$ is sufficiently small.
By use of this estimate, (2.4), (3.7) for $a_{m}$ we have

$$
\begin{aligned}
&\left\|F_{1}\left(a_{m}(s), \partial a_{m}(s)\right)\right\|_{2 n} \leqq C\left\|a_{m}(s)\right\|_{\infty}\left\|\partial a_{m}(s)\right\|_{2 n} \\
& \leqq C\left(\left\|a_{m}(s)\right\|_{\infty}^{2}+1\right)\left\|\partial a_{m}(s)\right\|_{2 n} \\
& \leqq C\left(\left\|(-\Delta)^{1 / 2} a_{m}(s)\right\|_{2 n}^{3}+\left\|\partial a_{m}(s)\right\|_{2 n}\right) \\
& \leqq C s^{-3 / 4}, \\
&\left\|F_{2}\left(a_{m}(s)\right)\right\|_{2 n} \leqq C\left\|a_{m}(s)\right\|_{2 n}^{2}\left\|(-\Delta)^{1 / 2} a_{m}(s)\right\|_{2 n} \\
& \leqq C\left\|(-\Delta)^{1 / 2} a_{m}(s)\right\|_{2 n}^{3} \\
& \leqq C s^{-8 / 4}
\end{aligned}
$$

From these estimates and (3.9),

$$
\begin{aligned}
& \| \int_{0}^{t}(-\Delta)^{1 / 2+\alpha} e^{(t-s) \Delta}\left(F_{1}\left(a_{m}(s), \partial a_{m}(s)\right)+F_{2}\left(a_{m}(s)\right) d s \|_{2 n}\right. \\
& \quad \leqq C \int_{0}^{t}(t-s)^{-(1 / 2+\alpha)} s^{-3 / 4} d s \\
& \quad \leqq C t^{-1 / 4-\alpha}
\end{aligned}
$$

follows. Thus we obtain

$$
\left\|(-\Delta)^{1 / 2+\alpha} a_{m+1}(t)\right\|_{2 n} \leqq C_{8} t^{-1 / 4-\alpha} .
$$

The assertion is valid for $C_{8}=\max \left\{C_{8}, C_{7}, C_{8}\right\}$.
Sobolev's imbedding theorem gives

$$
\|\partial a\|_{\infty} \leqq C(\beta)\|\partial a\|_{\beta, 2 n} \leqq C(\beta)\|a\|_{1+\beta, 2 n} \quad \text { if } \quad \beta>1 / 2 .
$$

Consequently Proposition 3.4 and (3.10) yield

$$
\|\partial a\|_{\infty} \leqq C(\beta) t^{-1 / 4-\beta / 2} \quad \text { for } \quad 1 / 2<\beta<1 .
$$

The above arguments show $t^{1 / 2} \partial a$ (for $M=R^{n}$ ), $t^{1 / 4+\beta / 2} \partial a$ (for $M=\Omega$ ) $\in$ $L^{\infty}\left((0, \infty) ; L^{\infty}(M)\right)$. The continuity of these functions on $[0, \infty)$ follows from the property of $e^{t \Delta}$.

Finally, repeating an argument similar to that of the paragraph just before Proposition 3.1, we get the facts that $b \in W_{0}^{1, n}(M)$ implies $a(t)$, $\partial a(t)\left(\right.$ for $\left.M=R^{n}\right),(-\Delta)^{1 / 2} a(t)($ for $M=\Omega) \in \mathscr{D}(\Delta)$ for $t>0$ and that $a(t) \in$ $C^{0}\left([0, \infty) ; W_{0}^{1, n}(M)\right) \cap C^{1}\left((0, \infty) ; W_{0}^{1, n}(M)\right)$.

Thus we complete the proof of Theorem 2.

## §4. Proof of Theorem 3.

We solve the system of equations (2.10) by successive approximation

$$
\begin{aligned}
& u_{0}(t)=-\int_{0}^{t} B(s) d s \\
& u_{m+1}(t)=-\int_{0}^{t} u_{m}(s) B(s) d s+u_{0}(t), \quad m=0,1,2, \cdots
\end{aligned}
$$

It follows from (2.9) that

$$
\left\|u_{0}(t)\right\|_{\infty} \leqq C \int_{0}^{t} s^{-r} d s=\frac{C t^{1-r}}{1-\gamma}
$$

holds, where $C$ is a positive constant in (2.9). Hence by induction on $m$, we have

$$
\left\|\left(u_{m+1}-u_{m}\right)(t)\right\|_{\infty} \leqq\left(\frac{C}{1-\gamma}\right)^{m+2} \frac{t^{(m+2)(1-\gamma)}}{(m+2)!}, \quad m=0,1,2, \cdots
$$

Consequently $\left\{u_{m}\right\}$ converges to $u$, and $u$ satisfies

$$
\begin{aligned}
& u_{t}(t)=-u(t) B(t)-B(t), \\
& \|u(t)\|_{\infty} \leqq \exp \left\{\frac{C t^{1-r}}{1-\gamma}\right\}-1,
\end{aligned}
$$

which imply $u \in C^{0}\left([0, \infty) ; L^{\infty}(M)\right) \cap C^{1}\left((0, \infty) ; L^{\infty}(M)\right)$.
Next we prove the uniqueness. If $u$ and $v$ are solutions to (2.10), then

$$
(u-v)(t)=-\int_{0}^{t}(u-v)(s) B(s) d s
$$

holds. Using (2.9) we have

$$
\begin{equation*}
\|(u-v)(t)\|_{\infty} \leqq C \sup _{0 \leq=\leq t}\|(u-v)(\tau)\|_{\infty} \int_{0}^{t} s^{-\tau} d s \tag{4.1}
\end{equation*}
$$

Since there exists a $T>0$ such that

$$
C \int_{0}^{T} s^{-r} d s=\frac{1}{2}
$$

we have $u \equiv v$ on [ $0, T$ ] from (4.1).
We assume that $\left[0, T^{*}\right.$ ) is the maximal interval on which $u \equiv v$ holds, and that $T^{*}<\infty$. Using a similar argument, we have

$$
\|(u-v)(t)\|_{\infty} \leqq C \sup _{T^{*} \leq \tau \leq t}\|(u-v)(\tau)\|_{\infty} \int_{T^{*}}^{t} s^{-r} d s \quad \text { for } \quad t>T^{*}
$$

If $t-T^{*}$ is sufficiently small, then

$$
C \int_{T^{*}}^{t} s^{-r} d s<1
$$

This contradicts the maximality of $T^{*}$.
Thus the proof of Theorem 3 is complete.
Acknowledgements. The authors are greatly indebted to Professor Yoshiaki Maeda for suggesting the problem to us and for his proper guidance, and to Professor Morio Obata for his continuous encouragement. They also thank Dr. Masahiko Kanai and Mr. Kotaro Yamada for their valuable comments and frequent discussions.

## References

[1] H. Amann, On abstract parabolic fundamental solutions, J. Math. Soc. Japan, 39 (1987), 93-116.
[2] J. Eells, Jr. and J. H. Sampson, Harmonic mappings of Riemannian manifolds, Amer. J. Math., 86 (1964), 109-160.
[3] A. Friedman, Partial Differential Equations, Holt, Rinehart \& Winston, New York, 1969.
[4] D. Fujiwara, On the asymptotic behavior of the Green operators for elliptic boundary problems and the pure imaginary powers of some second order operator, J. Math. Soc. Japan, 21 (1969), 481-522.
[5] Y. Giga and T. Miyakawa, Solutions in $L_{r}$ of the Navier-Stokes initial value problem, Arch. Rational Mech. Anal., 89 (1985), 267-281.
[6] D. Gilbarg and N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, 2nd ed., Grundlehren Math. Wiss., 224 (1983), Springer-Verlag.
[7] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Math., 840 (1983), Springer-Verlag.
[8] T. Kato, Perturbation Theory for Linear Operators, Grundlehren Math. Wiss., 132 (1966), Springer-Verlag.
[9] T. Kato, Strong $L^{p}$-solutions of the Navier-Stokes equation in $\boldsymbol{R}^{m}$, with applications to weak solutions, Math. Z., 187 (1984), 471-480.
[10] H. B. Lawson, Jr., The Theory of Gauge Field in Four Dimensions, Regional Conf. Ser. in Math., 58 (1985), Amer. Math. Soc.
[11] V. G. Maz'Ja, Sobolev Spaces, Springer-Verlag, 1985.
[12] I. Mogi and M. Itoн, Differential Geometry and Gauge Theory, Kyōritsu Shuppan, Tokyo, 1986 (in Japanese).
[13] H. Naito, Asymptotic behavior of solutions to Eells-Sampson equations near stable harmonic maps, preprint.
[14] H. Naito, Asymptotic behavior of non-linear heat equations in geometric variational problems, unpublished.
[15] L. Simon, Asymptotics for a class of non-linear evolution equations, with applications to geometric problems, Ann. of Math., 118 (1983), 525-571.
[16] K. K. Uhlenbeck, Removable singularities in Yang-Mills fields, Comm. Math. Phys., 83 (1982), 11-29.
[17] K. K. Uhlenbeck, Connections with $L^{p}$ bound on curvature, Comm. Math. Phys., 83 (1982), 31-42.
[18] K. K. Uhlenbeck, Variational problems for gauge fields, Seminar on Differential Geometry, ed. S.-T. Yau, Ann. Math. Stud., 102 (1982), 455-464, Princeton Univ. Press.
[19] F. B. Weissler, Semilinear evolution equations in Banach spaces, J. Funct. Anal., 32 (1979), 277-296.
[20] F. B. Weissler, Local existence and nonexistence for semilinear parabolic equations in $L^{p}$, Indiana Univ. Math. J., 24 (1980), 79-102.
[21] M. Yokotani, Local existence of the Yang-Mills gradient flows, preprint.

[^0]
[^0]:    Present Address:
    Kazuyo Kono
    Department of Mathematics, Faculty of Science and Technology, Keio University
    Yokohama 223, Japan
    Takeyuki Nagasawa
    Mathematical Institute, Tôhoku University
    Sendai 980, Japan

