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Abstract. In this note we investigate the spectral gaps of the Schrödinger operator

H = − d2

dx2
+

∞∑
l=−∞

(
β1δ′(x − 2πl) + β2δ′(x − κ − 2πl)

)
in L2(R) ,

whereβ1, β2 ∈ R \ {0} andκ/π ∈ Q. By Gj we denote thej -th gap of the spectrum ofH . We provide the

asymptotic expansion of the length ofGj asj → ∞.

1. Introduction

In this paper we discuss the spectrum of the Schrödinger operator which is formally
expressed as

H = − d2

dx2 +
∞∑

l=−∞

(
β1δ

′(x − 2πl) + β2δ
′(x − κ − 2πl)

)
in L2(R) ,

whereκ ∈ (0, 2π) andβ1, β2 ∈ R \ {0} are parameters, the symbol′ stands for the derivative
with respect tox, andδ(x) is the Diracδ-function at the origin. The precise definition of this
operator is given through boundary conditions as follows. Let

Z1 = 2πZ , Z2 = {κ} + 2πZ , Z = Z1 ∪ Z2 ,

and

Al =
(

1 βl

0 1

)
for l = 1, 2 .

We define

(Hy)(x) = −y ′′(x) , x ∈ R \ Z ,
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Dom(H) =
{
y ∈H 2(R \ Z) ;

(
y(x + 0)

y ′(x + 0)

)
= Al

(
y(x − 0)

y ′(x − 0)

)
for x ∈ Zl, l = 1, 2

}
.

In order to formulate our main result, we recall basic spectral properties ofH from [10].
The operatorH is self-adjoint. Let us consider the equations


−y ′′(x) = λy(x) , x ∈ R \ Z ,(

y(x + 0)

y ′(x + 0)

)
=

(
1βl

0 1

)(
y(x − 0)

y ′(x − 0)

)
for x ∈ Zl, l = 1, 2 ,

(1)

whereλ is a complex parameter. Byy1(x, λ) andy2(x, λ) we denote the solutions of (1)
subject to the initial conditions

(y1(+0, λ) , y ′
1(+0, λ)) = (1, 0)

and

(y2(+0, λ) , y ′
2(+0, λ)) = (0, 1) ,

respectively. We introduce the discriminant of the equations (1):

D(λ) = y1(2π + 0, λ) + y ′
2(2π + 0, λ) ,

which is an entire function. Throughout this paper we use the following convention to simplify
expressions. A sentence which contains either± or ∓ means two sentences; one of which
corresponds to the upper sign, the other the lower sign. For example,a± = b∓ means two
formulasa+ = b− anda− = b+. All the zeros ofD(·) ∓ 2 are real, and they form an

increasing sequence which diverges to+∞. Forj ∈ N = {1, 2, 3, . . . }, we denote byλ±
j the

j -th zero ofD(·) ∓ 2 counted with multiplicity. Then we have

λ∓
1 < λ±

1 ≤ λ±
2 < λ∓

2 ≤ λ∓
3 < · · · < λ±

2k−1 ≤ λ±
2k < λ∓

2k ≤ λ∓
2k+1 < · · ·

for ±β1β2 < 0 (see Proposition 1(d), (e) of [10]). For±β1β2 < 0, we define

Bj =
{

[λ∓
j , λ±

j ] if j is odd,

[λ±
j , λ∓

j ] if j is even,

Gj =
{

(λ±
j , λ±

j+1) if j is odd,

(λ∓
j , λ∓

j+1) if j is even.

The spectrum ofH is then given by

σ(H) =
∞⋃

j=1

Bj .
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The closed intervalBj is called thej -th band ofσ(H), the open intervalGj thej -th gap.
The aim of this paper is to analyze the asymptotic behavior of|Gj |, the length of thej -th

gap, asj → ∞. Hereafter we impose the following assumption onκ .

(A.1)
κ

2π
= m

n
, (m, n) ∈ N2 and gcd(m, n) = 1 .

We further assume that the prime period of the interactions is 2π , i.e.,

(A.2) either (m, n) �= (1, 2) or β1 �= β2 holds .

Let

ak = n

2m
k for k = 1, 2, . . . ,m − 1 , (2)

bl = n

2(n − m)
l for l = 1, 2, . . . , n − m − 1 . (3)

Since gcd(m,n)=1, we have{ak}m−1
k=1 ∩ {bl}n−m−1

l=1 = ∅. Let

c1 < c2 < · · · < cn−2 (4)

be the rearrangement of the elements of{ak}m−1
k=1 ∪ {bl}n−m−1

l=1 . We setc0 = 0, cn−1 = n/2,
and

dk = ck − ck−1 for k = 1, 2, . . . , n − 1 .

Our main result is now stated as follows.

THEOREM 1. Adopt the assumptions (A.1) and (A.2).
(i) For each k ∈ {1, 2, . . . , n − 1}, we have

|Gnj+1+k| = ndkj + O(1) as j → ∞ .

(ii) If β1β2 < 0, then

|Gnj+1| =
∣∣∣∣ 4(β1 + β2)π

β1β2κ(2π − κ)

∣∣∣∣+ O(j−1) as j → ∞ .

(iii) If β1β2 > 0, then

|Gnj+1| = 4
√

(β1 + β2)2π2 − 4β1β2κ(2π − κ)

β1β2κ(2π − κ)
+ O(j−1) as j → ∞ .

The one-dimensional Schrödinger operators with periodic point interactions have been
investigated by numerous authors; we refer to [1], [3], [4], [6], [8], [10] and [2] for a thor-
ough review. Such an operator was first inspired by Kronig and Penney; they introduced the
operator

L1 = − d2

dx2
+ β

∞∑
l=−∞

δ(x − 2πl) in L2(R) , β ∈ R \ {0}
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and illustrated the graph of its discriminant. This operator is nowadays called the Kronig-
Penney Hamiltonian and is referred as the most fundamental model in the textbooks of solid-
state physics. This operator was generalized by Gesztesy, Holden and Kirsch [3], [4]; they
originated the operator

L2 = − d2

dx2
+ β

∞∑
l=−∞

δ′(x − 2πl) in L2(R) , β ∈ R \ {0}

and proved that the length of thek-th gap ofσ(L2) is equal to

1

2
k + O(1)

ask → ∞. They also showed that the length of thek-th gap ofσ(L1) admits the asymptotic
expansion

|β|
π

+ O(k−1)

ask → ∞. In [7] Kappeler and Möhr obtained asymptotic estimates for the spectral gaps
of the Schrödinger operator whose potential is a complex-valued, periodic distribution in the
Sobolev space of orders > −1. We note that our operatorH is not included in such a class.
We stress that the asymptotic nature ofσ(H) is completely different from that ofσ(L2); our
Theorem 1 says that the length of the (nj + 1)-st gap ofσ(H) converges asj → ∞, while
the length of thej -th gap ofσ(L2) diverges to+∞ asj → ∞.

The rest of this paper is organized as follows. In section 2 we prove Theorem 1 for even
n. In Lemmas 2–6 we locate rough positions of the gaps by using the Rouché theorem and
the intermediate value theorem. These ways are fundamental methods to find the positions of
gaps and are used in [5] and section 2.4 of [9]. Combining these lemmas with the Taylor series
expansion of the discriminant, we complete the proof of Theorem 1. Section 3 is devoted to
the demonstration of Theorem 1 for oddn, which is a minor modification of that for evenn.

2. Proof of Theorem 1 for even n

By a straightforward calculation, we obtain

D(λ) =2 cos 2π
√

λ − (β1 + β2)
√

λ sin 2π
√

λ + β1β2λ sinκ
√

λ sin(2π − κ)
√

λ .

For the sake of definiteness, we fix the branch cut of the square root as the positive real axis.
We define

µ = √
λ ,

Φ+(µ) = D(λ) − 2

= −4 sin2 πµ − (β1 + β2)µ sin 2πµ + β1β2µ
2 sinκµ sin(2π − κ)µ , (5)
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Φ−(µ) = D(λ) + 2

= 4 cos2 πµ − (β1 + β2)µ sin 2πµ + β1β2µ
2 sinκµ sin(2π − κ)µ . (6)

Let us recall (A.1). In this section we suppose that

n ∈ 2N .

In the subsequent lemmas we locate the zeros ofΦ±(µ). First we prove the following claim.

LEMMA 2. There exists j0 ∈ N such that the function Φ±(µ) has exactly n zeros in
the interval (nj/2 + n/4, n(j + 1)/2 + n/4) for all integers j ≥ j0.

PROOF. We use the Rouché theorem:

Let Ω be a region in C, Γ the boundary of Ω . If f and g are analytic on Ω and |f | < |g| on
Γ , then f + g and g have the same number of zeros inside Ω .

Let j ∈ N. We put

f (z) = −4 sin2 πz − (β1 + β2)z sin 2πz , (7)

g(z) = β1β2z
2 sin

2m

n
πz sin 2

(
1 − m

n

)
πz , (8)

Ωj =
{
z ∈ C ; nj

2
+ n

4
< Rez <

n(j + 1)

2
+ n

4
, |Im z| <

nj

2
+ n

4

}
,

andΓj = ∂Ωj . We show the inequality|f (z)| < |g(z)| on Γj . Notice thatΦ+(z) =
f (z) + g(z). We have∣∣∣∣f (z)

g(z)

∣∣∣∣ ≤
∣∣∣∣ 4 sin2 πz

β1β2z2 sin 2m
n

πz sin 2
(
1 − m

n

)
πz

∣∣∣∣+
∣∣∣∣ (β1 + β2) sin 2πz

β1β2z sin 2m
n

πz sin 2
(
1 − m

n

)
πz

∣∣∣∣ . (9)

Forα ∈ R andz = σ + iτ with σ, τ ∈ R, the equality

| sinαz|2 = 1

4
(e2ατ − 2 cos 2ασ + e−2ατ ) (10)

holds.
First, we consider the vertical sides ofΓj . Let σ = nj/2 + n/4. It follows byn ∈ 2N

and gcd(m,n)=1 thatm ∈ 2N − 1. By (10) we have

∣∣∣∣ sin
2m

n
πz

∣∣∣∣
2

= 1

4

(
e

2m
n πτ + e− 2m

n πτ
)2

,

∣∣∣∣ sin 2

(
1 − m

n

)
πz

∣∣∣∣
2

= 1

4

(
e2(1− m

n )πτ + e−2(1− m
n )πτ

)2
.
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Using the Schwarz inequality, we get∣∣∣∣ sin
2m

n
πz

∣∣∣∣
∣∣∣∣ sin 2

(
1 − m

n

)
πz

∣∣∣ ≥ 1

4
(eπτ + e−πτ )2 .

It follows from (10) that

| sinπz|2 ≤1

4
(eπτ + e−πτ )2 , (11)

| sin 2πz| ≤1

2
(eπτ + e−πτ )2 . (12)

Hence ∣∣∣∣f (z)

g(z)

∣∣∣∣ ≤
∣∣∣∣ 4

β1β2(nj/2 + n/4)2

∣∣∣∣+
∣∣∣∣ 2(β1 + β2)

β1β2(nj/2 + n/4)

∣∣∣∣ .
So, there existsj1 ∈ N such that∣∣∣∣f (z)

g(z)

∣∣∣∣ < 1 on

{
z ∈ C ; Rez = nj

2
+ n

4
, |Im z| ≤ nj

2
+ n

4

}

for all integersj ≥ j1. The same is true on the other vertical side ofΓj .
Next we discuss the horizontal sides ofΓj . Let τ = ±(nj/2 + n/4). By (10) we get

∣∣∣∣ sin
2m

n
πz

∣∣∣∣
2

≥ 1

4

(
e

2m
n π |τ | − e− 2m

n π |τ |)2 ,

∣∣∣∣ sin 2

(
1 − m

n

)
πz

∣∣∣∣
2

≥ 1

4

(
e2(1− m

n )π |τ | − e−2(1− m
n )π |τ |)2 ,

and hence∣∣∣∣ sin
2m

n
πz

∣∣∣∣
∣∣∣∣ sin 2

(
1 − m

n

)
πz

∣∣∣∣ ≥ 1

4
e2π |τ |(1 − e−4m

n π |τ |)(1 − e−4(1− m
n )π |τ |) .

Since

| sinπz|2 ≤ 1

4
e2π |τ |(1 + e−2π |τ |)2 ,

| sin 2πz| ≤ 1

2
e2π |τ |(1 + e−2π |τ |)2 ,

we get ∣∣∣∣f (z)

g(z)

∣∣∣∣ ≤ (1 + e−2π |τ |)2

|β1β2|
(
1 − e−4m

n π |τ |)(1 − e−4(1− m
n )π |τ |)

(
4

τ2 + 2|β1 + β2|
|τ |

)
.
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So, there existsj2 ∈ N such that∣∣∣∣f (z)

g(z)

∣∣∣∣ < 1 on

{
z ∈ C ; nj

2
+ n

4
≤ Rez ≤ n(j + 1)

2
+ n

4
, Im z = ±

(
nj

2
+ n

4

)}

for anyj ≥ j2. Thus ∣∣∣∣f (z)

g(z)

∣∣∣∣ < 1 on Γj

for anyj ≥ j0:=max{j1, j2}. Using the Rouché theorem, we infer thatg(z) andf (z) + g(z)

admit the same number of zeros insideΩj for j ≥ j0.
Finally, we count the number of the zeros ofg(z) insideΩj . Note that all the zeros of

sin((2m/n)πz) in Ωj are

n

2m

(
m

(
j + 1

2

)
+ 2p + 1

2

)
, p = 0 , 1, . . . ,m − 1 ,

while those of sin(2(1 − m/n)πz) in Ωj are

n

2(n − m)

(
(n − m)

(
j + 1

2

)
+ 2q + 1

2

)
, q = 0 , 1, . . . , n − m − 1 .

Therefore, the functiong(z) admits exactlyn zeros insideΩj for j ≥ j0, and so doesΦ+(µ).
Since the zeros ofΦ+(µ) in Ωj are real, we conclude thatΦ+(µ) possesses exactlyn zeros
inside the interval(nj/2 + n/4, n(j + 1)/2 + n/4) for anyj ≥ j0. In a similar fashion, we
infer thatΦ−(µ) has exactlyn zeros in the interval(nj/2 + n/4, n(j + 1)/2 + n/4) for all
j ≥ j0 �

We sharpen the above lemma in the following Lemmas 3–5.

LEMMA 3. There exists j3 ∈ N such that the function Φ+(µ) has a unique zero in the
interval (nj/2 + n/4 + (l − 1)/2, nj/2 + n/4 + l/2) for j ≥ j3 and l = 1, 2, . . . , n/2 −
1, n/2 + 2, . . . , n. Furthermore, the function Φ+(µ) admits exactly two zeros in the interval
(n(j + 1)/2 − 1/2, n(j + 1)/2 + 1/2) for j ≥ j3.

PROOF. Notice thatn − m ∈ 2N − 1. First, we discuss the case whereβ1β2 < 0 and
n ∈ 2α+1(2N − 1) with α ∈ N. Let j ≥ j0. We fix k ∈ {1, 3, 5, . . . , n − 1}. We have

Φ+
(

nj

2
+ n

4
+ k − 1

2

)
= −β1β2

(
nj

2
+ n

4
+ k − 1

2

)2

cos2
(k − 1)m

n
π ≥ 0 , (13)

Φ+
(

nj

2
+ n

4
+ k

2

)
= −4 + β1β2

(
nj

2
+ n

4
+ k

2

)2

cos2
km

n
π < 0 . (14)

On (13) the equality holds if and only ifk = n/2 + 1. By the intermediate value theorem, we
claim that the functionΦ+(µ) has at least one zero in(nj/2+n/4+(l−1)/2, nj/2+n/4+l/2)
for l = 1, 2, . . . , n/2 − 1, n/2 + 2, . . . , n.
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Next, we investigate the number of the zeros ofΦ+(µ) inside(n(j + 1)/2− 1/2, n(j +
1)/2 + 1/2). By a simple calculation, we have

Φ+
(

n(j + 1)

2

)
= 0 , (15)

Φ ′+
(

n(j + 1)

2

)
= −(β1 + β2)πn(j + 1) . (16)

So, for a sufficiently small positive numberε, we get

Φ+
(

n(j + 1)

2
− ε

)
> 0 if β1 + β2 > 0 ,

Φ+
(

n(j + 1)

2
+ ε

)
> 0 if β1 + β2 < 0 .

Combining these with (14) and the intermediate value theorem, we see thatΦ+(µ) has at
least two zeros inside(n(j + 1)/2 − 1/2, n(j + 1)/2 + 1/2). Using Lemma 2 and the
above discussion, we obtain the assertion of Lemma 3 in the case whereβ1β2 < 0 and
n ∈ 2α+1(2N − 1) with α ∈ N. Likewise, we get the conclusion of Lemma 3 in the other
cases. �

LEMMA 4. Let j ≥ j0 and β1β2 < 0. Then, the function Φ−(µ) has exactly one root
in the interval (nj/2 + n/4 + (l − 1)/2, nj/2 + n/4 + l/2) for l = 1, 2, . . . , 2n.

PROOF. Note thatn − m �∈ 2N. First, we consider the case wheren ∈ 2α+1(2N − 1)

with α ∈ N. We fix k ∈ {1, 3, 5, . . . , n − 1}. Since

Φ−
(

nj

2
+ n

4
+ k − 1

2

)
= 4 − β1β2

(
nj

2
+ n

4
+ l − 1

2

)2

cos2
(k − 1)m

n
π > 0 ,

Φ−
(

nj

2
+ n

4
+ k

2

)
= β1β2

(
nj

2
+ n

4
+ k

2

)2

cos2
km

n
π < 0 ,

we claim by the intermediate value theorem that the functionΦ−(µ) has at least one zero
inside(nj/2+ n/4 + (l − 1)/2, nj/2+ n/4+ l/2) for l = 1, 2, . . . , n. Combining this with

Lemma 2, we get the assertion of Lemma 4 in the case wheren ∈ 2α+1(2N − 1) with α ∈ N.
In a similar way, we get the conclusion of Lemma 4 in the case wheren ∈ 2(2N − 1). �

LEMMA 5. Let β1β2 > 0. Then, there exists j4 ∈ N such that the function Φ−(µ) has
a unique zero in the interval (nj/2 + n/4 + (l − 1)/2, nj/2 + n/4 + l/2) for j ≥ j4 and
l = 1, 2, . . . , n/2 − 1, n/2 + 2, . . . , n. Moreover, the function Φ−(µ) possesses exactly two
zeros in the interval (n(j + 1)/2 − 1/2, n(j + 1)/2 + 1/2) for j ≥ j4.

PROOF. Recall thatn − m �∈ 2N. We discuss the case wheren ∈ 2α+1(2N − 1) with
α ∈ N. Let j ≥ j0. We fix k ∈ {1, 3, 5, . . . , n/2 − 1, n/2 + 3, . . . , n − 1}. Since there exists
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j4 ∈ N such that

Φ−
(

nj

2
+ n

4
+ k − 1

2

)
= 4 − β1β2

(
nj

2
+ n

4
+ k − 1

2

)2

cos2
(k − 1)m

n
π < 0 ,

Φ−
(

nj

2
+ n

4
+ k

2

)
= β1β2

(
nj

2
+ n

4
+ k

2

)2

cos2
km

n
π > 0

for j ≥ j4, we infer by the intermediate value theorem that the functionΦ−(µ) has at least
one zero in(nj/2+n/4+(l−1)/2, nj/2+n/4+l/2) for l = 1, 2, . . . , n/2−1, n/2+3, . . . , n

andj ≥ j4.
Next, we discuss the number of the zeros ofΦ−(µ) inside(n(j + 1)/2 − 1/2, n(j +

1)/2 + 1/2). By a simple calculation, we have

Φ−
(

n(j + 1)

2

)
= 4 , (17)

Φ ′−
(

n(j + 1)

2

)
= −(β1 + β2)πn(j + 1) .

Moreover, we obtain

Φ−
(

n(j + 1)

2
− 1

2

)
> 4

and

Φ−
(

n(j + 1)

2
+ 1

2

)
> 4 (18)

for sufficiently largej . First we discuss the case whereβ1 + β2 > 0. Letα1 ≤ α2 be the first
two zeros ofΦ−(µ) inside(n(j + 1)/2, ∞). Combining (17),Φ ′−(n(j + 1)/2) < 0, and
Proposition 1(d) of [10], we haveΦ−(µ) ≤ 4 for µ ∈ [n(j + 1)/2, α2]. This together with
(18) yields thatΦ−(µ) has at least two zeros in the interval(n(j + 1)/2, n(j + 1)/2+ 1/2).
In a similar fashion we claim thatΦ−(µ) admits at least two zeros inside(n(j + 1)/2 −
1/2, n(j + 1)/2) for β1 + β2 < 0. Using Lemma 2 and the above discussion, we obtain the

assertion of Lemma 5 forn ∈ 2α+1(2N − 1) with α ∈ N. In a similar manner, we conclude
the assertion of Lemma 5 in the case wheren ∈ 2(2N − 1). �

We further need the following implication.

LEMMA 6. There exists j5 ∈ N such that the function D(·)∓2 has exactly (nj +n/2+
1) zeros in the interval

(− ∞, (nj/2 + n/4)2
)

for j ≥ j5.

PROOF. First, we prove the assertion forD(λ) − 2. We recall (7) and (8). Letj ≥ j0.
We put

F(λ) = f (
√

λ) = −4 sin2 π
√

λ − (β1 + β2)
√

λ sin 2π
√

λ ,
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G(λ) = g(
√

λ) = β1β2λ sin
2m

n
π

√
λ sin 2

(
1 − m

n

)
π

√
λ ,

Λj =
{
λ ∈ C ; |Reλ| <

(
nj

2
+ n

4

)2

− |Im λ|2
4
(nj

2 + n
4

)2 , |Im λ| < 2

(
nj

2
+ n

4

)2}
,

S1 =
{
z ∈ C ; Rez = nj

2
+ n

4
, 0 ≤ Im z ≤ nj

2
+ n

4

}
,

S2 =
{
z ∈ C ; |Rez| ≤ nj

2
+ n

4
, Im z = nj

2
+ n

4

}
,

S3 =
{
z ∈ C ; Rez = −

(
nj

2
+ n

4

)
, 0 ≤ Im z ≤ nj

2
+ n

4

}
.

We show the inequality|F(λ)| < |G(λ)| on ∂Λj . The functionz = √
λ maps∂Λj to

S1 ∪ S2 ∪ S3, bijectively. In Lemma 2 we have proved that|f (z)| < |g(z)| on the two lines
Im z = nj/2 + n/4 and Rez = nj/2 + n/4. Sincef (z) andg(z) are odd functions ofz,
we obtain|f (z)| < |g(z)| on S1 ∪ S2 ∪ S3. Hence, we get|F(λ)| < |G(λ)| on ∂Λj . It then
follows that the functionsD(λ) − 2 andG(λ) have the same number of zeros insideΛj .

Next, we count the number of the zeros ofG(λ) insideΛj . Notice that all the zeros of

sin((2m/n)π
√

λ) in Λj are

(
np

2m

)2

, p = 0, 1, . . . ,mj + (m − 1)/2 ,

while those of sin(2(1 − m/n)π
√

λ) in Λj are

(
nq

2(n − m)

)2

, q = 0 , 1, . . . , (n − m)j + (n − m − 1)/2 .

We note that 0 is a double zero ofG(λ). Hence the functionD(λ)−2 has exactly (nj+n/2+1)
zeros insideΛj . Combining this with the fact

lim
λ→−∞ |D(λ)| = +∞ ,

we claim thatD(λ)−2 has exactly(nj +n/2+1) zeros in the interval(−∞, (nj/2+n/4)2)

for sufficiently largej ∈ N. Likewise, we infer thatD(λ) + 2 has exactly(nj + n/2 + 1)

zeros inside the interval(−∞, (nj/2 + n/4)2) for sufficiently largej ∈ N. �

We are now ready to prove Theorem 1. First, we show the statement (ii).

PROOF OFTHEOREM 1(ii). Let us discuss the case whereβ1 +β2 > 0. By the proof of
Lemma 3 we observe that the two zeros ofΦ+(µ) in the interval(n(j + 1)/2 − 1/2, n(j +
1)/2 + 1/2) are written in the form

µ+
j = n(j + 1)

2
, µ−

j = n(j + 1)

2
− r−

j
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with 0 < r−
j < 1/2. By Lemmas 3 and 6 we have

|Gn(j+1)+1| = (µ+
j )2 − (µ−

j )2 (19)

= n(j + 1)r−
j − (r−

j )2 .

Let us show that

r−
j → 0 as j → ∞ . (20)

Seeking a contradiction, we assume that{r−
j }∞j=1 does not tend to zero. Then there would

exist a subsequence{j (l)}∞l=1 of {j }∞j=1 and a numberδ ∈ (0, 1/2) such thatδ < r−
j (l) for all

l ∈ N. Then we have

sin
2m

n
πr−

j (l) ≥ min

(
sin

2m

n
πδ, sin

m

n
π

)
> 0 ,

sin 2

(
1 − m

n

)
πr−

j (l) ≥ min

(
sin 2

(
1 − m

n

)
πδ, sin

m

n
π

)
> 0 .

SinceΦ+(µ−
j (l)) = 0, we arrive at

(
n(j (l) + 1)

2
+ r−

j (l)
− (β1 + β2) sin 2πr−

j (l)

2β1β2 sin 2m
n

πr−
j (l) sin 2

(
1 − m

n

)
πr−

j (l)

)2

= 4 sin2 πr−
j (l)

β1β2 sin 2m
n

πr−
j (l) sin 2

(
1 − m

n

)
πr−

j (l)

+
(

(β1 + β2) sin 2πr−
j (l)

2β1β2 sin 2m
n

πr−
j (l) sin 2

(
1 − m

n

)
πr−

j (l)

)2

.

(21)

Hence the left-hand side of (21) tends to+∞ asl → ∞, while the right-hand side of (21) is
bounded. Because we have found acontradiction, we obtainr−

j → 0 asj → ∞.

Next we analyze more precisely the asymptotic behavior ofr−
j asj → ∞. Recall (15)

and (16). Since

Φ ′′+
(

n(j + 1)

2

)
= −8π2 − 4(β1 + β2)π + 2β1β2m(n − m)π2(j + 1)2 ,

sup
1≤µ

µ−2|Φ ′′′+ (µ)| < +∞ ,

we have by the Taylor theorem∣∣∣∣Φ+(µ) + (β1 + β2)πn(j + 1)

(
µ − n(j + 1)

2

)
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+ {
4π2 + 2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2}(µ − n(j + 1)

2

)2∣∣∣∣
≤ C(j + 1)2

∣∣∣∣µ − n(j + 1)

2

∣∣∣∣
3

(22)

for µ ∈ (n(j + 1)/2− 1/2, n(j + 1)/2+ 1/2) andj ∈ N, whereC is a constant independent
of µ andj . BecauseΦ+(µ−

j ) = 0, we have∣∣∣∣− (β1 + β2)πn(j + 1) + {
4π2+2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2}r−

j

∣∣∣∣ (23)

≤ C(j + 1)2(r−
j )2 .

Sincer−
j → 0 asj → ∞, there existsj6 ∈ N such that

C
(
j + 1

)2
(r−

j ) ≤ 1

2

(
4π2 + 2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2)

for j ≥ j6. Inserting this into (23), we get

r−
j ≤ 2(β1 + β2)n(j + 1)

4π + 2(β1 + β2) − β1β2m(n − m)π(j + 1)2 .

Thus, there existsC0 > 0 such that

0 < r−
j ≤ C0(j + 1)−1 (24)

for all j ≥ j6. By substituting (24) for (23), we get

(β1 + β2)n(j + 1) − CC2
0

4π + 2(β1 + β2) − β1β2m(n − m)π(j + 1)2

≤ r−
j ≤ (β1 + β2)n(j + 1) + CC2

0

4π + 2(β1 + β2) − β1β2m(n − m)π(j + 1)2 .

Hence we obtain

n(j + 1)r−
j = −(β1 + β2)n

2

β1β2m(n − m)π
+ O(j−1)

asj → ∞. Therefore we conclude by (19) that

|Gn(j+1)+1| = −(β1 + β2)n
2

β1β2m(n − m)π
+ O(j−1)

asj → ∞. Thus we have proved the statement (ii) forβ1 + β2 > 0. In a similar manner, we
obtain (ii) for β1 + β2 < 0. It follows by Theorem 2 of [10] that|Gnj+1| = 0 for all j ∈ N,
providedβ1 + β2 = 0. Hence, (ii) also holds forβ1 + β2 = 0. �

The proof of the statement (iii) is slightly complicated than that of (ii).
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PROOF OFTHEOREM 1 (iii). Suppose thatβ1 + β2 > 0. It follows by the proof
of Lemma 5 that, forj ≥ j4, the function Φ−(µ) admits exactly two zeros inside
(n(j + 1)/2, n(j + 1)/2 + 1/2), which we denote byτ−

j < τ+
j . Using Lemmas 4 and 6,

we obtain

|Gn(j+1)+1| = (τ+
j )2 − (τ−

j )2 .

Puts±
j = τ±

j − n(j + 1)/2. We have 0< s−
j < s+

j < 1/2. As in the proof of (20), we have

s±
j → 0 as j → ∞ . (25)

SinceΦ−(τ±
j ) = 0, we have by (22)∣∣− 4 + (β1 + β2)πn(j + 1)s±

j

+ {
4π2 + 2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2}(s±

j )2
∣∣

≤ C(j + 1)2(s±
j )3 .

(26)

Becauses±
j → 0 asj → ∞, there existsj7 ∈ N such that

C(j + 1)2s±
j ≤ 1

2

{− 4π2 − 2(β1 + β2)π + β1β2m(n − m)π2(j + 1)2}
for j ≥ j7. This together with (26) implies that

1

2

{− 4π2 − 2(β1 + β2)π + β1β2m(n − m)π2(j + 1)2}(s±
j )2

− (β1 + β2)πn(j + 1)s±
j + 4 ≤ 0 ,

3

2

{− 4π2 − 2(β1 + β2)π + β1β2m(n − m)π2(j + 1)2}(s±
j )2

− (β1 + β2)πn(j + 1)s±
j + 4 ≥ 0 .

By the former inequality we have

0 < s±
j ≤ C1(j + 1)−1 ,

whereC1 is a constant independent ofj . Then we infer by (26) that∣∣− 4 + (β1 + β2)πn(j + 1)s±
j

+ {
4π2 + 2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2}(s±

j )2
∣∣

≤ CC3
1

j + 1
.

(27)

Put

γj = − (β1 + β2)πn(j + 1)

2(4π2 + 2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2)
.
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Then we claim by (22) that

Φ−
(

n(j + 1)

2
+ γj

)
= −(β1 + β2)

2n2 + 16β1β2m(n − m)

2β1β2m(n − m)
+ O(j−1)

asj → ∞. Notice that(β1 + β2)
2 ≥ 4β1β2 > 0, where the equality holds if and only if

β1 = β2. So we get

Φ−
(

n(j + 1)

2
+ γj

)
≤ −2(n − 2m)2

m(n − m)
+ O(j−1) . (28)

The first term of the right-hand side of (28) is equal to 0 if and only if(m, n) = (1, 2). Hence
we claim by (A.2) that

Φ−
(

n(j + 1)

2
+ γj

)
< 0

for sufficiently largej . Combining this with (17) and (18), we get

s−
j < γj < s+

j . (29)

We denote byα±
1,j < α±

2,j the zeros of

4− (β1 + β2)πn(j + 1)x − {
4π2 + 2(β1 + β2)π − β1β2m(n − m)π2(j + 1)2}x2 ± CC3

0

j + 1
.

Using (27) and (29), we obtain

α−
1,j ≤ s−

j ≤ α+
1,j , α+

2,j ≤ s+
j ≤ α−

2,j .

Therefore we get

n(j + 1)s±
j = (β1 + β2)πn2 ± n

√
(β1 + β2)2π2n2 − 16β1β2m(n − m)π2

2β1β2m(n − m)π2 + O(j−1)

asj → ∞. Hence we conclude that

|Gn(j+1)+1| = n
√

(β1 + β2)2π2n2 − 16β1β2m(n − m)π2

β1β2m(n − m)π2 + O(j−1)

as j → ∞, which proves the statement (iii) forβ1 + β2 > 0. Likewise, we get (iii) for
β1 + β2 < 0. �

Finally, we show the statement (i).

PROOF OFTHEOREM 1 (i). We show that the zeros ofΦ+(µ)/µ2 are asymptotically
equal to that of sinκµ sin(2π − κ)µ. We put

Φ̃+(µ) = 1

µ2
Φ+(µ) = β1β2 sinκµ sin(2π − κ)µ − β1 + β2

µ
sin 2πµ − 4

µ2
sin2 πµ ,



SCHRÖDINGER OPERATORS WITHδ′-INTERACTIONS 135

Ψ+(µ) = sinκµ sin(2π − κ)µ .

We see that the zeros ofΨ+(µ) in the interval(nj/2, n(j + 1)/2) are

nj

2
+ n

2m
k (k = 1, 2, . . . ,m − 1)

and

nj

2
+ n

2(m − n)
l (l = 1, 2, . . . , n − m − 1) .

We recall (2), (3) and (4). Now, we prove that there exists a constantC > 0 andj7 ∈ N such

that Φ̃+(µ) has a unique zero in the interval(nj/2 + ck − C/j, nj/2 + ck + C/j) for all
j ≥ j7 andk = 1, 2, . . . , n − 2.

First, we consider the neighborhood ofnj/2+ak for k = 1, 2, . . . ,m−1. By the Taylor
theorem, we get

sinκ

(
nj

2
+ n

2m
k + η

)
= κη + O(|η|3) ,

sin(2π − κ)

(
nj

2
+ n

2m
k + η

)
= (−1)j sin(2π − κ)

n

2m
k + O(|η|)

asη → 0, where the error terms are uniform with respect toj ∈ N. Notice that∣∣∣∣sin 2πµ

µ

∣∣∣∣ ≤ 2

n(j − 1)
and

∣∣∣∣sin2 πµ

µ2

∣∣∣∣ ≤ 4

n2(j − 1)2

for µ ≥ n(j − 1)/2. Thus we obtain

Φ̃+
(

nj

2
+ n

2m
k + η

)

= β1β2(κη + O(|η|3))
(

(−1)j sin(2π − κ)
n

2m
k + O(|η|)

)
+ O(j−1)

= (−1)jβ1β2κη sin(2π − κ)
n

2m
k + O(η2) + O(j−1) ,

(30)

asη → 0 andj → ∞, where the first error term in (30) is uniform with respect toj ∈ N
and the last error term in (30) is uniform with respect toη ∈ (−1, 1). Hence, there exists

a constantC1 > 0 andj7 ∈ N such thatΦ̃+(µ) has a unique zero in the interval(nj/2 +
ak − C1/j, nj/2 + ak + C1/j) for all j ≥ j7. In the exactly same way, we claim that

there exists a constantC2 > 0 andj8 ∈ N such thatΦ̃+(µ) admits a unique zero inside
(nj/2+ bl − C2/j, nj/2+ bl + C2/j) for all j ≥ j8 andl = 1, 2, . . . , n − m − 1. Hence the

zeros ofΦ̃+(µ) in (nj/2 + d1/2, n(j + 1)/2 − dn−1/2) are written in the form

ρ
j
k = nj

2
+ ck + O(j−1) , k = 1, 2, . . . , n − 2 .
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This together with (20), (25) and Lemmas 3, 6 implies that

|Gnj+1+2k| = (ρ
j

2k)
2 − (ρ

j

2k−1)
2

= nj (c2k − c2k−1) + O(1)

asj → ∞ for k = 1, 2, . . . , n/2 − 1.
Next we denote the zeros ofΦ− in the interval(nj/2 − 1/2, nj/2 + 1/2) by ξ−

j < ξ+
j .

As in the proof of Theorem 1 (iii), we have|ξ±
j − nj/2| → 0 asj → ∞. Combining this

with the above arguments, we obtain

|Gnj+2+2k| = nj (c2k+1 − c2k) + O(1)

asj → ∞ for k = 0, 1, . . . , n/2 − 1. Hence, we have the statement (i). �

3. Proof of Theorem 1 for odd n

We give the proof of Theorem 1 for oddn with omitting details, since it is a minor
modification of that for evenn; we need the following claim instead of Lemma 2.

LEMMA 7. If n is odd, then the function Φ±(µ) admits exactly 2n zeros in the interval
(nj/2 + 1/2, n(j + 2)/2 + 1/2) for sufficiently large j .

PROOF. Forj ∈ N, we put

Vj =
{
z ∈ C ; Rez = nj

2
+ 1

2

}
.

Recall (5)–(8). Let us prove that|f (z)| < |g(z)| on Vj for sufficiently largej . Let z =
nj/2 + 1/2 + iτ , τ ∈ R. By (10) we have∣∣∣∣ sin

2m

n
πz

∣∣∣∣
2

= 1

4

(
e

4m
n π |τ | − 2 cos

2m

n
π + e− 4m

n π |τ |
)

≥ 1

2

(
1 − cos

2m

n
π

)
> 0 ,

∣∣∣∣ sin 2

(
1 − m

n

)
πz

∣∣∣∣
2

= 1

4

(
e4(1− m

n )π |τ | − 2 cos
2m

n
π + e−4(1− m

n )π |τ |
)

≥ 1

2

(
1 − cos

2m

n
π

)
> 0 .

If ∣∣∣∣2 cos
2m

n
π

∣∣∣∣ ≤ 1

2
e

4m
n π |τ |
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and ∣∣∣∣2 cos 2

(
1 − m

n

)
π

∣∣∣∣ ≤ 1

2
e4(1− m

n )π |τ | ,

then we get ∣∣∣∣ sin
2m

n
πz

∣∣∣∣
2

≥ 1

8
e

4m
n π |τ | ,

∣∣∣∣ sin 2

(
1 − m

n

)
πz

∣∣∣∣
2

≥ 1

8
e4(1− m

n )π |τ | ,

and hence

(eπτ + e−πτ )2

| sin 2m
n

πz|| sin 2
(
1 − m

n

)
πz| ≤ 4e2π |τ |

1
8e2π |τ | = 32.

So, we obtain

sup
j∈N

sup
z∈Vj

(eπ Im z + e−π Im z)2

| sin 2m
n

πz|| sin 2
(
1 − m

n

)
πz| < ∞ ,

and thus ∣∣∣∣f (z)

g(z)

∣∣∣∣ < 1

for sufficiently largej in view of (9), (11) and (12). By this estimate and the arguments
employed in the proof of Lemma 2, we get the conclusion of Lemma 7. �

Using Lemma 7 and mimicking the methods in the previous section after Lemma 2, we
get the assertion of Theorem 1 for oddn.

ACKNOWLEDGEMENT. The author expresses his thanks to Professor K.Yoshitomi for
valuable suggestions.

References

[ 1 ] S. ALBEVERIO, F. GESZTESY, R. HØEGH-KROHNand H. HOLDEN, Solvable models in quantum mechanics,
Springer, Heidelberg, 1988.

[ 2 ] S. ALBEVERIO and P. KURASOV, Singular perturbations of differential operators, London Mathematical
Society Lecture Note Series 271, Cambridge Univ. Press, 1999.

[ 3 ] F. GESZTESY and H. HOLDEN, A new class of solvable models in quantum mechanics describing point
interactions on the line, J. Phys. A: Math. Gen.20 (1987), 5157–5177.

[ 4 ] F. GESZTESY, H. HOLDEN and W. KIRSCH, On energy gaps in a new type of analytically solvable model in
quantum mechanics, J. Math. Anal. Appl.134 (1988), 9–29.

[ 5 ] G. SH. GUSEINOV and I. Y. KARACA, Instability intervals of a Hill’s equation with piecewise constant and
alternating coefficient, Comput. Math. Appl.47 (2004), 319–326.



138 TOMOHIRO ICHIMURA

[ 6 ] R. HUGHES, Generalized Kronig-Penney Hamiltonians, J. Math. Anal. Appl.222 (1998), 151–166.
[ 7 ] T. K APPELER and C. MÖHR, Estimates for periodic and Dirichlet eigenvalues of the Schrödinger operator

with singular potentials, J. Funct. Anal.186 (2001), 62–91.
[ 8 ] R. KRONIG and W. PENNEY, Quantum mechanics in crystal lattices, Proc. Royal Soc. London130 (1931),

499–513.
[ 9 ] W. M AGNUS and S. WINKLER, Hill’s equations, Wiley, New York, 1966.
[10] K. YOSHITOMI, Spectral gaps of the one-dimensional Schrödinger operators with periodic point interactions,

Hokkaido Math. J., to appear.

Present Address:
TAIYO L IFE INSURANCECOMPANY,
KAIGAN, MINATO-KU, TOKYO, 105–0022 JAPAN.
e-mail: t-ichimura@taiyo-seimei.co.jp


