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202. An Asymptotic Property of Gaussian
Stationary Processes

By Hisao WATANABE
Kylisyi University

(Comm. by Kunihiko KODAIRA, M. J.A., Nov. 12, 1968)

Let X={x(t), —co<t< oo} be a real separable stochastically con-
tinuous Gaussian stationary process defined on a probability measure
space (2, B, P). We assume that F(x(t))=0 and E(z*(f))=1. We put
7(0) =E(2(t)x(0)) and ¢*(h) =E((x(t + h) — 2(t))?).

If the sample functions are almost certainly everywhere continu-
ous, for every fixed T >0, the quantity

P(T)=max x(t)
0stsT

will have a definite meaning. In this note, we announce some results
on the asymptotic behaviour of the processes {x(t), —oo<t<oo} and
{n(®), — oo <t < o0},
We introduce the following conditions:
A,1) There are constants C,, J, such that
o*(h) < C.h*
for all & in (0, d,) for some e with 0<a<2.
A, 1) There are constants C,, d, such that
C,h*<0%(h)
for all & in (0, d,) for some a with 0<a<2.
A,2) Lim sup r(t) log t<0.

t—oo

Theorem 1. Suppose that the condition A, 1) is satisfied and that
a*(h) is monotone non-decreasing in (0, d,). Let ¢(t) be a monotone
non-decreasing continuous function for large t's. If

rgo(t)%'l exp (—%go%t)) dt< + o,

then we have
P(there is a t(w) such that x(t)<¢@(t) for all t=t)=1
or equivalently
P(there is a T(w) such that p(T)< o(T) for all T=T)=1.
Theorem 2. Suppose that conditions A,1) and A, 2) are satis-
fied and that o*(h) is monotone non-decreasing function in (0, g,). Let
o(t) be a monotone non-decreasing function for large t's.

1f
[Tewr exp (- L) at=oco,
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then we have
P(for every t>0, there is a t(w) such that x(t)>(t,), t(w)>tH)=1
or equivalently
P(for every T >0, thereis a T(w) such that
T >@(Ty), T(w)>T)=1.

Combining Theorems 1 and 2, we have

Theorem 3. Assume that conditions (A, 1), (A,1’), and (A,2) are
satisfied at the same time for some 0=0,=0, and some a and that
o*(h) is monotone non-decreasing in (0,0). Let ¢(t) be a monotone
non-decreasing function for large t's. Then,

P(there is a t(w) such that x(t)<e(t) for all t=t)=1 or 0
according as the integral

I o)+ exp <—%goz(t)> dt

converges or diverges.

Corollary 1. Under the same conditions as in Theorem 3, we
have, for every >0,

P(there is a t(w) such that
2(t) < (2 log t+ (E —|—1+s) loglog t)} for all t=t)=1.
@
Moreover we have, for any ¢=0,
P(there is a t(w) such that

x(t)<@2log t+ (E + 1—5) loglog t)%)=0.
@
From Corollary 1, it follows that, for every ¢ >0,

P(there is a T(w) such that

(1) (l+—1—+e> loglog T

T<2log T+-%
WD EA2log T+ 21log T

H. Cramér [1] and M. G. Shur [3] have obtained the results cor-
responding to (1), in the case where «=2. Assumptions A, 1), A, 1),
and A, 2) are almost equivalent to those introduced in Theorem 5, 4 of
J. Pickands III. [2].

for all T=T,))=1.
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