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∗

Abstract

We study f−statistical convergence, which is a generalization of the clas-
sical statistical convergence. In terms of it, we give a characterization of com-
pleteness in a normed space. We also introduce ‘ f−statistical cluster points’,
which is a richer concept than the classic one. Namely, each (usual) limit
point of a sequence is an f−statistical cluster point for some f .

1 Introduction and background

The concept of statistical convergence was first defined by Steinhaus ([17]) and
also independently by Fast ([4]). Maddox ([10]) extended this concept to
sequences in any Hausdorff locally convex topological vector spaces. In [8], Kolk
begins to study its applications to Banach space theory. In [3] the authors find a
remarkable connection of statistical convergence with some classical properties;
concretely, Banach spaces with separable duals are characterized, in a way which
cannot be reproduced with usual convergence. Other works studying this con-
vergence are [5], [7], [15] and [11].

Let A ⊂ N = {1, 2, . . . }. We denote by |A| the cardinal of A and if n ∈ N we
denote A(n) = {i ∈ A : i ≤ n}. The density of A is defined by

d(A) = lim
n

|A(n)|
n

,
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in case this limit exists.
A sequence (xn)n in a normed space X is said to be statistically convergent to

some x ∈ X, and we write stlimn xn = x, if for each ε > 0 we have
d({n ∈ N : ‖xn − x‖ > ε}) = 0. Analogously, (xn)n is said to be statistically
Cauchy if for each ε > 0 and i ∈ N there exists an integer m ≥ i such that
d({n ∈ N : ‖xn − xm‖ > ε}) = 0.

Fast ([4]) proved that stlimn xn = x if and only if there exists A ⊆ N with
d(A) = 1 and limn∈A xn = x. Fridy ([5]) proved that a scalar sequence is statis-
tically convergent if and only if it is statistically Cauchy (his proof can be easily
generalized to Banach spaces, see [8]).

Moricz ([11]), working with double sequences, proved the analogous versions
to Fast’s and Fridy’s results.

We recall that f : R
+ −→ R

+ is called modulus function if it satisfies:

1. f (x) = 0 if and only if x = 0.

2. f (x + y) ≤ f (x) + f (y) for every x, y ∈ R
+

3. f is increasing.

4. f is continuous from the right at 0.

From these properties it is clear that a modulus function must be continuous
on R

+. Examples of moduli are f (x) = x
1+x and f (x) = xp with 0 < p ≤ 1.

The notion of modulus function was introduced by Nakano ([12]). Ruckle
([16]) and Maddox ([9]) have introduced and discussed some properties of
sequence spaces defined by using a modulus function. Pehlivan ([13]) gener-
alized the strong almost convergence with the help of modulus functions.

In [1], a new concept of density of a subset A of N is defined by means of an

unbounded modulus function f , as d f (A) = lim
n

f (|A(n)|)
f (n)

, if this limit exists,

and we will say that a sequence (xn)n is f−statistically convergent to x if for
every ε > 0 we have d f ({n ∈ N : ‖xn − x‖ > ε}) = 0. It is defined also
the concept of f−statistically Cauchy sequence and it is proved that if X is a
complete space and (xn)n is an f−statistically Cauchy sequence, then (xn)n is
f−statistically convergent. Furthermore in [1] it is also proved that:

1. (xn)n is f−statistically convergent to x if and only if there exists A ⊆ N

with d f (A) = 0 and lim
n∈N\A

xn = x.

2. If f − stlimn xn = x for every unbounded modulus f then limn xn = x.

In [2], it is defined and studied the f−statistical convergence of double
sequences for unbounded modulus f and the authors obtain results similar to
those given by Moricz in [11] for the statistical convergence of double sequences.

In Section 2 we study some properties of f−statistical convergent and f−sta-
tistical Cauchy sequences, giving a characterization of Banach spaces in those
terms.
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In [6] Fridy introduced the concept of statistical limit point and statistical clus-
ter point of real sequences and gave some properties of the corresponding sets.
Afterwards, in [14] Pehlivan et alt. studied the set of statistical cluster points of a
sequence in finite-dimensional spaces. In Section 3 we define the f−statistical
version of those sets giving some properties of the set of f−statistical cluster
points in an arbitrary normed space.

Let us remark that some of the results proved here only have full meaning
when dealing with f−statistical convergence. In this respect, consider theorem
3.2 combined with proposition 3.4, which does not have a simpler, statistical ver-
sion.

Statistical convergence is typically studied in the setting of normed spaces
and we have proceeded accordingly. However, all results in what follows can be
translated to metric spaces, with minor changes at the most.

2 On f−statistical convergence and f−statistical Cauchy se-

quences

In this section we try to make clear the role of Cauchy sequences in the setting of
f−statistical convergence. Also, we will show that the weak version is related to
separability of the dual.

Definition 2.1. Let X be a normed space and f an unbounded modulus. We will say
that a sequence x̄ = (xn)n ⊆ X is f−statistically null if for every ε > 0

d f ({n ∈ N : ‖xn‖ ≥ ε}) = 0.

Theorem 2.2. Let X be a normed space and f an unbounded modulus. If x̄ = (xn)n ⊆ X
is a sequence f−statistically convergent to x, then there exist two sequences ȳ = (yn)n
and z̄ = (zn)n such that ȳ converges to x in the usual sense, x̄ = ȳ + z̄ and z̄ is
f−statistically null.

Proof. Since x̄ = (xn)n ⊆ X is f−statistically convergent to x, according to [1]
there exists A ⊆ N with d f (A) = 0 and such that lim

n∈N\A
xn = x, so we define the

sequences (yn)n and (zn)n as follows:

yn =

{

x if n ∈ A
xn if n ∈ N\A

zn =

{

xn − x if n ∈ A
0 if n ∈ N\A

Therefore (yn)n is convergent to x, it is clear that x̄ = (yn + zn)n and (zn)n is
f−statistically null.

The following result is a consequence of the above theorem.

Corollary 2.3. Let X be a normed space and f an unbounded modulus. If (xn)n ⊆ X is
an f−statistically convergent sequence then it has a convergent subsequence.

We have a characterization of complete spaces in terms of the f−statistical
convergence.
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Theorem 2.4. Let X be a normed space. The following are equivalent:

1. X is complete.

2. For every unbounded modulus f and f−statistically Cauchy sequence (xn)n, (xn)n
is f−statistically convergent.

3. There exists an unbounded modulus f such that if a sequence (xn)n is f−statistically
Cauchy then it is f−statistically convergent.

Proof. In [1] theorem 3.3 it is proved that 1. implies 2. That 2. implies 3. is
obvious, and now we will see that 3. implies 1.

Let (xn)n be a Cauchy sequence, then given ε > 0 there exists N ∈ N such
that if n ≥ N then ‖xn − xN‖ ≤ ε.

We consider the set

B = {n ∈ N : ‖xn − xN‖ > ε}.

We have that this set is finite, so d f (B) = 0. Therefore (xn)n is an f−statistically
Cauchy sequence and by hypothesis it will be f−statistically convergent. Using
corollary 2.3 there will exist a convergent subsequence and by the fact that (xn)n
is a Cauchy sequence, then the sequence is convergent.

Theorem 2.5. Let X be a normed space, f an unbounded modulus, if (xn)n ⊆ X is an
f−statistically Cauchy sequence, then it has a Cauchy subsequence.

Proof. Let Y be the completion of X. Since (xn)n ⊆ Y is f−statistically Cauchy,
by theorem 2.4 it is f−statistically convergent (to some y0 ∈ Y).

Then (xn)n has a convergent subsequence by corollary 2.3. This subsequence
is a Cauchy sequence in X.

In the following result we replace the hypothesis of completeness of the space
by a weaker one. For this purpose we need the following definitions, the first one
was introduced in [6] and the second one is its f−statistical version:

Definition 2.6. Let X be a Banach space, x̄ = (xn)n ⊆ X a sequence and f an
unbounded modulus then, for an infinite K ⊂ N,

• if d(K) = 0, then (xn)n∈K is said to be a thin subsequence of x̄; otherwise, it is said
to be a non-thin subsequence.

• if d f (K) = 0, then (xn)n∈K is said to be an f−thin subsequence of x̄; otherwise, it
is said to be a non− f−thin subsequence.

Theorem 2.7. Let X be a normed space, f an unbounded modulus and (xn)n an f−sta-
tistically Cauchy sequence which has a non− f−thin subsequence convergent to x. Then
(xn)n is f−statistically convergent.

Proof. Let K be the set of indices of the non− f−thin subsequence of (xn)n. Since
the sequence is f−statistically Cauchy, given ε > 0 there exists N ∈ N such
that the set B = {n ∈ N : ‖xn − xN‖ ≥ ε

3} has f−density zero. We have that
K ∩ (N\B) is infinite; otherwise, we can write K = (K ∩ B) ∪ (K ∩ (N\B)),
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K ∩ B has f−density zero because is a subset of B and K ∩ (N\B) cannot have
f−density zero because K would have f−density zero, a contradiction.

Then, there exists m ∈ K ∩ (N\B) sufficiently large such that ‖xm − x‖ ≤ ε

3
and ‖xm − xN‖ ≤ ε

3 , so

‖xN − x‖ ≤ ‖xN − xm‖+ ‖xm − x‖ ≤ 2ε

3
.

Therefore,

{n ∈ N : ‖xn − x‖ > ε} ⊆ {n ∈ N : ‖xn − xN‖ >
ε

3
},

so d f ({n ∈ N : ‖xn − x‖ > ε}) = 0 and the sequence (xn)n is f−statistically
convergent to x.

The following result is an f−statistical version of the well-known property
APO ([7]).

Lemma 2.8. Let f be an unbounded modulus and (Ai)i ⊆ P(N) a sequence of sets of
f−density zero. There exists a sequence of sets (Bi)i ⊆ P(N) such that Bi ⊆ Ai and

Ai\Bi is finite for every i ∈ N, moreover B =
⋃

i∈N

Bi has f−density zero.

Proof. We will work with the sets (A′
i)i given by A′

1 = A1, A′
2 = A2\A1,

A′
3 = A3\(A1 ∪ A2), . . . Observe that these sets are pairwise disjoint.

For every j ∈ N we know that d f





j
⋃

i=1

A′
i



 = 0, therefore there exists a se-

quence of natural numbers (kj)j
strictly increasing such that if n ≥ kj then

1

f (n)
f

(

n

∑
i=1

j

∑
m=1

χA′
m
(i)

)

≤ 1

j
.

For every n ≥ k1 let pn ∈ N be such that kpn ≤ n < kpn+1, it is clear that
pn → ∞.

For every m ∈ N we define B′
m = A′

m\{1, 2, . . . , km}, we denote by B =
⋃

i∈N

B′
i

and we have that

lim sup
n

1

f (n)
f

(

n

∑
i=1

χB(i)

)

= lim sup
n

1

f (n)
f

(

n

∑
i=1

∞

∑
m=1

χB′
m
(i)

)

=

= lim sup
n

1

f (n)
f

(

n

∑
i=1

pn

∑
m=1

χB′
m
(i)

)

≤ lim sup
n

1

f (n)
f

(

n

∑
i=1

pn

∑
m=1

χA′
m
(i)

)

≤

≤ lim sup
n

1

pn
= 0,
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where the second equality holds due to the fact that if m > pn then min B′
m >

km ≥ kpn+1 > n, so χB′
m
(i) = 0 if i ≤ n and therefore

+∞

∑
m=pn+1

χB′
m
(i) = 0 in such

case.

We sum up that lim
n

1

f (n)
f

(

n

∑
i=1

χB(i)

)

= 0, i.e. d f (B) = 0.

Now we take B1 = B′
1, B2 = B′

1 ∪ B′
2, B3 = B′

1 ∪ B′
2 ∪ B′

3, . . . So B =
⋃

i∈N

Bi and

it is easy to see that the family (Bi)i satisfy every requested property.

Definition 2.9. Let f be an unbounded modulus, the sequence (xn)n ⊆ X is said to be
weakly f−statistically convergent to x if f − stlim x∗(xn) = x∗(x) for every x∗ ∈ X∗.
In this situation we write w − f − stlim xn = x.

Now we have this result based on the one given by Connor, Ganichev and
Kadets in [3].

Theorem 2.10. Let X be a Banach space with separable dual X∗ and f an unbounded
modulus. If (xn)n ⊆ X is a bounded, w− f−statistically convergent sequence then there
exists a w−convergent sequence (yn)n such that the set

{n ∈ N : xn 6= yn}

has f−density zero.

Proof. Without loss of generality, we suppose that w − f − stlim xn = 0. Let
D ⊆ X∗ be a dense and countable set, then for every d∗ ∈ D it will be
f − stlim d∗(xn) = 0, i.e., for every d∗ ∈ D there exists Ad∗ ⊆ N with d f (Ad∗) = 0
such that d∗(xn) tends to 0 as n ∈ N\Ad∗ tends to infinity.

By lemma 2.8 there exists B ⊆ N with d f (B) = 0 and Ad∗\B finite, for every
d∗ ∈ D.

Let k ≥ 0 such that ‖xn‖ ≤ k for every n ∈ N; given ε > 0 and x∗ ∈ X∗, by
density we can find d∗ ∈ D such that ‖x∗ − d∗‖ <

ε

2k . There exists n1 ∈ N such
that if n ≥ n1 and n ∈ N\Ad∗ then |d∗(xn)| < ε

2 , on the other hand there exists
n2 ∈ N such that if n ≥ n2 and n ∈ N\B then n ∈ N\Ad∗ .

Let n0 = max{n1, n2}, for every n ≥ n0 and n ∈ N\B and making use of the
triangle inequality,

|x∗(xn)| ≤ |x∗(xn)− d∗(xn)|+ |d∗(xn)| ≤ ‖x∗− d∗‖‖xn‖+ |d∗(xn)| <
ε

2k
k+

ε

2
= ε.

Therefore, defining the sequence

yn =

{

xn if n ∈ N\B
0 if n ∈ B

;

we have the desired result.

We do not know if the conclusion of the above theorem characterizes the
Banach spaces with separable dual. If this were true it would generalize the anal-
ogous result for the statistical convergence as stated in [3].
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3 f−cluster points

Now we intend to study the f−statistical version of cluster points and limit
points, and relate them to the classical limit points.

In this section f will be an arbitrary unbounded modulus. Let us define the
f−cluster and related points for a sequence in a Banach space.

Definitions 3.1. Let X be a Banach space and x̄ = (xn)n ⊆ X a sequence in X. It is
said that

• x ∈ X is a limit point of x̄ if there exists a subsequence of x̄ which is convergent to
x. The set of all limit points of x̄ is denoted by Lx̄.

• x ∈ X is a statistical limit point of x̄ if there exists a non−thin subsequence of x̄
which converges to x. The set of all statistical limit points of x̄ is denoted by Λx̄.

• x ∈ X is an f−statistical limit point of x̄ if there exists a non− f−thin subsequence
of x̄ which converges to x. The set of all f−statistical limit points of x̄ is denoted

by Λ
f
x̄.

• x ∈ X is a statistical cluster point of x̄ if for every ε > 0 the set {n ∈ N :
‖xn − x‖ < ε} does not have density zero. The set of all statistical cluster points
of x̄ is denoted by Γx̄ .

• x ∈ X is an f−statistical cluster point of x̄ if for every ε > 0 the set {n ∈ N :
‖xn − x‖ < ε} does not have f−density zero. The set of all f−statistical cluster

points of x̄ is denoted by Γ
f
x̄ .

Firstly, let us recall ([1]) that for any unbounded modulus f and any A ⊆ N

we have that d f (A) = 0 implies d(A) = 0. Indeed, if d f (A) = 0 then for every

p ∈ N there exists n0 ∈ N such that if n ≥ n0 then f (|A(n)|) ≤ 1
p f (n) ≤

1
p p f

(

1
p n
)

= f
(

1
p n
)

, which implies |A(n)| ≤ 1
p n and so d(A) = 0.

Now, we will see the relation between those sets.

Theorem 3.2. Let x̄ be a sequence in a Banach space X, then we have

Λx̄ ⊆ Λ
f
x̄⊆ ⊆

Γx̄ ⊆ Γ
f
x̄ ⊆ Lx̄

Proof. Let x̄ be a sequence in a Banach space X.

• Λx̄ ⊆ Γx̄ was proved in [6], proposition 1. Alternatively, this is an immedi-
ate consequence of the third assertion using as modulus the identity func-
tion.

• Having f−density zero implies having density zero, therefore Λx̄ ⊆ Λ
f
x̄ and

Γx̄ ⊆ Γ
f
x̄ .
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• We will see that Λ
f
x̄ ⊆ Γ

f
x̄ . Let x ∈ Λ

f
x̄ , then there exists K ⊆ N infinite with

d f (K) 6= 0 such that limk∈K xk = x.

For every ε > 0 we have that the set A = {n ∈ K : ‖xn − x‖ ≥ ε} is finite,
which implies d f (K\A) ≥ d f (K)− d f (A) = d f (K) 6= 0.

Finally, since f is increasing and K\A ⊆ {n ∈ N : ‖xn − x‖ < ε},

d f ({n ∈ N : ‖xn − x‖ < ε}) ≥ d f (K\A) 6= 0

therefore x ∈ Γ
f
x̄ .

• Finally, we will see that Γ
f
x̄ ⊆ Lx̄. Let x ∈ Γ

f
x̄ , for every j ∈ N we have that

d f ({n ∈ N : ‖xn − x‖ <
1
j }) 6= 0, so let Aj = {n ∈ N : ‖xn − x‖ <

1
j }

which is an infinite set of natural numbers and Aj+1 ⊂ Aj for every j ∈ N.

Now, we can take an increasing sequence n1 < n2 < . . . with each ni ∈ Ai.
If k ≥ j, j ∈ N, then ‖xnk

− x‖ <
1
k ≤ 1

j . So (xnk
)k is a subsequence of x̄

convergent to x, therefore x ∈ Lx̄.

The previous inclusions are strict in general, as we will see in the following
examples (the case of Λx̄ ( Γx̄, was proved in the example 3 of [6]):
EXAMPLES 3.3

• If we consider the set S = {k2 : k ∈ N} and the unbounded modulus

f (x) = log(1 + x) we have that ΛχN\S(n)
= {1} and Λ

f
χN\S(n)

= {0, 1}, be-

cause d f (N\S) = 1, d f (S) =
1
2 and d(S) = 0.

On the other hand, we have that ΓχN\S(n)
= {1} and Γ

f

χN\S(n)
= {0, 1}. So

Λx̄ ( Λ
f
x̄ and Γx̄ ( Γ

f
x̄ .

• We will use again the unbounded modulus f (x) = log(1 + x). Let A be the
set of natural numbers such that

|A(n)| = ⌊n
1√

log(1+n)⌋,

and let (qn)n be a sequence whose range is the set of rational numbers and
define

xn =

{

qn if n ∈ A
n otherwise

Since the set A has f−density zero, then Γ
f
x̄ = ∅ while the fact that (qn)n is

dense in R implies that Lx̄ = R.

For the next result we will need lemma 3.4 in [1], which asserts that for every
infinite set of natural numbers we can find an unbounded modulus g such that
the g−density of the set is one.
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Proposition 3.4. Let x̄ = (xn)n ⊆ X, then

Lx̄ =
⋃

{Γ
f
x̄ : f is an unbounded modulus}.

Proof. Since we know that Γ
f
x̄ ⊆ Lx̄ is true regardless of f , we only have to prove

that Lx̄ ⊆ ⋃{Γ
f
x̄ : f unbounded modulus}.

Suppose that x ∈ Lx̄ and for every unbounded modulus f , x /∈ Γ
f
x̄ . Then for

every f there exists ε f > 0 such that d f ({n ∈ N : ‖xn − x‖ < ε f }) = 0.
On the other hand, since x ∈ Lx̄ there exists A ⊆ N infinite such that

lim
n∈A

xn = x and therefore for every ε > 0 the set Cε = {n ∈ A : ‖xn − x‖ ≥ ε} is

finite.
By the aforementioned lemma, there exists g unbounded modulus such that

dg(A) = 1, if we consider its own εg and the set Cεg we have that dg(A\Cεg) = 1
and

A\Cεg = {n ∈ A : ‖xn − x‖ < εg} ⊆ {n ∈ N : ‖xn − x‖ < εg}
but the second set has g−density zero, and this is a contradiction.

Definition 3.5. A sequence x̄ = (xn)n ⊆ X is said to be f−statistically bounded if
there exists a bounded set B such that d f ({n ∈ N : xn /∈ B}) = 0.

Theorem 3.6. Let x̄ = (xn)n and ȳ = (yn)n be two sequences in a normed space X such

that d f ({n ∈ N : xn 6= yn}) = 0, then Λ
f
x̄ = Λ

f
ȳ and Γ

f
x̄ = Γ

f
ȳ .

Proof. Let x ∈ Λ
f
x̄ , then there exists B ⊆ N infinite with d f (B) 6= 0 such that

limn∈B xn = x. We consider the set A = {n ∈ N : xn 6= yn}, which has f−density
zero.

Consider (yn)n∈B\A, it is a subsequence of ȳ which converges to x and is

non− f−thin. Indeed, if d f (B\A) = 0 then

d f (A ∪ B) = d f (A ∪ (B\A)) ≤ d f (A) + d f (B\A) = 0,

but B ⊂ A ∪ B and B has non null f−density. So x ∈ Λ
f
ȳ and we can get the other

inclusion by symmetry.

Let x ∈ Γ
f
x̄ , then for every ε > 0, d f ({n ∈ N : ‖xn − x‖ < ε}) 6= 0. Given

ε > 0, consider

Bε = {n ∈ N : ‖xn − x‖ < ε} and Cε = {n ∈ N : ‖yn − x‖ < ε}.

We have Bε\A ⊆ Cε and thus d f (Cε) ≥ d f (Bε\A) ≥ d f (Bε)− d f (A) = d f (Bε) 6=
0. So x ∈ Γ

f
ȳ and we can get the other inclusion by symmetry.

As a result we have the following corollary:

Corollary 3.7. Let x̄ = (xn)n ⊆ X be an f−statistically bounded sequence, then the set

Γ
f
x̄ is bounded.
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Theorem 3.8. Let X be a normed space and x̄ = (xn)n ⊆ X, then there exists a sequence

ȳ = (yn)n such that Lȳ = Γ
f
x̄ and the terms of ȳ are the same as the terms of x̄ except on

a set of f−density zero.

Proof. We know that Γ
f
x̄ ⊆ Lx̄. Whenever u ∈ Lx̄\Γ

f
x̄ (in other case it will be

trivial), there exists εu > 0 such that d f ({n ∈ N : ‖xn − u‖ < εu}) = 0.

We have that Lx̄\Γ
f
x̄ is separable and

Lx̄\Γ
f
x̄ ⊆

⋃

u∈Lx̄\Γ
f
x̄

{y ∈ X : ‖u − y‖ < εu},

by the Lindelöf property there exists (uk)k ⊆ Lx̄\Γ
f
x̄ such that

Lx̄\Γ
f
x̄ =

⋃

k∈N

{y ∈ X : ‖uk − y‖ < εuk
}.

For every k ∈ N, let Ak = {n ∈ N : ‖uk − xn‖ < εuk
} with d f (Ak) = 0. By

lemma 2.8 there exists (Bk)k ⊆ P(N) such that Ak\Bk is finite for every k ∈ N and
B = ∪k∈NBk has f−density zero. We write N\B = {j1, j2, . . . } with j1 < j2 < . . .
and define ȳ = (yn)n by

yn =

{

xjn if n ∈ B
xn if n ∈ N\B

Let v ∈ Lȳ ⊆ Lx̄ , if v /∈ Γ
f
x̄ then there exists m ∈ N such that

v ∈ {y ∈ X : ‖um − y‖ < εum}, then there exists M ⊆ N\B infinite such that
(xn)n∈M ⊆ {y ∈ X : ‖um − y‖ < εum}. We have that M ⊆ Am and

M = Am ∩ M ⊆ Am\B

is finite, which is a contradiction. So v ∈ Γ
f
x̄ , and Lȳ ⊆ Γ

f
x̄ . The reverse inclusion

is a consequence of theorem 3.6.

As a result we have the following corollary:

Corollary 3.9. Let x̄ = (xn)n ⊆ X be a sequence, then the set Γ
f
x̄ is closed.
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