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Abstract. An ordinary Dirichlet series has three abscissae of inter-
est, describing the maximal regions where the Dirichlet series con-
verges, converges uniformly, and converges absolutely. The paper
of Hille and Bohnenblust in 1931, regarding the region on which
a Dirichlet series can converge uniformly but not absolutely, has
prompted much investigation into this region, the “Bohr strip.” How-
ever, a related natural question has apparently gone unanswered: For
a Dirichlet series with non-trivial Bohr strip, how far beyond the Bohr
strip might the series converge? We investigate this question by ex-
plicit construction, creating Dirichlet series which converge beyond
their Bohr strip.

1. Introduction

An ordinary Dirichlet series is a function of the form

f(s) =

∞
∑

n=1

ann
−s

with s = σ + it ∈ C. The region on which a Dirichlet series might be
expected to converge is a right half plane, we denote these by

Ωσ = {s ∈ C : <s > σ}

(where < denotes the real part) and its closure will be written Ωσ. To a
Dirichlet series we can associate several abscissae:

σa = inf{σ :
∑

ann
−s converges absolutely for s ∈ Ωσ}

σb = inf{σ :
∑

ann
−s converges to a bounded function on Ωσ}

σc = inf{σ :
∑

ann
−s converges for all s ∈ Ωσ} .

From the definitions, it is evident that σc ≤ σb ≤ σa. Harald Bohr proved
that σa−σb ≤ 1/2 in ([4], Satz X), although as noted in [6] this now follows
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relatively easily from a Parseval-type inequality (see for example [11], top of
p. 156). In 1931, Hille and Bohnenblust [3] showed that this is sharp; there
exist Dirichlet series for which σa−σb = 1/2, and an explicit construction is
provided in [3] (where the crucial construction of multi-variable polynomials
is given by [3], Theorem IV, and this construction is applied to the Dirichlet
series in Sections 5 and 6).

Let Ω(n) be the number of prime factors of n ∈ N, counted with multi-
plicity (so Ω(8) = 3). In [3], Theorems V and VI also show that if

∑

ann
−s

contains only terms of homogeneity at most M , i.e.

Ω(n) > M =⇒ an = 0

then we have σa − σb ≤
1
2 −

1
2M , and this is also sharp, which is shown by

construction.
Since the publication of [3], there has been much investigation into the

gap σa − σb, and the associated “Bohr strip” {s ∈ C : σb < <s < σa}
and related issues, we recall some of them here. We would like to mention
a survey article in this area by Defant and Schwarting [6], as well as the
discussion in [10].

A key inequality in studying the Bohr strip is the following result for
M -homogenous polynomials: For each M , there is a constant DM such
that, for an M -homogenous polynomial

∑

|α|=M aαz
α on Cn we have





∑

|α|=M

|aα|
2M

M+1





M+1
2M

≤ DM sup
z∈D

n

∣

∣

∣

∣

∣

∣

∑

|α|=M

aαz
α

∣

∣

∣

∣

∣

∣

(1)

where α = (α1, . . . , αn) is a multi-index, |α| = α1 + · · ·+ αn, and D is the
closed unit disc. This is proved in this form in [7], although the original
proof is in [3]. Note that the result in [3] is not stated in this form, (1) must
be deduced from the multi-linear version ([3] Theorem I) and the discussion
at the beginning of [3], Section 3. The result in (1) is a generalization of
the Littlewood 4/3 inequality [12], which proves the above result in the
case M = 2. From the original proof in [3], one can derive a bound on the
best possible DM , but this bound has been substantially improved, see the
discussions in [7] and [8] which also contain the most recent improvements
to our knowledge.

Another development related to the question of the gap σa − σb is the
theory of p-Sidon sets (see the discussions in [14, 7]), the inequality in (1)
shows that the set of monomials {zα : |α| = M} is a 2M

M+1 -Sidon set, for
example.

To produce Dirichlet series with a large gap σa − σb, in addition to the
explicit construction of [3], random methods have been employed, such as
in [9] where the existence of ordinary Dirichlet series with σa − σb = 1/2,
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(and σa−σb =
1
2−

1
2M for homogeneityM), is shown. Random methods are

also employed in Sections 4 and 5 of [14], to construct Dirichlet polynomials
with small ‖ · ‖∞ norm and thus obtain bounds on the 1-Sidon constant of
the set of “frequencies” {log 1, . . . , logN} (interpreted as functions on the
Bohr compactification of R).

We mention these developments to note that, for all of this progress,
a rather natural question remains: For a Dirichlet series with the “gap”
σa−σb being large, what can be said about the “gap” σb−σc for this same
series? If a Dirichlet series has a large Bohr strip, to what extent can this
series converge beyond its Bohr strip? This is the question we explore here.

We first present a general construction of an ordinary Dirichlet series of
homogeneity M . Our technique is based on the method of Walsh matrices
used in [13], although we depart from [13] by using non-square matrices.
We then prove four bounds on the abscissae of this series, of the following
forms:

• σb ≤ B [Proposition 1, Section 5]
• σa ≥ A [Proposition 2, Section 6]
• σb ≥ 0 [Proposition 8, Section 7]
• σc ≤ C [Proposition 10, Section 9] .

The construction only yields a non-trivial result (i.e. σa − σb > 0 , σb −
σc > 0) for the cases M = 2, 3. We present the construction for general M
nevertheless, because the exposition would not be much clearer for M = 3
rather than general M , and because we hope that better bounds might be
proved for the general construction which would then yield results beyond
M = 3. For the cases M = 2, 3, we obtain the following.

M = 2. We construct a Dirichlet series of homogeneity M = 2 satisfying

σa − σb = 1/4 , σb − σc ≥ 1/4 .

Construction of such a Dirichlet series (or even proof of its existence) is, to
our knowledge, a new result. Note that 1/4 is the optimal value of σa−σb,
given that M = 2.

M = 3. Here, for any value ρ1 ∈ (0, 1), we construct a Dirichlet series of
homogeneity M = 3 which satisfies σa−σc ≥ 1/3, and we furthermore have
some specific control over σb ∈ (σc, σa):

σa − σb ≥
1 + ρ1

6
, σb − σc ≥

1− ρ1
9

.

For ρ1 > 1/2, we see that the value of σa − σb is larger than 1/4, so
this construction does represent a result that cannot be achieved with only
terms of homogeneity at most two. If we pick, for example, ρ1 = 3/4, then
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we have

σa − σb ≥ 7/24 , σb − σc ≥ 1/36 .

Note that for M = 3, unfortunately the current construction does not
produce values for σa−σb, σb−σc that couldn’t be replicated by a Dirichlet
series with existing constructions. For instance, using the standard Hille-
Bohnenblust construction forM = 3 and adding a properly shifted Dirichlet
series with a given value of σa − σc (such as the alternating zeta function)
will produce a series that has these properties. This can be done using
only terms of homogeneity three as well; simply use a version of the alter-
nating zeta function which contains only terms of homogeneity three (and
is “alternating” on these terms), we leave details to the interested reader.
However, such a series, being more simply constructed, does not afford
control on the individual coefficients. To our knowledge, ours is the first
construction which exhibits a Dirichlet series having terms of homogeneity
exactly three for which it is proved that σa− σb > 1/4, σb− σc > 0 and for
which we have substantial knowledge regarding the individual coefficients.

Our hope is that the method shown here, since it gives specific con-
trol over each abscissa, without any “tricks” of adding another (unrelated)
Dirichlet series, could be extended, specifically by improving the estimate
in Section 8.

In Sections 3 and 4 we present the general construction. In Sections 5
and 6, we prove the “easy” bounds: an upper bound on σb and a lower
bound on σa. These first two bounds yield the classic Hille-Bohnenblust-
type Dirichlet series, for each homogeneity M . In Sections 7, 8 and 9 we
prove the “hard” bounds, showing that our Dirichlet series is unbounded
on any Ωσ with σ < 0, and then showing that our Dirichlet series converges
(conditionally) at a point s = −ε on the negative real axis. Once all four
bounds are proved, in Section 10 we derive the results for M = 2, 3.

In Section 8 we isolate one of the key estimates, a basic size estimate
on all partial sums of a certain set of complex numbers of modulus one. It
seems some improvement should be possible, given that the arguments are
spread over the unit circle.

2. Notation and Preliminaries

The list that follows is not meant necessarily to define these quantities,
but rather to be used as a reference.

• D = {z ∈ C : |z| ≤ 1}
• T = {z ∈ C : |z| = 1}
• pk The kth prime
• M An integer specifying the homogeneity of the construction
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• JM An integer depending only on M , defined in eq. (19), based
on a general bound on M -homogenous polynomials
• L A positive integer index
• L′ A positive integer, depending only on σ and M , defined in eq.
(18)
• ρi, ρ Positive numbers, parameters of the construction, ρ =

∑

ρi
• rj An integer, rj = rj(L) is the “length” of the jth “dimension”
of QL

• k
(j)
i (L) An integer, used as an index for a prime number

• Π×
L A set of integers, each integer being a product of M prime

numbers
• ωr r ∈ N, this equals e2πi/r

• QL A multivariable polynomial, defined below
• PL A Dirichlet polynomial created by substituting into QL

• X A real-valued parameter used to adjust the abscissae, fixed in
equation (22)
• βL A complex number of modulus one, determined in Section 9
• AN (ε) A partial sum of the constructed Dirichlet series f (defined
in (15), (16) ), at the point s = −ε

For a polynomial q in complex variables z1, z2, . . . we define

‖q‖∞ = max {|q| : |zi| ≤ 1} [Infinity Norm on the Polydisc] .

We let ‖ · ‖ denote the Euclidean norm on Cn, ‖x‖2 =
∑

|xi|
2.

Let pk be the kth prime number. We will need the following result about
the distribution of prime numbers: there exist 0 < c ≤ C such that

ck log k ≤ pk ≤ Ck log k .

(see [1], Chapter 4 for this particular result, Chapter 13 for the Prime
Number Theorem).

We denote the floor and ceiling functions for x ∈ R by bxc = max{n ∈
N : n ≤ x}, dxe = min{n ∈ N : n ≥ x}. Next, we define some key
parameters of this construction:

L ∈ N

ρ1 ≤ · · · ≤ ρM−1 ∈ [0, 1], ρM = 1

ρ = ρ1 + · · ·+ ρM

r1 = b2ρ1Lc, . . . , rM = b2ρMLc

where ρ1, . . . , ρM are fixed and L is an index which will range overN. Notice

that the rj depend on L, so to be proper we might write r
(L)
j ; we will not

do so since the value of L will be clear from context. The ρi are parameters
of the construction, controlling the length of different “dimensions” of the
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polynomial QL (and PL), explained below. The rj are the actual integer
values for the lengths of each dimension.

Now, we define a family of disjoint sets of primes: For L ∈ N, and

j = 1, . . . ,M , let the sets K
(j)
L be defined by

K
(j)
L =

{

(M + j − 1)2L + i : i = 0, . . . , rj − 1
}

and then the family of sets of primes is defined by

Π
(j)
L = {pk : k ∈ K

(j)
L } .

For convenience, when the value of L is clear from context, we denote the

ith element of K
(j)
L by

k
(j)
i = (M + j − 1)2L + i .

Note that all of the Π
(j)
L are pairwise disjoint.

Define

Π×
L = Π

(1)
L ·Π

(2)
L · · ·Π

(M)
L

=

{

n = p
k
(1)
i1

p
k
(2)
i2

· · · p
k
(M)
iM

, ij ∈ {0, . . . , rj − 1}

}

, L ∈ N.

The terms in the Dirichlet polynomial PL will involve only those n which

are a product of a single prime from each Π
(j)
L , i.e. n ∈ Π×

L .

Note that, if L1 < L2, then the largest element of Π
(M)
L1

is smaller than

the smallest element of Π
(1)
L2

, because the largest element of K
(M)
L1

is smaller

than the smallest element of K
(1)
L2

by construction: The largest element of

K
(M)
L1

is k
(M)
rM , and

k(M)
rM = (M + (M)− 1) ∗ 2L1 + rM − 1

≤ (2M − 1) ∗ 2L1 + 2L1 − 1

= 2M ∗ 2L1 − 1

< M ∗ 2(L1+1)

and M ∗ 2(L1+1) is the smallest element of K
(1)
L1+1. This implies equation

(8) below; in particular it means that the Π×
L are disjoint for different L.

We collect here certain equations and inequalities that will be used re-
peatedly during the proof, or are purposeful features of the construction:
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r1 = b2ρ1Lc, . . . , rM = b2ρMLc (2)

2ρjL/2 ≤ rj ≤ 2ρjL (3)

ck log k ≤ pk ≤ Ck log k, 0 < c ≤ C (4)

M2L ≤ k
(j)
i (L) < M2L+1 (5)

n ∈ Π×
L =⇒ cM2LM ≤ n ≤ CM2LMLM (6)

∣

∣Π×
L

∣

∣ = |Π
(1)
L | · · · |Π

(M)
L | = |K

(1)
L | · · · |K

(M)
L |

= r1 · · · rM ≥ 2−M2ρL [using (3)] (7)

The largest element of Π×
L1

is smaller than the least element of Π×
L2
,

if L1 < L2 (8)

We will make use of summation by parts, in the following form: Suppose

a1, . . . , ap and b1, . . . , bp are given. Define BN =
∑N

j=1 bj. Then

p
∑

j=1

ajbj =

p−1
∑

j=1

(aj − aj+1)Bj + apBp .

If the aj are non-decreasing and positive, then we have
∣

∣

∣

∣

∣

∣

p
∑

j=1

ajbj

∣

∣

∣

∣

∣

∣

≤ max |Bj | ∗ 2|ap| . (9)

Furthermore, we will let c1, c2, . . . denote unspecified positive real num-
bers that are either absolute or depend only on M .

3. Construction of the Polynomial Q

We will construct a multivariable polynomial Q with certain properties;
Q will be used to construct Dirichlet polynomials. The construction here
differs from standard constructions of this type, because the matrices we
use will not necessarily be square.

For r ∈ N, let ω = ωr be the primitive rth root of unity e2πi/r. For
r1 ≤ r2, let B

(r2,r1) : Cr1 → Cr2 be the “Walsh matrix” defined by

bij = ωij
r2 , i = 0, 1, . . . , r2 − 1 , j = 0, 1, . . . , r1 − 1.

We note the important property of this matrix: For j1 6= j2, if we consider
the complex inner product of the j1 and j2 column, we have

r2−1
∑

i=0

ωij1
r2 ωij2

r2 =

r2−1
∑

i=0

ωi(j1−j2)
r2 =

1−
(

ωj1−j2
r2

)r2

1− ωj1−j2
r2
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which equals zero, therefore the columns of B(r2,r1) are orthogonal (and

have the same Euclidean norm, r
1/2
2 ). We see that r

−1/2
2 B(r2,r1) can be

extended to a unitary matrix, U , by including the columns (with the same
definition) for j = r1, . . . , r2 − 1. Therefore, if v ∈ Cr1 , let v′ ∈ Cr2 be
obtained by v′ = (v1, . . . , vr1 , 0, 0, . . . , 0) and we have

‖B(r2,r1)v‖2 = r2‖r
−1/2
2 B(r2,r1)v‖2 = r2‖Uv′‖2 = r2‖v

′‖2 = r2‖v‖
2

(the second equality holds because the additional columns in U are mul-
tiplied by the zeroed coordinates of v′.) So, for v ∈ Cr1 , B(r2,r1) satisfies
‖B(r2,r1)v‖2 = r2‖v‖

2.
Let M ∈ N, and suppose r1 ≤ . . . ≤ rM . Suppose we have M sets of

complex numbers, with the jth set having rj elements:

z
(1)
0 , . . . , z

(1)
r1−1, z

(2)
0 , . . . , z

(2)
r2−1, . . . , z

(M)
0 , . . . , z

(M)
rM−1.

Let D(j) be the rj × rj diagonal matrix with the diagonal entry dii = z
(j)
i .

We will abbreviate

B2,1 = B(r2,r1), B3,2 = B(r3,r2), etc.

Let u = (1, . . . , 1) ∈ Cr1 , and consider the vector

D(M)BM,M−1D(M−1) · · ·B3,2D(2)B2,1D(1)u ∈ C
rM .

Suppose that each z
(j)
i satisfies |z

(j)
i | ≤ 1. Then we have

‖D(M) · · ·B2,1D(1)u‖2 ≤ ‖BM,M−1D(M−1) · · ·B3,2D(2)B2,1D(1)u‖2

= rM‖D
(M−1) · · ·B3,2D(2)B2,1D(1)u‖2

≤ · · ·

= rM · · · r2‖u‖
2

= rM · · · r2r1

=

M
∏

1

rj .

The iM coordinate of D(M) · · ·B2,1D(1)u is

r1−1
∑

i1=0

· · ·

rM−1−1
∑

iM−1=0

z
(1)
i1

z
(2)
i2
· · · z

(M)
iM

ωi1i2
r2 ωi2i3

r3 · · ·ω
iM−1iM
rM .
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The sum of the coordinates of D(M) · · ·B2,1D(1)u is less than or equal to
(

rM
∏M

1 rj

)1/2

(by the Cauchy-Schwarz inequality), and therefore we have

∣

∣

∣

∣

∣

r1−1
∑

i1

· · ·

rM−1
∑

iM

z
(1)
i1
· · · z

(M)
iM

ωi1i2
r2 · · ·ω

iM−1iM
rM

∣

∣

∣

∣

∣

≤

(

rM

M
∏

1

rj

)1/2

when z
(j)
i | ≤ 1.

We define

Q = Qr1,...,rM =

r1−1
∑

i1

· · ·

rM−1
∑

iM

z
(1)
i1
· · · z

(M)
iM

ωi1i2
r2 · · ·ω

iM−1iM
rM . (10)

Considering Q as a polynomial in the variables z
(j)
i , we have

r1−1
∑

i1

· · ·

rM−1
∑

iM

|ωi1i2
r2 · · ·ω

iM−1iM
rM | =

M
∏

1

rj

‖Q‖∞ ≤

(

rM

M
∏

1

rj

)1/2

. (11)

The important point is that the sum of the absolute values of the coefficients
ofQ is “large,” while ‖Q‖∞ is “small.” This is the basic fact which allows us
to construct polynomials and therefore Dirichlet series with the properties
that we are interested in.

In the notation above, if we writeD(j) = Dz(j) and u1 = (1, . . . , 1) ∈ Cr1 ,
uM = (1, . . . , 1) ∈ CrM , and uT

M is the transpose, we can also write Q as a

function of the vectors z(1), . . . , z(M):

Q(z(1), . . . , z(M)) = uTDz(M)BM,M−1Dz(M−1) · · ·B2,1Dz(1)u. (12)

Note therefore that Q is not just a polynomial in the z
(j)
i , but is in fact

linear in each of the vectors z(1), z(2), . . . , z(M).

4. Construction of the Dirichlet Series f

Recalling the definition of the rj(L) from equation (2), r1 = b2ρ1Lc, . . .,
rM = b2ρMLc, we use equation (10) to define QL by

QL = Qr1,...,rM =

r1−1
∑

i1

· · ·

rM−1
∑

iM

z
(1)
i1
· · · z

(M)
iM

ωi1i2
r2 · · ·ω

iM−1iM
rM . (13)

When we have a polynomial Q in the complex variables z1, z2, . . ., and
p1, p2, . . . are primes, we can create a Dirichlet polynomial P via the sub-
stitution

P (s) = Q(p−s
1 , p−s

2 , . . .) .
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We have just defined a family of polynomials {QL}, each being homogenous
of degree M . To create the Dirichlet polynomials and Dirichlet series that
we want, we will use polynomials from this family. We define

PL(s) = QL

(

p−s

k
(1)
0

, . . . , p−s

k
(1)
r1−1

, p−s

k
(2)
0

, . . . , p−s

k
(2)
r2−1

, . . . , p−s

k
(M)
0

, . . . , p−s

k
(M)
rM−1

)

.

(14)
In other words,

PL =
∑

n∈Π×

L

γnn
−s

where

γn = ωi1i2
r2 · · ·ω

iM−1iM
rM for n = p

k
(1)
i1

· · · p
k
(M)
iM

∈ Π×
L .

At this point, the idea is to consider the Dirichlet series
∑

L µLPL with some
coefficients µL. However, instead of defining the series in this way, we will
define it “directly” by defining its coefficients an. This will be convenient
since we want to consider the conditional convergence with proper care.

We will let X > 0 be a fixed real number which is not yet specified,
but X will only depend on M and ρ1, . . . , ρM (eventually, we will choose
X = ρM+1

2M in equation (22) ).
So, consider the Dirichlet series

f(s) =
∞
∑

n=1

ann
−s (15)

where

βL is fixed but to-be-determined, with |βL| = 1 ,

an =














βL2
−XLL−(M+2) ωi1i2

r2 · · ·ω
iM−1iM
rM if there exists an L,

n ∈ Π×
L , n = p

k
(1)
i1

· · · p
k
(M)
iM

,

0 else .

(16)

Note that, because the Π×
L are disjoint by equation (8), the coefficients an

are well-defined: each n ∈ N is a member of Π×
L for at most one L, and if

n ∈ Π×
L then n is given uniquely by the formula n = p

k
(1)
i1

· · · p
k
(M)
iM

for some

k
(1)
i1

, . . . , k
(M)
iM

(recall that k
(j)
i depend on L).

Having this general construction, we will now prove four bounds on the
abscissae of f , in the next five sections.

The equations (15) and (16) constitute the proper definition of f . How-
ever, since the PL have non-overlapping terms due to the disjointness of
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the Π×
L , we will use the idea

“f(s) =
∞
∑

L=1

βL2
−XLL−(M+2)PL(s)”.

For clarity, let us formally define the “re-grouped” version of f ,

g(s) =

∞
∑

L=1

βL2
−XLL−(M+2)PL(s).

In the region where the Dirichlet series for f converges absolutely, the above
equality holds without restriction and f = g since the series for f can be
rearranged. For the results we are interested in, the transition from g to f is
not immediate, but nevertheless our method throughout the paper will be
to first prove that a result holds for g, and then to prove that it applies to
f as well. To prove an upper bound on σb in Section 5, we first prove that
the series g defines a bounded holomorphic function on a half-plane, and
then we use a classic result of Bohr [5] to show that this also applies to f .
To prove σb ≥ 0 in Section 7, we reduce the question to a “finite” statement
with Lemma 3, and then we work with a “grouped” series analogous to g.
To prove the upper bound on σc in Section 9, we split a partial sum of f
into two parts: a partial sum of g, and residual terms.

We begin with the two easier bounds: an upper bound on σb and a lower
bound on σa.

5. An Upper Bound on the Abscissa of Boundedness

Let σ > 0, let the real part of s be greater than or equal to σ, and let
n∗ be the smallest n in Π×

L ,

n∗ = p
k
(1)
0
p
k
(2)
0
· · · p

k
(M)
0

.

We have

PL(s) =
∑

n

γnn
−s

= n−σ
∗

∑

n

γnn
−snσ

∗

= n−σ
∗ QL

(

pσ
k
(1)
0

p−s

k
(1)
0

, . . . , pσ
k
(1)
0

p−s

k
(1)
r1−1

, . . . , pσ
k
(M)
0

p−s

k
(M)
0

, . . . , pσ
k
(M)
0

p−s

k
(M)
rM−1

)

and

|pσ
k
(j)
0

p−s

k
(j)
i

| ≤ 1 for all i, j .

Recall (11):

‖QL‖∞ ≤ 2(ρ+1)L/2 .
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We also have n∗ ≥ c12
LM by equation (6), so that

|PL(s)| ≤ c−σ
1 2−σLM2(ρ+1)L/2

and therefore,

|βL2
−XLL−(M+2)PL(s)| ≤ c−σ

1 2−XL2−σLM2(ρ+1)L/2L−(M+2)

= c−σ
1 2

[

(1/2)(ρ+1)−σM−X
]

LL−(M+2) .

We see that, if (1/2)(ρ+ 1)− σM −X < 0, then
∑

L βL2
−XLL−(M+2)PL

defines a bounded holomorphic function in the half plane Ωσ.
By inspection in a right half plane Ωσ′ for σ′ > 1 we can conclude that

f =
∑

L

βL2
−XLL−(M+2)PL

in Ωσ′ , because the Dirichlet series for f will converge absolutely and there-
fore it can be rearranged to equal the right hand side. So,

∑

L

βL2
−XLL−(M+2)PL

gives an analytic continuation of f to a bounded function on Ωσ, and there-
fore by a classic theorem of Bohr [5] we know that the Dirichlet series for
f converges on Ωσ, and f is bounded there, so σb ≤ σ.

We have shown that if σ > 0 and (1/2)(ρ+1)−σM−X < 0 then σb ≤ σ.
So, if

X ≤ (1/2)(ρ+ 1)

and we choose any σ satisfying

σ > (1/2M)(ρ+ 1)−X/M

then σb ≤ σ, and therefore by taking the infimum over σ we have proved
the following proposition.

Proposition 1. Let f be the Dirichlet series defined by (15) and (16). If

X ≤ (1/2)(ρ+ 1)

then we have

σb ≤ (1/2M)(ρ+ 1)−X/M .

6. Abscissa of Absolute Convergence

We prove a lower bound on σa. Recall equations (6) and (7):

max{n : n ∈ Π×
L} ≤ c22

MLLM ,
∣

∣Π×
L

∣

∣ ≥ c32
ρL.
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We calculate:

∑

|an|n
−σ =

∞
∑

L=1

2−XLL−(M+2)
∑

n∈Π×

L

n−σ

≥
∞
∑

L=1

2−XLL−(M+2)
∣

∣Π×
L

∣

∣ c−σ
2 2−σMLL−σM

≥ c−σ
2 c3

∞
∑

L=1

2−XLL−(M+2)2ρL2−σMLL−σM

= c−σ
2 c3

∞
∑

L=1

2

[

ρ−σM−X
]

LL−σM−(M+2) .

If ρ− σM −X > 0, i.e. if

σ < (1/M)(ρ−X)

then the above sum is infinite, so we have the following proposition.

Proposition 2. Let f be the Dirichlet series defined by (15) and (16). We
have

σa ≥ (1/M)(ρ−X) .

At this point, we note that we have produced the classic Hille-Bohnenblust
construction. With Propositions 1 and 2, we see that as long as we choose

X ≤ (1/2)(ρ+ 1)

then we have

σa − σb ≥
1

2M
ρ−

1

2M
.

For any value of M , by choosing ρ1 = · · · = ρM = 1 (and X = 0 for
instance), the Dirichlet series f has terms of homogeneity exactly M and
σa − σb ≥

1
2 −

1
2M , the largest possible gap between σa and σb.

7. Proving σb ≥ 0

To show that f becomes unbounded if we cross the abscissa σ = 0, i.e.
to prove σb ≥ 0, we will demonstrate that (under certain conditions on
X) the partial sums of f achieve arbitrarily large values on any vertical
line in the complex plane with an abscissa less than zero. This proves the
bound because, if σb < 0 then, picking σb < σ < 0, by classic results [5] the
partial sums of f converge uniformly to f on the vertical line with abscissa
σ. Uniform convergence implies that there is some large N ′, such that

for all N ≥ N ′, sup
t∈R

∣

∣

∣

∣

∣

N
∑

n=1

ann
−(σ+it)

∣

∣

∣

∣

∣

≤ 2 sup
t∈R

|f(σ + it)| .
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In particular, with σb < 0 there will be some vertical line with a negative
abscissa on which the partial sums do not achieve arbitrarily large values.

We will find it easier to write the negative abscissa as −σ with σ > 0
(instead of having σ be negative). We formalize the above discussion in the
following lemma.

Lemma 3. Let f be the Dirichlet series defined by (15) and (16). Suppose
that f has the following property: for a small σ > 0 and a large K > 0 both
arbitrary, we can find some NK such that

sup
t∈R

∣

∣

∣

∣

∣

NK
∑

N=1

ann
−(−σ+it)

∣

∣

∣

∣

∣

≥ K .

If f has this property, then σb ≥ 0.

So, let us fix σ > 0 small andK > 0 large. To prove that the partial sums
achieve arbitrarily large values on any vertical line with a negative abscissa,
we will show that the first finitely many L of the quantities βLPL(−σ+ it)
attain almost total “positive interference” for some value of t: the modulus
of their sum almost equals the sum of their moduli.

Our tool to show this “positive interference” is Kronecker’s Theorem.
As an aside, we note that this same technique is classic for proving lower
bounds on the Riemann zeta function, such as in [15], chapter VIII. Note:
we say that real numbers θ1, . . . , θn are linearly independent over the inte-
gers if, for integers ci,

∑n
1 ciθi = 0 implies all the ci are zero.

Theorem 4 (Kronecker’s Theorem, [2] Theorem 7.9). If α1, . . . , αn are
arbitrary real numbers, θ1, . . . , θn are real numbers that are linearly inde-
pendant over the integers, and if ε > 0, then there exists a real number t
and integers h1, . . . , hn such that

|tθi − hi − αi| < ε , for i = 1, 2, . . . , n.

Corollary 5. For distinct primes p1, p2, . . . , pn, the map

−→p : R −→ T
n

−→p (t) =
(

p−it
1 , . . . , p−it

n

)

has an image that is dense in Tn.

Proof of Corollary 5. Let (e2πiu1 , . . . , e2πiun) be an arbitrary point on Tn,
and let ε > 0. Choose ε′ > 0 such that |e2πix − 1| ≤ ε for |x| < ε′. The real
numbers

− log p1/2π, . . . ,− log pn/2π

MISSOURI J. OF MATH. SCI., FALL 2013 123



B. N. MAURIZI

are linearly independent over the integers (by uniqueness of prime factor-
ization), so by Kronecker’s Theorem there exists t and integers hj such
that

|t (− log pj/2π)− hj − uj| < ε′ , for j = 1, 2, . . . , n

and so

|p−it
j − e2πiuj | = |e2πit(− log pj/2π) − e2πiuj |

= |e2πi
(

t(− log pj/2π)−hj−uj

)

− 1| ≤ ε.

�

Recall the definition of QL from equation (13):

QL = Qr1,...,rM =

r1−1
∑

i1

· · ·

rM−1
∑

iM

z
(1)
i1
· · · z

(M)
iM

ωi1i2
r2 · · ·ω

iM−1iM
rM .

We have already used the following map in equation (14), here we denote
it by −→pL(t):

−→pL(t) =

(

p−it

k
(1)
0

, . . . , p−it

k
(1)
r1−1

, p−it

k
(2)
0

, . . . , p−it

k
(2)
r2−1

, . . . , p−it

k
(M)
0

, . . . , p−it

k
(M)
rM−1

)

. (17)

We will need to consider the following polynomial, for σ > 0:

QL
σ (z) =

r1−1
∑

i1

· · ·

rM−1
∑

iM

z
(1)
i1
· · · z

(M)
iM

[

p
k
(1)
i1

· · · p
k
(M)
iM

]σ

ωi1i2
r2 · · ·ω

iM−1iM
rM .

This polynomial arises because PL(−σ + it) = QL
σ (−→pL(t)).

We require two lemmas, one to demonstrate “positive interference” among
the βLPL(−σ + it), and the other to estimate ‖QL

σ‖∞. We will need to
choose an integer L′ = L′(σ) such that

for all L ≥ L′, L−(M+2)2MLσ ≥ 1 and L′ ≥ 2 . (18)

Also, let us define the integer JM by

JM = dDM2Me (19)

where DM is the constant from equation (1).

Lemma 6. Let βL be fixed arbitrary complex numbers of modulus one, and
let σ > 0. For every large K > 0 there is a real tK such that

for all L ≤ 2L′JMK we have
∣

∣βLPL(−σ + itK)− ‖QL
σ‖∞

∣

∣ ≤ (2L′JM )−1.

Lemma 7.

‖QL
σ‖∞ ≥ J−1

M 2ρ
M+1
2M L+MLσ.
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Proof of Lemma 6. Let us consider a fixed L for the moment. We abbrevi-

ate n(L) =
∑M

j=1b2
ρjLc, so QL

σ is a polynomial in n(L) variables. Taking

Tn(L) as the domain of QL
σ , we see that for any βL, there is some point −→zL

in the domain of QL
σ such that

βLQ
L
σ (
−→zL) = ‖Q

L
σ‖∞ . (20)

This is because QL
σ is linear in each vector z(j) by equation (12) (only

linearity in just one of the z(j) is necessary). Recalling equation (17), we
observe that by Corollary 5, the map

−→pL : R→ T
n(L)

t→ −→pL(t)

has an image dense in Tn(L). Therefore, by continuity of QL
σ , for any ε we

can find some t such that
∣

∣βLQ
L
σ (
−→pL(t))− ‖Q

L
σ‖∞

∣

∣ < ε .

For a finite L0, we can achieve this type of estimate for all L ≤ L0 simul-
taneously. With βL arbitrary, the map

βQ : Tn(1) × · · · × T
n(L0) → C

L0

(τ1, . . . , τL0)→ (β1Q
1
σ(τ1), . . . , βL0Q

L0
σ (τL0))

is continuous. Let us consider the point (‖Q1
σ‖∞, . . . , ‖QL0

σ ‖∞) ∈ CL0 . We
know this point is in the image of βQ by equation (20). If we consider the
ε-neighborhood of this point defined by

V =
{

(w1, . . . , wL0) :
∣

∣wL − ‖Q
L
σ‖∞

∣

∣ < ε for all L ≤ L0

}

then, by continuity of βQ, there is an open neighborhood U in Tn(1)×· · ·×
Tn(L0) with βQ(U) ⊂ V .

For any finite L0, by Corollary 5 the map

−→p1 × · · · ×
−→pL0 : R→ T

n(1) × · · · × T
n(L0)

t→ ( −→p1(t), . . . ,
−→pL0(t) )

has a dense image, so we can find t ∈ R with ( −→p1(t), . . . , −→pL0(t) ) ∈ U .
We see that this t satisfies

∣

∣βLQ
L
σ (
−→pL(t)) − ‖Q

L
σ‖∞

∣

∣ < ε for all L ≤ L0 .

Choosing ε = (2L′JM )−1 and L0 = 2L′JMK, and observing that PL(−σ+
it) = QL

σ (−→pL(t)), the result is proved. �
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Proof of Lemma 7. Recall inequality (1) from the introduction: For any
M -homogenous polynomial

∑

|α|=M aαz
α in n variables, we have





∑

|α|=M

|aα|
2M

M+1





M+1
2M

≤ DM sup
z∈D

n

∣

∣

∣

∣

∣

∣

∑

|α|=M

aαz
α

∣

∣

∣

∣

∣

∣

.

Applying inequality (1) to QL
σ , and with equation (3) (and estimating

p
k
(1)
0
≥ k

(1)
0 ≥ 2L) we see that

‖QL
σ‖∞ ≥ D−1

M





∑

i1,...,iM

[

p
k
(1)
i1

· · · p
k
(M)
iM

]σ 2M
M+1





M+1
2M

≥ D−1
M





∑

i1,...,iM

p
(Mσ 2M

M+1 )

k
(1)
0





M+1
2M

≥ D−1
M

(

r1 · · · rM ∗ (2
L)(Mσ 2M

M+1 )
)

M+1
2M

≥ D−1
M (r1 · · · rM )

M+1
2M 2MLσ

≥ D−1
M 2−M2ρ

M+1
2M L+MLσ .

≥ J−1
M 2ρ

M+1
2M L+MLσ .

�

Now we will prove that the hypotheses of Lemma 3 hold. Let us fix a
large K and σ > 0, and let tK be the value of t given by Lemma 6. We let
NK = max{n : n ∈ Π×

(2L′JMK)}, then we observe that

NK
∑

n=1

ann
−(−σ+itK) =

2L′JMK
∑

L=1

βL2
−XLL−(M+2)PL(−σ + itK) .

We can be confident that the sum on the right hand side includes all of the
terms on the left hand side (and no others) because of equation (8).
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With Lemma 6, we can estimate

∣

∣

∣

∣

NK
∑

n=1

ann
−(−σ+itK) −

2L′JMK
∑

L=1

2−XLL−(M+2)‖QL
σ‖∞

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∣

2L′JMK
∑

L=1

2−XLL−(M+2)

(

βLPL(−σ + itK)− ‖QL
σ‖∞

)

∣

∣

∣

∣

∣

∣

≤

2L′JMK
∑

L=1

2−XLL−(M+2)(2L′JM )−1

≤ 2L′JMK(2L′JM )−1 (21)

≤ K .

Recalling Lemma 7, we can estimate

2L′JMK
∑

L=1

2−XLL−(M+2)‖QL
σ‖∞

≥

2L′JMK
∑

L=1

2−XLL−(M+2)
(

J−1
M 2ρ

M+1
2M L+MLσ

)

.

We now can choose the value of X , based on the term in the exponent on
the right hand side:

X = ρ
M + 1

2M
. (22)

With this, we can complete the estimate. We will drop the terms with
L < L′ and use the properties of L′ given in equation (18):

2L′JMK
∑

L=1

2−XLL−(M+2)‖QL
σ‖∞ ≥ J−1

M

2L′JMK
∑

L=L′

L−(M+2)2MLσ

≥ J−1
M (2L′JMK − L′)

≥ J−1
M (2JMK)

≥ 2K.

This, together with equation (21), shows
∣

∣

∣

∣

∣

NK
∑

n=1

ann
−(−σ+itK)

∣

∣

∣

∣

∣

≥ (2K)− (K) = K .

This proves that the hypotheses of Lemma 3 hold, once the choice of X is
made. Applying Lemma 3 we have proved the following proposition.
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Proposition 8. Let f be the Dirichlet series defined by (15) and (16).
With

X = ρ
M + 1

2M

and for any choice of βL, |βL| = 1, we have σb ≥ 0.

8. A Key Estimate

Before presenting the final bound (the upper bound on σc) we will require
a size estimate on a sum of the following form:

∑

n∈Π×

L
,n≤P

ωi1i2
r2 · · ·ω

iM−1iM
rM

for general P. This sum is adding terms on the unit circle with widely vary-
ing arguments, so a high degree of cancelation can be hoped for. One might
expect that the size of such a sum would be roughly as large as the square
root of the number of terms; here, the number of terms is roughly 2ρL.
Unfortunately, no sophisticated or impressive bound has been obtained by
the current author; we will simply isolate the iM index, sum the result-
ing one-variable geometric series, and then bound by absolute values. We
believe that this estimate can be improved.

Lemma 9 (Key Estimate).
∣

∣

∣

∣

∣

∣

∑

n∈Π×

L
,n≤P

ωi1i2
r2 · · ·ω

iM−1iM
rM

∣

∣

∣

∣

∣

∣

≤ c42
(ρ−ρM−1)LL (23)

where c4 is an absolute constant.

Note that for large M this estimates the size of the sum as only slightly
smaller than the number of terms.

Proof. We fix L and P . Let us proceed with the understanding

n = p
k
(1)
i1

· · · p
k
(M)
iM

←→ (i1, . . . , iM ).

The one key observation is that, because we selected the primes in increasing
order, the set

{(i1, . . . , iM ) : n ≤ P}

has the following weak convexity property: if we fix (i1, . . . , iM−1), then
the set

{iM : (i1, . . . , iM ) satisfies n ≤ P}
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is an “interval” of natural numbers, meaning that it equals every natural
number between some (unspecified) lower and upper bounds, call them l
and u, respectively. Leaving out the terms with iM−1 = 0, we have:

∑

n∈Π×

L
,n≤P , iM−1 6=0

ωi1i2
r2 · · ·ω

iM−1iM
rM

=
∑

(i1,...,iM−1) , iM−1 6=0

ωi1i2
r2 · · ·ω

iM−2iM−1
rM−1

∑

iM :(i1,...,iM ) satisfies n≤P

ωiM−1iM
rM

=
∑

(i1,...,iM−1) , iM−1 6=0

ωi1i2
r2 · · ·ω

iM−2iM−1
rM−1

u
∑

iM=l

ωiM−1iM
rM

=
∑

(i1,...,iM−1) , iM−1 6=0

ωi1i2
r2 · · ·ω

iM−2iM−1
rM−1

(

ωa
rM − ωb

rM

1− ω
iM−1
rM

)

.

Estimating the absolute value of this sum (and substituting j for iM−1),
we have

∑

(i1,...,iM−2)

rM−1−1
∑

iM−1=1

2
∣

∣

∣1− ω
iM−1
rM

∣

∣

∣

≤
∑

(i1,...,iM−2)

rM−1
∑

j=1

2
∣

∣

∣1− ωj
rM

∣

∣

∣

≤
∑

(i1,...,iM−2)

2
∑

1≤j≤
rM
2

2
∣

∣

∣1− ωj
rM

∣

∣

∣

= 4
∑

(i1,...,iM−2)

∑

1≤j≤
rM
2

1
∣

∣1− e2πij/rM
∣

∣

.

We only sum the integer values of j between 1 and rM/2. The first inequal-
ity is true because rM−1 ≤ rM . For the second inequality, we note that the
terms in the sum are symmetric about rM/2, since |1−ωj

rM | = |1−ωrM−j
rM |.

We also observe that, for 1 ≤ j ≤ rM/2, we have 2πj/rM ∈ [0, π]. Noting
that on [−π, π] there is some small c1 > 0 such that 1 − cosx ≥ c1x

2, we
have

|1− e2πij/rM |2 = 2
(

1− cos(2πj/rM )
)

≥ 2c1(2πj/rM )2

and so there is an absolute constant c2 > 0 such that |1 − e2πij/rM | ≥
c2j/rM .
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Now, including those terms with iM−1 = 0, and estimating
∑K

j=1 j
−1 ≤

c3 log(K + 1) with some c3 > 0, we have
∣

∣

∣

∣

∣

∣

∑

n∈Π×

L
,n≤P

ωi1i2
r2 · · ·ω

iM−1iM
rM

∣

∣

∣

∣

∣

∣

≤ 4c−1
2

∑

(i1,...,iM−2)

∑

1≤j≤
rM
2

rM
j

+
∑

(i1,...,iM ):iM−1=0

1

≤ 4c−1
2 c3 r1 · · · rM−2rM

(

log(rM/2 + 1) + 1
)

.

Note that rj ≤ 2ρjL. We have shown
∣

∣

∣

∣

∣

∣

∑

n∈Π×

L
,n≤P

ωi1i2
r2 · · ·ω

iM−1iM
rM

∣

∣

∣

∣

∣

∣

≤ c42
(ρ−ρM−1)LL .

�

9. Convergence on the Negative Real Axis

Note that we still have the freedom to choose βL. We will now use βL to
arrange a large amount of cancelation in the partial sums of f at a certain
point s = −ε (to be determined) on the negative real axis.

Fix some ε > 0, and consider a partial sum of the series (15) at s = −ε:

AN (ε) =

N
∑

n=1

ann
ε .

We define L∗(N) = max{L : there exists an n ≤ N with n ∈ Π×
L}. By

eqution (8),

AN (ε) =
∑

L<L∗(N)

∑

n∈Π×

L

ann
ε +

∑

n∈Π×

L∗(N)
,n≤N

ann
ε .

We would like to continue to express the inner sums in AN (ε) as one-
dimensional (in order to sum by parts in the desired order), so let’s proceed
with the understanding

n = p
k
(1)
i1

· · · p
k
(M)
iM

←→ (i1, . . . , iM ) .

Substituting for an, we have

AN (ε) =
∑

L<L∗(N)

βL2
−XLL−(M+2)

∑

n∈Π×

L

ωi1i2
r2 · · ·ω

iM−1iM
rM nε

+ βL∗(N)2
−XL∗(N)L∗(N)−(M+2)

∑

n∈Π×

L∗(N)
,n≤N

ωi1i2
r2 · · ·ω

iM−1iM
rM nε . (24)
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Define

ΨL(ε) =
∑

n∈Π×

L

ωi1i2
r2 · · ·ω

iM−1iM
rM nε . (25)

Γ(N, ε) =
∑

n∈Π×

L∗(N)
,n≤N

ωi1i2
r2 · · ·ω

iM−1iM
rM nε . (26)

Using the generic estimate (9) for any summation by parts with the dif-
ferenced quantity being positive and increasing (in this case, nε), we have
essentially the same bound for Γ(N, ε) and ΨL(ε):

|ΨL(ε)| ≤ 2 (max{n : n ∈ Π×
L})

εmax
P







∣

∣

∣

∣

∣

∣

∑

n∈Π×

L
,n≤P

ωi1i2
r2 · · ·ω

iM−1iM
rM

∣

∣

∣

∣

∣

∣







and Γ(N, ε) is bounded by the same expression, with L∗(N) in place of
L. Recalling the bound (6) on the largest element of Π×

L , and using the
estimate (23) from Lemma 9, we see that (with ε < 1 assumed),

|ΨL(ε)| ≤ c32
εMLLM 2(ρ−ρM−1)LL

and therefore,

2−XLL−(M+2) |ΨL(ε)| ≤ c32
[ (ρ−ρM−1)−X+εM ]LL−1.

To arrange for the exponent on the right hand side to equal zero, we choose

ε =
−1

M

[

(ρ− ρM−1)−X
]

(27)

and then we have 2−XLL−(M+2) |ΨL(ε)| → 0 as L→∞. Additionally, since

2−XL∗(N)L∗(N)−(M+2)Γ(N, ε) is bounded by the same quantity (with L∗(N)
substituted for L), we also have

2−XL∗(N)L∗(N)−(M+2)Γ(N, ε)→ 0

as N → ∞. Recall the following result from infinite series: If an ≥ 0
and an → 0, then there exists some choice of signs dn ∈ {0, 1} such that
the partial sums

∑

n≤N (−1)dnan converge (to some unspecified value) as
N → ∞. This means that there exists a choice of signs dL such that
∑

L<L∗(N)(−1)
dL2−XLL−(M+2) |ΨL(ε)| converges as N → ∞. We at last

fix the value of βL, so that it satisfies

βLΨL(ε) = (−1)dL |ΨL(ε)| .

Recalling (24), (25), (26) this means we have

AN (ε) =
∑

L<L∗(N)

(−1)dL2−XLL−(M+2) |ΨL(ε)|

+ βL∗(N)2
−XL∗(N)L∗(N)−(M+2)Γ(N, ε) .
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We see that AN (ε) converges as N → ∞. So, as long as the ε defined
in equation (27) is greater than zero, we can choose {βL} such that f(s)
converges at s = −ε on the negative real axis, and so we have proved the
following proposition.

Proposition 10. Let f be the Dirichlet series defined by (15) and (16).
Then f satisfies

σc ≤
1

M

(

(ρ− ρM−1)−X
)

if the quantity on the right hand side is negative.

10. Results

Examining Propositions 1, 2, 8 and 10, we see that with X = ρM+1
2M , the

requirement

X ≤ (1/2)(ρ+ 1)

from Proposition 1 is satisfied, and so we have a Dirichlet series f which
satisfies

σc ≤
1

2M2

[

(M − 1)(ρ− ρM−1)− (M + 1)ρM−1

]

σb ≥ 0

σb ≤
1

2M

(

1−
ρ

M

)

σa ≥
M − 1

2M2
(ρ)

as long as the bound on σc is less than zero, i.e.

(M − 1)(ρ− ρM−1)− (M + 1)ρM−1 < 0 .

Proving the results stated in the introduction, for M = 2 and M = 3, is
now a matter of arithmetic:

With M = 2, and ρ1, ρ2 = 1, we have σb = 0, σa ≥ 1/4, and σc ≤ −1/4.
With M = 3, we can set ρ2 = ρ3 = 1 and then

σa ≥
1

9
(ρ1 + 2)

σb ∈ [0,
1

18
(1− ρ1)]

σc ≤
1

9
(ρ1 − 1) .

Acknowledgement

The author would like to thank the referee for many helpful comments
which substantially improved the paper.

132 MISSOURI J. OF MATH. SCI., VOL. 25, NO. 2



CONSTRUCTION OF ORDINARY DIRICHLET SERIES

References

[1] T. Apostol, Introduction to Analytic Number Theory, Springer-Verlag, New York,
1976.

[2] T. Apostol, Modular Functions and Dirichlet Series in Number Theory, Springer-
Verlag, New York, 1976.

[3] H. F. Bohnenblust and E. Hille, On the absolute convergence of Dirichlet series,
Annals of Mathematics, 32.3 (1931), 600–622.
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