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ON THE INVESTIGATION OF A LINEAR EIGENVALUE

PROBLEM FOR MATRICES

Galip Oturanç

Abstract. This paper investigates the properties of eigenvalues and eigenvec-

tors of the problem Jy+λRy = (1/λ)Cy, where J is a “tridiagonal” real symmetric

matrix and R and C are positive diagonal matrices. The results obtained are used

to solve the corresponding system of differential equations with boundary and initial

conditions.

1. Introduction. Let us consider the system of linear differential equations

an−1
dun−1(t)

dt
+ bn

dun(t)

dt
+ rn

d2un(t)

dt2
+ an

dun+1(t)

dt
= cnun(t), (1)

for n = 0, 1, 2, . . . , N − 1 with boundary conditions

u
−1(t) = 0, uN(t) + huN−1(t) = 0, t ≥ 0 (2)

and initial conditions

un(0) = fn,
dun(0)

dt
= gn, n = 0, 1, . . . , N − 1 (3)

where {un(t)}
N
n=−1 is a desired solution; fn, gn (n = 0, 1, . . . , N − 1) are given

complex numbers; the coefficients an, bn, rn, and cn of the equation (1) and the

number h in boundary condition (2) real besides

an 6= 0, rn > 0, cn > 0. (4)

We seek the solution of equation (1), which has the form

un(t) = eλtyn, n = −1, 0, 1, . . . , N (5)
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where λ is a complex constant, and the yn’s are complex numbers depending only

upon λ and not upon t. We desire {yn}
N
−1 to be nontrivial, that is not equal to 0,

the zero vector. Substituting (5) into (1) and (2) we obtain λ 6= 0 and

an−1yn−1 + (bnyn + rnλ)yn + anyn+1 =
1

λ
cnyn, n = 0, 1, 2, . . . , N − 1 (6)

y
−1 = 0, yN + hyN−1 = 0 (7)

Definition. The complex number λ is said to be an eigenvalue of boundary

problem (6), (7) if for this value λ there exists a nonzero vector {yn}
N
−1 satisfying

equation (6) and boundary conditions (7). Further, the vector y = {yn}
N−1
0 is

called an eigenvector of problem (6), (7) corresponding to eigenvalue λ.

Thus, the functions in (5) are a nontrivial solution of problem (1), (2) if and

only if λ is an eigenvalue and y = {yn}
N−1
0 is the corresponding eigenvector of

problem (6), (7).

Denote all the eigenvalues of problem (6), (7) by λ1, . . . , λm and the corre-

sponding eigenvectors by y(1) = {y
(1)
n }N−1

0 , . . . , y(m) = {y
(m)
n }N−1

0 . Then by the

linearity of problem (1), (2) the functions

un(t) =

m
∑

j=1

αje
λjty(j)n , n = −1, 0, 1, . . . , N (8)

will form a solution of the problem (1), (2) where αj (j = 1, 2, . . . ,m) are arbitrary

constants (independent of t and n). Now we must try to choose the constants αj

(j = 1, 2, . . . ,m) so that (8) will also satisfy the initial conditions

∑

αjy
(j)
n = fn,

∑

αjλjy
(j)
n = gn, n = 0, 1, . . .N − 1. (9)

Definition. If for the arbitrary vectors f = {fn}
N−1
0 and g−{gn}

N−1
0 belonging

to CN the unique expansions (9) hold with the same coefficients αj (j = 1, 2, . . . ,m)

in both expansions, then we will say that the eigenvectors y(1), . . . , y(m) of problem

(6), (7) form twofold basis in C
N .
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We will show that the boundary problem (6), (7) has precisely 2N simple real

eigenvalues λ1, . . . , λ2N , half are negative and half are positive. The corresponding

eigenvectors make up a twofold basis in CN , and we will give formulas for the

coefficients αj in (9). In addition, we will show that the eigenvectors corresponding

only to the negative (positive) eigenvalues form an ordinary basis for CN .

2. Eigenvalue Problem. We consider the boundary value problem (6), (7)

under condition (4). If {yn}
N
−1 is a solution of problem (6), (7) then

(b0 + λr0)y0 + a0y1 = (1/λ)c0y0

an−1yn−1 + (bn + λrn)yn + anyn + anyn+1 = (1/λ)cnyn

an−2yn−2 + (bN−1 − haN−1 + λrN−1)yN−1 = (1/λ)cN−1yN−1 (10)

for n = 1, 2, . . . , N . Consequently, finding a nontrivial solution {yn}
N
−1 of problem

(6), (7) is equivalent to finding a nontrivial solution {yn}
N−1
0 of system (10).

Setting

y =







y0
y1
· · ·
yN−1






, J =















b0 a0 0 0 · · · 0 0 0
a0 b1 a1 0 · · · 0 0 0
0 a1 b2 a2 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · aN−3 bN−2 aN−2

0 0 0 0 · · · 0 aN−2 bN−1 − haN−1















,

(11)

R =







r0 0 · · · 0
0 r1 · · · 0
· · · · · · · · · · · ·
0 0 · · · rN−1






, C =







c0 0 0 · · · 0
0 c1 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · cN−1






,

we can write system (10) in the form

Jy + λRy = (1/λ)Cy. (12)

We will investigate equation (12) in the space

C
N = {y = {yn}

N−1
0 : yn ∈ C, n = 0, 1, . . . , N − 1}
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with the inner product

(y, z) =

N−1
∑

n=0

ynzn (13)

where the bar over a number denotes complex conjugation.

The matrices J, R, and C defined by (11) are selfadjoint, that is each of them

satisfies the relation

(Ay, z) = (y,Az), for all y, z ∈ C
N . (14)

At first assuming the existence of eigenvalues and eigenvectors of problem (12)

we establish some of their properties.

Lemma 1. The eigenvalues of equation (12) are real.

Proof. Let the complex number λ be an eigenvalue of equation (12) and

y = {yn}
N−1
0 6= 0

be a corresponding eigenvector. By forming the inner product of both sides of

equation (12) by the vector y, we get

λ2(Ry, y) + λ(Jy, y)− (Cy, y) = 0.

This equality is a quadratic equation with respect to λ, the discriminant of which

is

(Jy, y)2 + 4(Ry, y)(Cy, y) > 0

since the number (Jy, y) is real, in view of (14), and the numbers (Cy, y) and

(Ry, y) are positive in view of (4). Consequently, the number λ will be real.

Lemma 2. The eigenvectors y and z in equation (12) corresponding to distinct

eigenvalues λ and µ, respectively satisfy the “orthogonality” relation

λµ(Ry, z) + (Cy, z) = 0. (15)

Proof. Multiplying in the sense of inner product the first of the equalties

Jy + λRy = (1/λ)Cy, Jz + µRz = (1/µ)Cz
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from the right by z and the second one from the left by y, and remembering that

λ and µ are real in view of Lemma 1, we get

(Jy, z) + λ(Ry, z) =
1

λ
(Cy, z)

(y, Jz) + µ(y,Rz) =
1

µ
(y, Cz).

Subtracting the second result from the first one, and using property (14) of the

matrices J , R and C, we have

(λ− µ)(Ry, z) = (1/λ− 1/µ)(Cy, z).

Hence, the Lemma follows from the condition λ 6= µ.

Now we investigate the existence of other properties of eigenvalues and eigen-

vectors of equation (12), which is equivalent to problem (6), (7). For this purpose

we define the solution {ϕn(λ)}
N
−1 of equation (6) that satisfies the initial conditions

ϕ
−1(λ) = 0, ϕ0(λ) = 1. (16)

Using (16), we can recursively find ϕn(λ), n = 1, 2, 3, . . . , N and will have the form

ϕn(λ) = (1/λn)P2n(λ), n = 0, 1, . . . , N, (17)

where P2n(λ) is a polynomial in λ of degree 2n and

P2n(λ) =
r0r1 · · · rn−1

a0a1 · · ·an−1
λ2n + · · ·+ (−1)n

c0c1 · · · cn−1

a0a1 · · ·an−1
. (18)

It is easy to see that every solution {yn(λ)}
N
−1 of equation (10) satisfying the initial

condition y
−1 = 0 is equal to {ϕn(λ)}

N
−1 up to a constant factor

ϕn(λ) = αϕn(λ), n = −1, 0, 1, . . . , N. (19)

Consequently, we have the following lemma.

Lemma 3. To each eigenvalue λ0 of problem (6), (7) corresponds up to a con-

stant factor a single eigenvector, which can be taken to be the vector {ϕn(λ0)}
N−1
0 .
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Set

χ(λ) = ϕN (λ) + hϕN−1(λ). (20)

The function χ(λ) is called the characteristic function of problem (6), (7).

Lemma 4. The eigenvalues of problem (6), (7) coincide with the roots of the

function χ(λ).

Proof. Let λ0 be an eigenvalue of problem (6), (7) and {yn(λ0)}
N
−1 be a non-

trivial solution of (6), (7) with λ = λ0. Then (17) holds with α 6= 0 and from

boundary condition yN (λ0) + hyN−1(λ0) = 0 we get χ(λ0) = 0.

Conversely, if χ(λ0) = 0, then {ϕn(λ0)}
N
−1 will be a nontrivial (remembering

that by (16) we have ϕ0(λ) 6= 0) solution of boundary problem (6), (7).

Lemma 5. The roots of the function χ(λ) are simple.

Proof. Differentiating the equation

ak−1ϕk−1(λ) + (bk + λrk)ϕk(λ) + akϕk+1(λ) =
1

λ
ckϕk(λ)

with respect to λ, we get

ak−1ϕ̇k−1(λ) + (bk +λrk)ϕ̇k(λ) + akϕ̇k+1(λ)−
1

λ
ckϕk(λ) = −rkϕk(λ)−

1

λ2
ckϕk(λ)

where the dot over the function indicates the derivative with respect to λ. Multi-

plying the first equation by ϕ̇k(λ) and the second one by ϕk(λ), and subtracting

the left and right members of the resulting equations, we get

ak−1

[

ϕk−1(λ)ϕ̇k(λ) − ϕ̇k−1(λ)ϕk(λ)

]

− ak

[

ϕk+1(λ)ϕ̇k(λ) − ϕ̇k+1(λ)ϕk(λ)

]

=

(

rk +
1

λ2
ck

)

ϕ2
k. (21)
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Summing up the last equation for the values k = 0, 1, . . . , n (n ≤ N − 1) and using

the initial conditions (16), we get

an

[

ϕn+1(λ)ϕ̇n(λ)− ϕ̇n+1(λ)ϕn(λ)

]

=
n
∑

k=0

(

rk +
1

λ2
0

ck

)

ϕ2
k(λ0). (22)

Let χ(λ0) = 0. In particular, setting (22), n = N − 1 and λ = λ0, and using the

equality ϕN (λ0) = −hϕN−1(λ0) which follows from the boundary condition (7), we

have

aN−1χ̇(λ0)ϕN−1(λ0) =

N−1
∑

k=0

(

rk +
1

λ2
0

ck

)

ϕ2
k(λ0). (23)

The right-hand side of (23) is not zero since rk > 0, ck > 0, λ0 is in view of

Lemma 1, ϕk(λ0) (k = 0, 1, . . . , N − 1) are real and not all zero. Besides, in the

left-hand side of (23), the value ϕN−1(λ0) can not be equal to zero. Indeed, if

ϕN−1(λ0) = 0, and hence, by the uniqueness property of the solution of equality

(6), we get ϕn(0) = 0, for all n, which is a contradiction. Thus, from formula (23)

it follows that χ(λ0) 6= 0, that is the root λ0 of the function χ(λ) is simple.

Lemma 6. The function χ(λ) has precisely 2N distinct roots.

Proof. Since ϕn(λ) for each n is a polynomial in λ of degree 2n, the function

χ(λ) = ϕN (λ) + hϕN−1(λ) will be a polynomial in λ of degree 2N . Therefore, the

function χ(λ) has 2N roots, which are distinct by virtue of Lemma 5.

Lemma 7. Half of the roots of the function χ(λ) are negative and the other

half are positive.

Proof. The eigenvalue (12) is equivalent to the eigenvalue problem

(λ2R+ λJ − C)y = 0. (24)

(Note that the value λ = 0 is not an eigenvalue of (24)). Therefore, the roots of

the function χ(λ) coincide with the roots of the polynomial det(λ2R + λJ − C).

Now we consider the auxiliary eigenvalue problem

(λ2C − λǫR − C(ǫ))y = 0 (25)
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depending on parameter ǫ ∈ [0, 1], where the matrix C(ǫ) is obtained from the

matrix C by means of multiplying all its nondiagonal elements by ǫ. It is obvious

that the analog of condition (4) is fulfilled for all ǫ ∈ (0, 1].

The eigenvalues of equation (25) are nonzero for all ǫ ∈ [0, 1] and coincide with

the roots of the polynomial

det(λ2R+ λǫJ − C(ǫ)). (26)

For each ǫ ∈ (0, 1] the roots of the polynomial (26) are distinct by virtue of Lemma

5 being applicable to equation (25). Denote them by

λ1(ǫ) < λ2(ǫ) < · · · < λ2N (ǫ).

Since λj(ǫ) (j = 1, 2, . . . , 2N) are the eigenvalues of a matrix of order 2N being

continuous in ǫ ∈ [0, 1] (see section 3) they will be continuous functions of ǫ [3]. Note

that at the point ǫ = 0 we do not state that λ1(ǫ), λ2(ǫ), . . . , λ2N (ǫ) are distinct.

Now we show that for all values of ǫ ∈ (0, 1] half of the λj(ǫ) (j = 1, 2, . . . , 2N)

are negative and the other half positive:

λj(ǫ) < 0 (j = 1, . . . , N), λj(ǫ) > 0 (j = N + 1, . . . , 2N).

Hence, in particular, for ǫ = 1, the statement of the lemma will follow.

Assume the contrary. For some value of ǫ ∈ (0, 1] let

λj(ǫ) < 0 (j = 1, . . . ,K), λj(ǫ) > 0 (j = K + 1, . . . , 2N) (27)

where 0 ≤ K ≤ 2N and K 6= N (for K = 0 all the eigenvalues λj(ǫ) are understood

to be positive, and for K = 2N negative). Since λj(ǫ) (j = 1, . . . , 2N) are different

from zero and are distinct and continuous functions for all values of ǫ ∈ (0, 1], taking

inequalities (27) to the limit as ǫ → 0, we get

λj(0) ≤ 0 (j = 1, . . . ,K), λj(0) ≥ 0 (j = K + 1, . . . , 2N).

But this is a contradiction, since for ǫ = 0 the roots of the polynomial (26) are the

numbers

±

√

cj
rj

(j = 0, 1, . . . , N − 2)

half of which are negative and the other half positive. Thus, the lemma is proved.
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Now we can summarize the results obtained above in the following theorem.

Theorem 1. The boundary value problem (6), (7) has precisely 2N real distinct

eigenvalues λj (j = 1, 2, . . . , 2N). These eigenvalues are different from zero, half of

them are negative and the other half positive. To each eigenvalue λj corresponds up

to constant factor a single eigenvector which can be the vector ϕ(j) = {ϕn(λj)}
N−1
n=0

where {ϕn(λ)}
N
−1 is a solution of equation (6) satisfying the initial condition (16).

Theorem 2. The eigenvector ϕ(j) = {ϕn(λj)}
N−1
n=0 , j = 1, . . . , 2N of problem

(6), (7) form a twofold basis in CN , that is for arbitrary vectors f = {fn}
N−1
0 and

g = {gn}
N−1
0 belonging to CN the expansion formula hold

fn =

2N
∑

j=1

αjϕn(λj), gn =

2N
∑

j=1

αjλjϕN (λj), n = 0, 1, . . . , N − 1 (28)

where the coefficients αj of expansion are defined by the formula

αj = (1/ρj)
N−1
∑

k=0

(ckfk + λjrkgk)ϕk(λj), j = 1, 2, . . . , 2N (29)

in which

ρj =

N−1
∑

k=0

(ck + λ2
jrk)ϕ

2
k(λj), j = 1, 2, . . . , 2N. (30)

Proof. Consider the space CN × CN of vectors denoted by [y, z], where y, z ∈

CN . Define in this space the inner product by the formula

〈[y, z], [u, v]〉 = (Ry, u) + (Cz, v)

where (·, ·) in the right-hand side denotes the inner product in CN defined by the

formula (13). In view of Lemma 2 the vectors

Φj = [ϕ(j), λϕ(j)], j = 1, 2, . . . , 2N
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are orthogonal:

〈Φj ,Φi〉 = 0, j 6= i.

Consequently, the vectors φ1, . . . , φ2N are linearly independent in space CN ×CN .

Since the number of them is equal to 2N and dim(CN × CN ) = 2N , they form a

basis in this space. Therefore, for the arbitrary vector [f, g] belonging to CN ×CN

we have the unique expansion

[f, g] =

2N
∑

j=1

αjφj ,

and

αj = (1/ρj)〈[f, g], φj〉 = (1/ρj){(Cf , ϕ
(j)) + λj(Rg, ϕ

(j))}

ρj = 〈φj , φj〉 = (Cϕ(j), ϕ(j)) + λ2
j(Rϕ(j), ϕ(j)).

Hence, we have the following theorem.

Theorem 3. All the eigenvectors of the problem (6), (7) form an ordinary basis

in the space CN .

Proof. We may assume that

λ1 < · · · < λN < 0 < λN+1 < · · · < λ2N .

Let x = {xn}
N−1
0 ∈ CN and

(x, ϕ(j)) = 0, j = 1, . . . , N. (31)

We must show that x = 0. Applying Theorem 2 to the vectors f = C−1x and

g = 0 we have

C−1x =

2N
∑

j=1

αjϕ
(j), 0 =

2N
∑

j=1

αjλjϕ
(j) (32)

where

αj = (1/ρj)(x, ϕ
(j)), j = 1, 2, . . . , 2N. (33)
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From (33), in view of (31), we have αj = 0, j = 1, . . . , N and therefore, (32) takes

the form:

C−1x =

2N
∑

j=N+1

αjϕ
(j), 0 =

2N
∑

j=N+1

αjλjϕ
(j).

Multiplying the last equalities by x in the sense of the inner product in CN , we get

(C−1x, x) =

2N
∑

j=N+1

αj(ϕ
(j), x) =

2N
∑

j=N+1

ρj |αj |
2, (34)

0 =

2N
∑

j=N+1

αjλj(ϕ
(j), x) =

2N
∑

j=N+1

λjρj |αj |
2. (35)

Since λj > 0, ρj > 0, j = N + 1, . . . , 2N , from (31) it follows that αj = 0,

j = N + 1, . . . , 2N . Consequently, from (30) we have (R−1x, x) = 0.

Hence, x = 0 since

(R−1x, x) =

N−1
∑

0

(1/rn)|xn|
2.

3. Application. We now give an application of the results that were obtained

above.

Theorem 4. Problem (1), (2), (3) has a unique solution {un(t)}
N
−1 which can

be represented in the form

un(t) =

2N
∑

1

αje
λjtϕn(λj), n = −1, 0, 1, . . . , N (36)

where λ1, . . . , λ2N are the eigenvalues of problem (6), (7), and ϕ(1) = {ϕn(λ1)}
N−1
0 ,

. . . , ϕ(2N) = {ϕN (λ2N )}N−1
0 are the corresponding eigenvectors. Furthermore, the

coefficients α1, . . . , α2N are defined by the formula (29), (30).
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Proof. From the explanation given in the Introduction from Theorem 2 it

follows that formula (36) gives a solution of problem (1), (2), (3). We now prove

the uniqueness of this solution. To do this, write down problem (1), (2), (3) in the

form

J(du(t)/dt) + r(d2u(t)/dt2) = Cu(t), 0 ≤ t < ∞ (37)

u(0) = f, du(0)/dt = g (38)

where J , R, and C are matrices defined by (11), and u(t) = {un(t)}
N−1
0 , f =

{fn}
N−1
0 , g = {gn}

N−1
0 . Furthermore, we can rewrite problem (33), (34) in the

following equivalent form

du(t)/dt = v(t), dv(t)/dt = R−1Cu(t)−R−1Jv(t)

u(0) = 0, v(0) = g

or

d

dt

(

u(t)
v(t)

)

=

(

0 I
R−1C −R−1J

)(

u(t)
v(t)

)

,

(

u(0)
v(0)

)

=

(

f
g

)

.

The uniqueness of the solution of this last problem is well known [2].

Theorem 5. For arbitrary vector f = {fn}
N−1
0 ∈ CN the problem (1), (2) has

a unique solution {un(t)}
N
−1 that satisfies the conditions

u(n) = fn, limun(t) = 0 (t → ∞), n = 0, 1, . . . , N − 1. (39)

Proof. In view of Theorem 3 the functions

un(t) =

N
∑

j=1

βje
λj tϕn(λj), n = −1, 0, 1, . . . , N

form a solution of problem (1), (2), (39), where λ1, . . . , λN are the negative eigen-

values of problem (6), (7), and β1, . . . , βN are defined by the help of the expansion

f =

N
∑

j=1

βjϕ
(j).
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For the proof of uniqueness we note that in view of Theorem 4 the general solution

of problem (1), (2) has the representation

un(t) =

2N
∑

j=1

αje
λjtϕn(λj), n = −1, 0, 1, . . . , N.

From the last equality and second condition of (39) it follows that αN+1 = · · · =

α2N = 0. Furthermore, setting t = 0 we get αj = βj , j = 1, . . . , N .

We remark that from the proof of Theorem 5, it follows that for the solution

of problem (1), (2), (39) we have

un(t) = O(e−δt), n = −1, 0, 1, . . . , N,

as t → ∞, where δ > 0 is the modulus of the greatest negative eigenvalue of

boundary problem (6), (7).
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