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0. Summary

Kiefer and Schwartz [1] provided a general method of proving admis-
sibility of tests in normal multivariate analysis. Using their method, in
this paper, we prove admissibility of certain test procedures for the equality
of a covariance matrix to a given one in a normal population. The test
procedures include the likelihood ratio tests and the modified likelihood ratio
tests. Admissibility of certain classification procedures are also proved.

1. Notation and preliminary results

The average of the columns of a matrix X will be denoted by X. The
parameter space will be denoted by Ω = {θ} = H0 + H1 (or Hλ + H2). The entire
random matrix will be denoted by V and its columns are defined to be in-
dependently distributed, each p-variate normal. A priori probability meas-
ure or positive constant multiples thereof will be denoted by IT. We only
require Π(Ω)<°o, If Π = IIQ + IIι with Π, a finite measure on Hh we have
the following lemma mentioned in Kiefer and Schwartz [Ί[], where fΌ(υ\ (?)
denotes the density function of V\

LEMMA 1.1. Every Bayes critical region for 0-1 loss function is of the
form

(1.1) {v'^fviv; ΘWάdOy^fviυ; Θ)Π0(dθ)>c}\jLcKjL

for some c (0 <J c <J oo)5 where Lc is a measurable subset of the set obtained from
the set in brackets in (1.1) by replacing > by =, and L is a measurable subset

of the set M=ίvΛfv(v; θ)Π(dθ) = θ\.

In our applications every Lc and L have probability zero for any θ in Ω,
so that our Bayes procedures will be shown to be admissible by the following

well-known lemma:

LEMMA 1.2. / / a Bayes procedure is essentially unique for a problem with
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respect to a priori distribution 77, then it is admissible.
In calculating the critical region of the form (1.1), the following lemmas

of Kiefer and Schwartz [1] are useful for the integrability of a priori
densities. We always use integration with respect to the ordinary Lebesgue
measure in the ^-dimensional Euclidean space, Ew.

LEMMA 1.3. Let ΎJ be apXq matrix. Then

(1.2)

if and only if h>p + q — l.

LEMMA 1.4. Let rj be apx q matrix with qJ>p. If p — l<q + t<h —p +1,
then

(1.3)

In Lemma 1.4, the conditionp—l<q+t assures the integrability of (1.3)
when I yjτjr | tends to zero.

2. A class of admissible tests for a covariance matrix

Let pxN matrix F* = (Ff, V%, .. , V%) be a random sample from a
multivariate normal distribution with unknown mean vector β and unknown
covariance matrix Σ (nonsingular). From this sample we want to test the
hypothesis H0:Σ = Σ0 against the alternatives Hλ: ΣφΣ0, where the mean β
is unspecified and Σo is a givenpxp positive definite matrix. This problem
is reduced to the following canonical form; V=(Vi, F2, •• , Vn, W) (N=n + 1)
with EVi = 0(pxl) (i = l, - 5 n\ EϊFφO(pxl) and all the columns of V are
independently distributed with common unknown covariance matrix Σ. We

n

treat the problem in this reduced form. If we write S= 2 V% VU then the
ί = l

following theorem holds:

THEOREM 2.1. For given p Xp positive definite matrix Bo and nonnegative
definite matrices Bu ••, Bmi+m2, a test with the following critical region

(or) etr(2ό1-^o)5 >

5 ( + 5|«GC Π

is an admissible Bayes test, provided that ( i) qC^p for i = 7n! + l , •-, m
where qu •-, qmi+m2 are positive integers, (ii)p — Kqi + ti for i = mi + l, ••-, mi
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mi+m2 mi+m2

-\-m2 and (iii) Σ g2 + Σ max(05 ti)<n— p + 1. When mι = 0 and m2 = l, the
ί = l

condition (iii) is improved to qι + tι<n—p + l.

PROOF. By Lemma 3.1 in Kiefer and Schwartz [1], it is sufficient to

prove the theorem deleting W. Let Σ~1 = B0+^ΣViVi under Hu for y^p x q{).
i = l

We set

mι+m,2 mi+m2 ( 1 mi+m2 )

(2.2) dΠx{-η)/d-η = lτi \7lirj'i\
til2'2\B0+ Σ ViVi I""2etr \--L Σ i f W ί

for the Lebesgue density function of Πι(η). The integrability of (2.2) with
each of |^f ^ί | (ί = /7ii + l, ••-, mι + m2) tending to zero is shown by Lemma 1.4.
We show the integrability when each l ^ l (&' = 1, ••-, ̂ 11 + ̂ 2) tends to in-
finity. We may assume that each \ηi7jfi \ is larger than one. Then

When we replace |^{ | ' ι / 2 in (2.2) by T^fV^ l^max((Mi)> the new function is

integrable by the assumption (iii) and Lemma 1.4, when each l^ ^ l tends to
infinity. Therefore (2.2) is also integrable.

For this a priori distribution, Bayes critical region (1.1) is computed,
namely,

ΓΓ mι+m2

Π
JLi=m1 + ι

• Π \vUr\ttl2 e t r — ί Σ

where -ηf = (Bi+S)ϊ ηi. Since the integral in the last line is constant, we
obtain the theorem.

If every B{ (ί = l, , mι + m2) is positive definite, then (2.2) is integrable
without the condition (iii). But in our applications, we set Bi = 0. Therefore
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assumption (iii) can not be omitted in the theorem. Theorem 2.1 gives a

class of admissible critical regions, among which the following two cases are

important:

COROLLARY 2.1. The likelihood ratio test

(2.3) (etτΣ^S)/\S\N^c

is admissible Bayes, when n >p.

COROLLARY 2.2. The modified likelihood ratio test

(2.4)

is admissible Bayes, when n >p.

PROOF. Let m1 = l, m2 = 0, qi = l, Bi = 0(pXp) and B0 = [_n/(n

for Corollary 2.1, BQ = [(n-l)/n^ΣQl for Corollary 2.2. Then we obtain the

corollaries.

We can generalize Theorem 2.1 to the k sample case. Let V(i) = (V[i\

..., V{

n\\ W{i)) (£ = 1, ...,&). where E F ^ = 0 ( p x 1), E ί Γ ω = vf (/ιx l ) # 0 ,

E[Γ(/>F"}ί)/] = EC(r ( ί )--v /)(r ( ί )--v l )
/] = 2l

l for * = 1, ..., Λ |., and let the col-

umns of V=(V(1\ ..., F(*}) be independent. We consider the problem of

testing Ho: Σj = ΣQj (y = l, , A) against ^ i ΣiΦΣoi for some ΐ.

THEOREM 2.2. .For ΐ̂ver̂  pxp positive definite matrix Boj and non-

negative definite matrices Bλj^ • , Bmιj+m2jj, a test with the following critical

region

(2.5) JlS—^Γ
j j

5 y + 5 y ι « : c π \ B J
ί = l i=mij+l

is an admissible Bayes test, provided that ( i) qij^>p for i = mij + l, .. ,mij

+ m2j where qίj9 ••-, qmij+m2jj a r e positive integers, ( i i ) p — Kqy + tij for i = mιj
m\j+m2j mij+m2j

+ 1, ..., πiιj + m2j and (iii) Σ ςry+ Σ max(0, ίfy)<7iy—p + 1 Aoϊd /or αZΪ

y = l, ••-, λ. When mιj = 0 and m2j = l, the condition (iii) is improved to qλj

The admissibility of the likelihood ratio test (resp., the modified likeli-

hood ratio test) is proved by putting, in Theorem 2.2, mιj = 0, m2j = l, Bλj

= 0(pXp) (7 = 1, •••, k) and further q\j + tij = c1(nj + V) (resp., =cinf) for y = l,

..., k, where a is slightly larger than (p — l)/min(τiy + l) (resp., (p — l)/minnj)

and BOj = (l — cι)Σo}. To satisfy the integrability condition (ii) and (iii), it
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is required that minre, >2(/> — 1). This technique is also due to Kiefer and

Schwartz

COROLLARY 2.3. The likelihood ratio test

(2.6)
/ = 1 | θ y | - '

is admissible Bayes, when mmπj>2(p — 1).

COROLLARY 2.4. Tλe modified likelihood ratio test

(2.7)

is admissible Bayes, when m i n ^ >2(/> —1).

Unbiasedness of the modified likelihood ratio test was shown by Sugiura
and Nagao Q4], and monotonicity of the power function by Nagao p3Q. But
our approach is not successful to show the admissibility of the likelihood
ratio test for β = ju0 and Σ = Σ0 discussed in

3. Classification

3.1. Equality of mean vectors and covariance matrices. Suppose V
= (Γ ( 1 ) , Γ ( 2 ), Γ ( 3 )), where VU> = (V[*\ •••, V%\ each V\j) being Pxr, the
columns of V being independent, the columns of VU) having common un-
known covariance matrix ΣU) and ΈV{

t

S) = ξa\ Then we consider the clas-
sification problem that Hx\ f(3) = £(1), 1™ = !™, against H2\ξ^ = ξ{2\
= Σ(2\ Putting

)\ SU)=VVf-UU)UU)\

Kiefer and Schwartz [1] proved the admissibility of the procedure which
accepts Hλ or H2 according as

(3.1) | 5 ( 2 ) - Γ ( 1 ) | | Γ ( 1 ) | / | S ( 1 ) - Γ ( 2 ) | | Γ ( 2 ) | > or < c 5

when (jii — X)r>p for i = l, 2. We generalize this result to the following:

THEOREM 3.1. Supposep — l<sι<(nι + n3 — l)r—p + 1,JD — 1 < 5 2 < ( ^ 2 —1)r
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and p — l<s4<(n2 + n3 — l)r—p + l, then the
procedure which accepts Hi or H2 according as

(3 .2) | 5 ( 2 ) - Γ ( 1 ) | 5 4 | T ( 1 ) | γ | 5 ( 1 ) - Γ ( 2 ) | S l | Γ ( 2 ) | S 2 > or <c

is admissible Bayes.

PROOF. Let sj = q} + tj (qji positive integer and qj ;>/?) and

ΣU) = {Ip + 7jj^yi u n d e r Hl f o r Vj(pχqj) (/ = 1, 2),

Σ^^Ip + η^Y1 under tf2 for τ]j(pXq2+j) (y = l, 2).

And let

= l v i ^ ί l ί l / 2 l w ί l / l / Ί / ί + 7 i v ί | - ( " 1 + " ϊ - 1 ) r / 2 l ^ +
(3.3)

for the Lebesgue densities of Ufa). Then they are intergrable by the con-
ditions of Theorem 3.1. Kiefer and Schwartz \JίJ considered the case of tj = O
and qj = l. By the same argument as theirs (from equation (6.5)) we obtain
the procedure in the theorem.

COROLLARY 3.1. The procedure which accepts Hi or H2 according as

(3.4) | 5 ( 2 ) _ r ( i ) | » 2 + » 3 | r ( i ) | » i / | 5 ( i ) _ Γ ( 2 ) | i » 1 + » 3 | y ( 2 ) | » 2 > Or <c

is admissible Bayes, when min((^! — l)r, (n2 — ϊ)r)>2(p — l).

PROOF. Letting sι = cι(nι + nz), s2 = cιn2, s3 = cιπι and s4 =
where a is slightly larger than (p — l)/min(nu n2), the conditions in Theorem
3.1 are satisfied, which implies (3.4). This is the likelihood ratio criterion.

3.2. Equality of covariance matrices with known mean vector. Suppose
V=(F(1\ V{2\ Γ(3)) where each VU) = (Vγ'\ ..., V%) (/ = 1, 2) is a random
sample from a normal population with known mean vector μ and unknown
covariance matrix Σ(J\ and V(3)(pxl) is taken from a normal population
with mean vector μ and unknown covariance matrix Σ(3\ We consider the
classification problem of testing Hi: Σ(3) = Σ(1) against H2: 2τ(3) = 2τ(2). Letting

Si=Σ(V\1)-μ)(V\3)-β)', we have the following:
t = l
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THEOREM. 3.2. Suppose p~l<sι<nι — p + 2, p — l<s2<n2 —
<s3<7i2—_p + 2 and p — I<.s 4<τii— p + 1, then the procedure which accepts Hx

or H2 according as

(3.5) \

> or < c

is admissible Bayes.

PROOF. In the proof of Theorem 3.1, replace (3.3) by the following

(3.6)

which are integrable. For this a priori distribution, Lemma 1.1 and Lemma
1.2 give the admissible Bayes rule (3.5).

We obtain the following corollary by the same argument as for Corollary
3.1:

COROLLARY 3.2. The procedure which accepts Hi or H2 according as

(3.7) \s2+(v(3)-βχv(3)-~βy\n2+1\Sι\n^

/ ^ ^ β ) / \ n i + 1 \ S 2 \ n > > o r < c

is admissible Bayes, when min(τii, n2)>2(p — 1). It is the likelihood ratio
criterion.

In (3.6), by lett ing ί, = 0 and </; = l (i = l, ••-, 4), we obtain the following

corollary from Lemma 1.3:

COROLLARY 3.3. The procedure which accepts Hi or H2 according as

(3.8) {l + (V^-β)fS2\V^-β)}/{l + (V^-βySϊ\V^-β)}

> or <c

is admissible Bayes, when n5>p (y = l, 2).

This problem was disscussed in Okamoto [ΊΓ|. He proposed the clas-
sification procedure using the difference between the numerator and the
denominator in the left hand side of (3.8). In his paper the case where μ. is
unknown was also discussed. But we have not been able to show whether
his procedures are admissible or not.
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