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1. Introduction

Let us consider the Cauchy problem for a hyperbolic system

(1.1) ^-(x, t) = Σj=ιAj(x, t) -j^(x, t) (0 ̂  / ^ Γ, - oo < Xj < oo) ,

(1.2) w(x, 0) = w0(x),

where u(x, t) and u0(x) are JV-vectors and ^4/x, t) (j = l, 2,..., n) are NxN
matrices, and assume that this problem is well posed. For the numerical solu-
tion of this problem we consider the following difference scheme:

(1.3) v(x, t + k) = Sh(t, h)v(x, 0 (0 ̂  t ̂  T, - oo < Xj < oo),

(1.4) KX, 0) = MoOO, k = λh (λ>0),

where SΛ(f, μ) is a sum of products of operators of the form Σαcα(x, f, μ)T£
(j^^O), α is a multi-index, ca(x, t, μ) is an NxN matrix, Th is the translation
operator and h is a space mesh width.

In our previous paper [5] we treated the case where Aj(x9 i) 0 = 1, 2,..., n)
are independent of ί, and obtained sufficient conditions for L2-stability of the
scheme (1.3). In this paper we extend the results to the system (1.1) that satisfies

the following conditions: Eigenvalues of A(x, ί, ξ)= Σ j=ι^/x5 0^71^1 (έ^O)
are all real and their multiplicities are independent of x, t and ξ elementary di-
visors of A(x, t, ξ) are all linear; there exists a positive constant δ such that

|̂ (x, ί, ξ) - A/x, ί, 01 ^ <5 (i * ]\ ί, j = 1, 2,..., s),

where ^(x, ί, ξ) (i = l, 2,..., s) are all the distinct eigenvalues of A(x, t, ξ).

Our proof of stability is based on the following result: The scheme (1.3)

is stable if Sh(t, h) and SΛ(ί, 0) are the families of bounded linear operators in L2

and if there exist positive constants Cj O'=0, 1, 2) and a norm ||| |||f which de-
pends on t and is equivalent to the L2 norm such that

(1.5) iNiu^α + cofc) Bin I I I * (f + fc^T),
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(1.7) \\(Sk(t, h) - Sh(t, 0))w|| g c2h\\u\\ for all u eL2, te [0, T], h > 0.

The lemmas and theorems stated without proofs can be shown by the argu-

ments similar to those of the corresponding ones in [5].

2. Notations and preliminaries

2.1. Notations

Let C be the field of complex numbers and let α* stand for the conjugate

transpose of a matrix α. We denote by \a\9 |z| and p(ά) the spectral norm of an

NxN matrix a, the Euclidean norm of an AT-vector z and the spectral radius of a

respectively. For any hermitian matrices a and b we use the notation a^b

if a — b is positive semidefinite.

We denote by Rn the real n-space and write it as #;, R%9 R%, etc. to specify

its space variables. Unless otherwise stated, we denote by u(x), φ(x)9 etc. the

N-vector functions defined on Rn. We put J = [0, T] and I00 = [Q, oo).

The space Lp (p^l) consists of all measurable functions u(x) in Rn such that

|w(x)|p is integrable, i.e. \\u(x)\pdx<ao. The scalar product and the norm in

L2 are denoted by ( , ) and || || respectively.
We denote by p(χ9 ί, ω) (χ E Rn) the Fourier transform of p(x9 ί, ω) with re-

spect to x.

Let £f be the space of all C°° functions on R% which, together with all their

derivatives, decrease faster than any negative power of |x| as |x|-»oo. Then, for

each φ(x) in &*9 φ(χ) can be written as follows:

(2.1) φ(χ) = κ(e-ix'x<p(x)dx for all

where

For simplicity we make use of the notations

a S ΓΛ S 3 d /

We denote by sup u(x, ί, ω) and sup u(x9 t, ω) the supremum of u(x, t, ώ) on
ω=£0 (oφz

R% — {Q} for each fixed (x, t) and that on R%—Z respectively, where Z is a subset
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We say that /(χ, f , ω) is absolutely continuous with respect to ωk if it is so on

any finite closed interval for each fixed χ, t and co,- (j = l, 2,..., n\j^k\ and that

/(χ, t, ω) is absolutely continuous with respect to t if it is so on J for each fixed χ

and ω. We say that a scalar function c(x, f, ω) satisfies the condition imposed

on matrix functions, if c(x, f, ώ)I does.

2.2. The difference approximations

We consider a mesh imposed on (x, ί)-space with a spacing of h in each x,-

direction (j = l, 2,..., n) and a spacing of k in the f-direction. The ratio λ —
k/h is to be kept constant as h varies. We approximate (1.1) and (1.2) by the differ-

ence scheme of the form :

(2.3) ϋ(χ, t + fc) = Sh(t, h)v(x, 0 (ί, ί + fc e J)

(2.4) t;(x,0) = w0(x),

where

(2.5) Sh(t, μ) = ΣmΠ/=ιCm/x, ί, μ, ΓΛ), m = (m l5 m2,..., mv),

(2.6) Cmj(x, t, μ, Th) = Σα^m/x' ^ ^)Γfe α = («lf «2,..., αn) ,

(2.7) Tί = T;iT2i-Γ;ϊ, T,.ΛM(X) = M(x l5..., x,._l5 x, + fc, x^+1,..., *,),

m^ (m7.^0;j = 0, 1,..., v) and α^ (/— 1, 2,..., n) are integers, μe/oo and
cαmj(x, ί, μ)'s are N x N matrices.

We approximate the partial differential operator hDj (1 g j g n) by the differ-
ence operator Ajh of the form

(2.8) Ajk=ΣιbtTjh-Tj£)l2,

where the summation is over a finite set of / (ί^O) and fc/s are real constants. We
put

(2.9) s/ω) = Σ Asin K' 0' = ̂  2> > n)'

(2. 10) s(ω) = (s^ω), 52(ω),. . ., 5M(ω)) ,

and assume that, for some positive integer r, s/ω) can be written as follows :

(2.1 1) 5/ω) = ω, + 0(|ω/+1) (|ω,| ^ π) .

For example the following difference operators are well known :

(2.12) Ffc(0 = Cfc + λJ\(f),
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(2.13) Mh(t) = I + λPh(f)Ch + P{(PA(0)2 +

where

(2.14) Ph(i) = Σ?=ιAj(x9 t)AJh, Ch = (l/n)Σ

The schemes (2.3) with operators (2.12) and (2.13) are called Friedrichs' scheme
and the modified Lax-Wendroff scheme respectively.

We say that the difference scheme (2.3) approximates (1.1) with accuracy of
order r [4, 6] if all smooth solutions u of (1.1) satisfy

(2.15) |ιι(x, f + fc) - Sh(t, Λ)ιι(x, 01 = 0(/ι'+1) (h -> 0)

for each (x, O
The difference scheme is said to be stable in L2 if there exists a constant M

such that

(2.16) ||SΛ(vfc, h)Sh((v - l)/c, Λ) -SΛ(0, λ)ιι|| ^ M||u||

for all w e L 2 and for all /ι>0 and integers v^O such that (v + l)fe^Γ. Since
Sh(t, h) is a family of bounded linear operators in L2 depending on h and ί, we have
to study the boundedness of products of the form LΛ(v/c)LΛ((v— l)fc) LΛ(0) of
such families of operators Lh(t).

Let «^Λ be the set of all families of bounded linear operators Hh(t) in L2 such
that

(2.17) \\Hh(t)u\\ ^ c(h) || tι|| for all u eL2, t e J, h > 0,

where c(μ) is a continuous function on 7^.

For Ah(t\Bh(t)etfh and αeC let Ah(t) + Bh(t), Ah(t)Bh(t) and α4Λ(0 be
defined by

(Ah(f) + 5Λ(0)w = XA(Oιι + Bh(t)u,

(Ah(t)Bh(t))u = XΛ(0 (Bh(t)u\ (*Ah(t))u = *(Ak(tyu) .

Then 3fh forms an algebra over C with unit element Ih. Since the adjoint ^4*(0
of a family ^4Λ(0 also belongs to «^Λ, the operation * is an involution m"jfh and
J^h is an algebra with involution [2].

For Ah(i), Bh(t)€jfh we use the notation Ah(t) = Bh(t) if there exists a
constant c such that

(2.18) ||G4Λ(0 - BΛ(0)ι*|| ^ cfc || ii || for all M eL2, ί e J, A > 0.
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Then we have the following

THEOREM 2.1. Let Lh(t)e^h and suppose there exist a norm ||| |||, (f e J)
and positive constants dj (j=l, 2, 3) and c0 such that

(2.20) |||«HU£(l

(2.21) |||IΛO«|||,g(l + c0Λ)|||ιι|||, far all ueL2,teJ and h>Q.

Then there exists a constant M such that

(2.22) l|LΛ(vk)Lh((v - l)fc)-Lh(0)u|| £ M||u||

for all ueL2 and for all h>0 and integers v^O such that (v+l)fc^Γ.

PROOF. Making use of (2.20) and (2.21), we have

|||LΛ(vfc)LΛ((v-l)fe)-LA(0)«|||vlt

^ (1 + Co/0 ll|LΛ((v - l)fc)...LΛ(0)M|||v(t

S (1 + c0Λ)(l + d3k) \\\Lh((v - l)fc)...LΛ(0)u|||(v_1)t

£-g (1 + c0/t)'+1(l + ί/3k)vlll«lllo for all ueL2, h > 0,

and by (2.19)

d^vVL^v-W. L^M^c^M for all ueL 2, ft > 0,

where c1=exp(coΓ/A)exp(d3Γ). Hence (2.22) holds with M=cld2ld1.

COROLLARY 2.1. For any Sh(i)eJFk let Lh(f) be a family such that Lh(t)
= Sh(t) and which satisfies the assumption of the theorem. Then there exists
a constant M such that

(2.23) l|SΛ(v/c)SΛ((v -

for all ueL 2 and for all h>0 and integers v^O such that

PROOF. Since there is a constant c2 such that

||(LΛ(ί) - Sh(t))u\\ ^ c2h\\u\\ for all u eL2, ί e J, h > 0,

by (2.19) and (2.21) we have

ti lH, g |||LA(ί)u|||t + |||(SA(ί) - LA(ί))u|||,

^ }\\Lh(t)u\l + c2d2h\\u\\
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g(l + c3Λ)|| |fi | | | t,

where C3 = c0 + c2d2/d1. Hence (2.21) is satisfied and (2.23) follows from the

theorem.

By Theorem 2.1 and its corollary, in proving the stability of the scheme
(2.3), the problem is to find a norm ||| |||f (t e J) and a family Lh(t) e Jfh such that
Lh(t) = Sh(t9 h) in order to establish (2.21).

3. The subalgebra tfh of 3fh

3.1. Definitions

Let JΓ be the set of all NxN matrix functions p(x, ί, ω) defined on JR; x J
x R% with the properties :

1) p(x, t, ώ) can be written as

p(x, t, ω) = p0(x, ί, ω) + pm(t9 ω) ,

where p0(x, t, ω) and p^t, ω) are bounded and measurable on R$ x J x R^ and
measurable on R$ xR% for each t e J,

lim PO(X, ί, ω) = 0 for each (ί, ω);
|x|-*oo

2) Po(X ί> ω) is integrable as a function of x for each (ί, ω);

3) p(χ, t, ω) is integrable as a function of χ for each (ί, ω) and

less^sup |̂ 0(χ, ί, ω)|rfχ is bounded on J.

The Fourier transform p(χ, t, ω) of the element p(x9 t, ω) of tf can be written
as follows :

(3.1) #χ, ί, ω) = ^0(χ, ί, ω) + «(*)?„(*, ω),

where δ(χ) is the delta function. We define || JKOII* ̂

(3.2) \\p(t)\\F = Jess^sup |ί0(χ, ί, ω)\dχ + ess^sup Ip^ίί, ω)| .

Then we have the following two lemmas.

LEMMA 3.1. //p, qe JΓ and αeC, then p + q9 pq, up, p* εjf and

(3.3) ίί+q(t)\\P ^ \\m\F +

(3.4) iMoiiF = ι«ι
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LEMMA 3.2. Let p e JΓ and u e 5". Then

(3.5) I faξ - ξ', t, hξ')d(ξ')dξ' ^ ll jKOIIfPII for all teJ,h>0,

and for each t e J and h > 0

(3.6) l.i.m.K-1Je""«J0« - ξ', t, hξ'mΊdξ'

<p(x, t, hξ)ύ(ξ)dξ

for almost all x.

With each p e tf we associate a family of operators Ph(t) by the formula :

(3.7) Ph(t)u(x) = l.i.m.fc-1^-^ - ξ'9 t, hξ')U(ξΊdξ'dξ

for all ue^9 teJ, h > 0.

Then by (3.5) PΛ(ί) can be extended to the closure & = L2 with preservation of
norm and the extension is unique. Denoting this extension of Ph(t) again by
PA(0, we call Ph(i) the family (of operators) associated with p and denote this
mapping by φ i.e. Ph(f) — φ(p). Unless otherwise stated, we denote by Qh(i),
Lh(f), etc. the families associated with q, /, etc. respectively.

We note that by (3.6) Ph(t)u (ue^) can be written as follows:

(3.8) P*(OΦ) = κ - * *p(x, t, hξ)U(ξ)dξ

for all uef, ίeJ, h > 0.

Let JΓΛ = φ(tf). Then we have

LEMMA 3.3. The mapping φ is one-to-one.

By Lemma 3.1 JΓ forms an algebra with involution over C. For p, qe tf
and α e C we have

Φ(P)

because jf f ccjf f c. Let

= φ(pq)9

Then JΓΛ forms an algebra with involution over C and the mappings φ and φ~l

are morphisms [1].
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3.2. Products and adjoints

We introduce the following three conditions.

CONDITION I. 1)
2) Po(χ, t, ω) and p^t, ω) are absolutely continuous with respect to co,-

(;•=!, 2,..., n) and djp0(χ, t, ω) and djp^t, ω) (; = 1, 2,..., n) are measurable

in Kjx/^ for each ί;

3) less^supld^ote *> ω)|dχ and ess^sup fyp^t, ω)| (; = 1, 2,..., n) are

bounded on J.

CONDITION II. q e JΓ and \ ess^sup(|χ| |#0Cί> *> ω)|)dχ is bounded on J.

CONDITION III. 1) r e tf
2) r>

0(χ, t, ω) is absolutely continuous with respect to co,- (j = l, 2,..., n)
and djP0(χ, t, ω) (j = l, 2,..., n) are measurable in £jx,R2» for each ί;

3) esssupdχyllδ/oίχ, ί, ω)|)ί/χ(./ = l, 2,...,n) are bounded on J.

We have

THEOREM 3.1. // p9 q and r satisfy Conditions I, II and III respectively,
then

(3.9) Ph(t)Qh(t) s PΛ(0°β*(0, «(0

COROLLARY 3.1. //α(x, ί)? b(ω, ί)5 X*> ί5 ω)e JΓ,

(3.10) Ah(i)Ph(f) = Ak(ty>Pk(t), Ph(i)Bh(f) = Ph(t)oBh(t) ,

(3.11) Bjf(0 = Bί(0

3.3. Construction of a new norm

We construct a norm ||| \\\t (ίe J) stated in Theorem 2.1.
Let ε and R(R^ε) be positive numbers and let S(R, έ) = {x\ \x\<R + ε}.

Let {x(ί)} (ί = l, 2,..., s) be all the lattice-points (εf/j, εf/2,..., ε^π) contained in

S(R9e)(ηj = mjlJn 9mj = 09 ±1, ±2,...;j = l, 2,..., n) and let

FO = {x| |x| > R}, V, = {x| |x - χ( f)| < ε} (i = 1, 2,..., 5).

Then we can construct a partition of unity {α?(jc)}ί=0>1 ..... s with the properties:

1) oφc) ^ 0, otfx) e C00, suppα^x) c Vt (i = 0, 1,..., s);

2) Σf-o«?(*)=l;
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3) α0(x) and all its derivatives are bounded uniformly with respect to R
for each ε.

We introduce the following

CONDITION N. 1) getf and D^(x, ί, ω) (j = l, 2,..., n) are bounded on
R$xJxR% and continuous on R$ for each (ί, ω); Dj0(x9 t, ω) (j = l, 2,..., n)

are integrable as functions of x for each (ί, ω); Djg(χ, t, ω) (j = l, 2,..., n) are

integrable as functions of χ for each (ί, ω) and \ess^sup \Dj g(χ, f, ω)|dχ (j = 1, 2,

..., ή) are bounded on J;

2) Hαo0o(OllF converges to zero uniformly on J as R-+CQ.

Then we have the following lemma and theorem.

LEMMA 3.4. If p and q satisfy Condition N, so also do p + q, pq and p*.

THEOREM 3.2. Suppose
1) d(x, t, ω) satisfies Condition N;
2) g(x, t, ω) ̂  el for some constant e>0.

Then for sufficiently small ε and large R there exist positive constants
dj (j = 1, 2) independent of u,t and h such that

(3.12) dl\\u\\* ^ Σ?

/or α// w e L2, ί 6 J, ft > 0.

This theorem enables us to introduce the norm

(3.13) m u m , = {Σf=oRe(GΛ(OαίW, α^)}1/2 for all u eL2, t e J, h > 0,

which has the property (2.19) by (3.12). (For simplicity the dependence of
HI HI, on h is not expressed explicitly.)

To obtain sufficient conditions for (2.20), we introduce the following

CONDITION L. 1) g E Jf
2) <7o(x» t, ω) and g^(t, ω) are absolutely continuous with respect to ί;

there exist measurable functions φ0(χ9 t, ώ) and φ^(t, ω) in R% x J x #£> such that

for each (χ, ω) and for almost all t e J

, ω), (̂ί, ω) = φ^(t, ω);

3) There exists a constant M>0 such that for almost all t e J

\ ess sup |φ0(χ, ί, ω)|dχ ^ M, ess -sup jφjί, ω)| ^ M.
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We have

LEMMA 3.5. // g satisfies Condition L, then there exists a positive con-

stant c independent of u, t, t' and h such that

(3.14) ||(GΛ(O - Gh(t))u\\ ^ c\t' - t\ \\u\\ for all weL 2 , ί, f 'eJ, h > 0.

PROOF. By Lemma 3.2 it suffices to show that for some constant c>0

(3.15) ||0(O - Q(t)\\F ^ c(t' - 0 for all t, t' e J (f ^ ί).

From Condition L-2) it follows that for each (χ, ω)

0(χ, 0, ω)d0

9, ώ)\dθ.

Taking the essential suprema of both sides over R% and integrating them with
respect to χ, we have by Condition L-3)

(3.16) ||0o(O - 9o(t)\\F ^ ess suplφote θ, ω)\dθdχ
j J t ω

^ Γ Mdθ = M(t' - t).

Similarly we have

(3.Π) l l ^ c o ( O - .

Hence (3.15) holds with c = 2M by (3.16) and (3.17).

Combining Theorem 3.2 with Lemma 3.5, we have

THEOREM 3.3. Let g satisfy Conditions N and L and suppose g(x, t, ώ)^el
for some constant e>Q. Then the norm \\\ \\\t given by (3.13) satisfies (2.19)
and (2.20).

PROOF. It suffices to show (2.20). By Lemma 3.5 for some constant c
independent of w, t, t' and h we have

, α|ιι)|

\\2 = c\t'-t\ \\u\\2

for all u e L2, t, t' G J, h > 0.
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The choice tr = t + k yields (2.20) with d3 = c\d\ by (2. 19).

3.4. Lax-Nirenberg Theorem

We have the following analogue of Lax-Nirenberg Theorem [3] which plays
an important role in establishing (2.21).

THEOREM 3.4. Suppose peJf satisfies the conditions:

1) djPo(%> t> ω) and djp^t, ω) (j — 1, 2,..., n) are continuous on R^ for each
(χ, t) and absolutely continuous with respect to ωk (fe=l, 2,..., n);

2) δkdjp0(χ, t, ώ) and d^jp^t, ω) (j, /c=l, 2,..., ή) are measurable in

Rn

xxR%, for each t; jess^sup \dkdjpQ(χ, t, ω)\ dχ and ess^sup \dkdjp^(t, ώ)\

(j9 fe = l, 2,..., ή) are bounded on J;

3) \ess^sup(\χ\2\p0(χ, t, ω)\)dχ is bounded on J;

4) p(x, t, ω) ̂  0.
Then there exists a positive constant c independent ofu, t and h such that

(3.18) Re(PΛ(Ow, u) ̂  - ch\\u\\2 for all weL 2 , ίeJ, h > 0.

4. Products of families of operators

4.1. The family of operators Λh

In this section s(ω) denotes a real- valued vector function with the properties :
1) Sj(ω), SjS^ω) and dkdjSJ(ω) (j, k, / = !, 2,..., n) are bounded and con-

tinuous on #£;
2) Zeros of |s(ω)| are isolated points.

It is readily seen that |s(ω)|7 satisfies Condition I. Let Z = {ω| |s(ω)| = 0} and
Λh be the family associated with |s(ω)|J. Then by Corollary 3.1 we have Λh

=Λ\=Λ*h.
Let p(x, t, ώ) be an element of JΓ such that p(x9 t, ω)/|s(ω)| is bounded on

K; x J x (R%> — Z). For any constant α let

f p(x, ί, ω)/|s(ω)| for ωeRn

ω-Z9

(4.1) q£c, t, ω) =
[ α/ for ω e Z,

and suppose qΛ(x9 t, ώ) e 3Γ. Then, since Z is a set of measure zero, we have for

each t

(4.2) δ2θϊ(0 = δSδSϊO a.e.

for all u e « ,̂ where QαΛ(0 and β^/,(0 are the families associated with qΛ and <^
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v) respectively. In the following we identify qΛ(x9 t, ω) with qβ(x9 t, ώ)
and denote them by p(x9 t, ω)/|s(ω)|. Then we have Ph(t) = Pίh(t)°ΛH, where

P1Λ(0 is the family associated with p/\s\.
When e(ω) is a scalar function with isolated zeros such that e(ω)/eJΓ,

p(x, ί, ώ)/e(ω) can be defined similarly by replacing |s(ω)| by e(ω).
Now we introduce the following conditions.

CONDITION I'. 1) p e Jf

2) £oCί> * » ω) is bounded on #; x J x (#£ - Z)
3) djl0(χ, t, ω) and djl^fa ω) O'=l, 2,..., n) are bounded on . R j x J x

(Λ£-Z) and continuous on #£-Z for each (χ, ί), where /0(χ, ί, ω)=p0\s\9 l^t, ώ)

=pooN;
4) less^suplδj/oίχ, ί, ω)|dχ (; = 1, 2,..., ή) are bounded on J.

CONDITION III'. 1), 2) the same as Γ-l), Γ-2) respectively;
3) 3//o(& *, ω)0" = l, 2,..., π) are bounded on R$x Jx(R^-Z) and con-

tinuous on R% — Z for each (χ, ί)ί

4) jess^supdχjl |̂  /ofe ί, ω)|)dχ 0=1, 2,..., n) are bounded on J.

CONDITION IV. pe tf and \ess^sup(|χ|2|^0(χ, ί, ω)|)dχ is bounded on J.

CONDITION V. 1) p satisfies Condition Γ

2) dk

mjo(x> *> ω) and 3fcmyoo(ί, ω) 0, fc=l, 2,..., n) are bounded on R$x J
x (#£ — Z) and continuous on #£ — Z for each (χ, ί)> where mjΌ(χ, ί, ω) = (djl0) |s|,

m^Cί, ω) = (aj /00)|5|, /0 = ̂ ol5|, /oo = PooN;

3) less^sup |δΛm7o(z, ί, o))\dχ (j9 fc= 1, 2,..., n) are bounded on J.

We have the following lemmas.

LEMMA 4.1. (i) If p satisfies Condition Γ, then p\s\ satisfies Condition I.
(ii) If p satisfies Condition IIΓ, then p\s\ satisfies Condition III.

LEMMA 4.2. (i) // p satisfies Condition I' and q satisfies Condition II,
then

(4.3)
(ii) //p satisfies Condition IIΓ, f/ien

(4.4)

LEMMA 4.3. // p satisfies Conditions IV and V, f/zen p(x, ί, ω)|s(ω)|2

satisfies conditions 1), 2) and 3) 0/ Theorem 3.4.
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4.2. Subalgebras Jt and <e of Jf

Let Jt be the set of all elements of JΓ that satisfy Conditions Γ, II and ΠΓ
and let the set & consist of all elements of Jϊ that satisfy Conditions IV and V.
For instance |s(ω)|7 and (s/ω)/|s(ω)|)/ (j = l, 2,..., n) belong to Jt and <e.

LEMMA 4.4. (i) // p and q satisfy Condition II, so also do p + q9 pq and

(ii) Ifp9 qeΛ9 then p + q, pq, p*
(iii) I f p 9 q ε &9 then p + q, pq9 p*

LEMMA 4.5. Let g(x, ί, ω) satisfy Conditions Γ and II, and let

(4.5) /(x, ί, ω) = c(ώ)I + q(x, t, ω) |s(ω)| ,

where q(x, t, co)eΛ and c(ώ) is a scalar function satisfying Condition I. Then

(4.6) LΛ*(OGA(ί)Lh(0 Ξ L] (ί)oGA(ί)°LΛ(0 .

COROLLARY 4.1. Under the assumption of Lemma 4.5 let

(4.7) 0(x, ί, ω) = w*(x, ί, ω)w(x, ί, ω),

where w, w"1 6 Jf*.

(4.8) GΛ(ί) -

(4.9) 0 - /*#/ = w*(J - Π)w, 2

4.3. Integrability of Fourier transforms

We introduce

CONDITION VI. 1) p(x9 t, ω) can be written as

p(x, t, ω) = PQ(X, ί, ω) + p^(t, ω),

where Po(x9 t, ω) and p^t, ώ) are bounded and measurable on R$xJxR% and
measurable on jR; x R% for each ί,

lim p0(x, ί, ω) = 0 for each (ί, ω);
W->°°

2) Dγp0(x, t, ω) (/ = !, 2,..., n; m=0, 1,..., n + 3) are continuous on jR x J

x(R£>— Z) and continuous on R$xJ for each ωeZ; sup \DTPo(x> t, ώ)\ and

( ω
sup\Dfp0(x, t, ω)\dx (1 = 1, 2,..., n; m = 0, 1,..., n + 3) are bounded on Λ j x J
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and on J respectively;
3) {(DϊdjPo(x9 t, ω))|s(ω)|} and {(djPoQ(t, ω))|s(ω)|} (j, / = !, 2,..., π; $ = 0,

1 , . . . , n + 2) are bounded and continuous on R^xJx (R^ — Z)

4) (sup(|D^0(x, f, ω)| |s(ω)|)dx (Λ / = !, 2,..., n; 9 = 0, 1,..., π + 2) are
J ω£z

bounded on J;

5) {(DfadjPo^, t, ω)) |s(ω)|2} and {(dkdjPn(t9 ω)) |s(ω)|2} (j, k, / = 1, 2, ...,
π; r = 0, 1,..., H - f l ) are bounded and continuous on R%x Jx(R^ — Z);

6) sup(|D5flk3ypo(*, *> ω)||s(ω)|2)rfx (7, fc, / = !, 2,..., n; r = 0, 1,..., n+ 1)
J ωφz

are bounded on J;

7) \ sup\Dr

lp0(xί t, ω)\dx (1=1, 2,..., n; r = 0, 1,..., n + 1) converge to
J|jc|^Λ ω

zero uniformly on J as R-+CQ
8) dtp0(x, ί, ω) and d^^t, ώ) are bounded on R^xJxR^; Dϊdtp0(x, t, ώ)

(1 = 1, 2,..., n; r = 0, 1,..., π + 1) are continuous on Λ j x J x (R% — Z) and

continuous on RζxJ for each ωeZ; sup |Dϊ3fp0(
x» ^ ω)l and

/• ω^
\sup IDfδfpoίx, ί, ω)|dx (/ = !, 2,..., n; r = 0, 1,..., n + 1) are bounded on R$x J
J ω

and on J respectively.

We have

LEMMA 4.6. (i) // p satisfies Conditions VI-1) and VI-2), then p satisfies
Conditions II and IV.

(ii) If p satisfies Conditions VI-l)-VI-4), then
(iii) If p satisfies Conditions VI-l)-VI-6), then

COROLLARY 4.2. Let α(x, t) be an N x N matrix such that

(4.10) β(x, 0 = fl0(*>0 + βαo(0>

where a0(x, t) and a^t) are bounded on R$xJ and lim α0(x, t) = Q for each t.
|jt|->oo

Suppose Dfα0(x, ί) (/ = !, 2,..., n; m = 0, 1,..., n + l-hp; p = 0, 1, 2) are bounded

and continuous on R%xJ and \\Dfa0(x, i)\dx are bounded on J. Then

\X\p\δo(x> t)\dχ (p=0, 1, 2) are bounded on J.

LEMMA 4.7. (i) // g satisfies Conditions VI-1), VI-2) and VI-7), then
it satisfies Condition N.

(ii) If g satisfies Conditions VI-1), VI-2) and VI-8), ί/i^n ίί satisfies Con-
dition L.

PROOF. We have only to prove (ii). By Lemma 4.6 getf, and g satisfies
Condition L-l).

By Condition VI-8) we have for any fixed (χ, ώ)


