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## 1. Introduction

On a bounded domain $D$ in $R^{n}(n \geq 3)$ with smooth boundary $S$ we consider the initial value problem for the Navier-Stokes equation
(N.S)

$$
\left\{\begin{aligned}
\frac{\partial u}{\partial t}-\Delta u+(u, \operatorname{grad}) u+\operatorname{grad} q & =f & & \text { in } \quad D \times(0, T) \\
\operatorname{div} u & =0 & & \text { in } \quad D \times(0, T), \\
u & =0 & & \text { on } \quad S \times(0, T), \\
u(x, 0) & =a(x) & & \text { in } \quad D .
\end{aligned}\right.
$$

Here $u=u(x, t)=\left(u_{1}(x, t), \ldots, u_{n}(x, t)\right), q=q(x, t) \quad$ and $\quad f=f(x, t)=\left(f_{1}(x, t), \ldots\right.$, $\left.f_{n}(x, t)\right)$ are the velocity, the pressure and the given external force respectively, and ( $u, \mathrm{grad}$ ) $=\sum_{j} u_{j} \partial / \partial x_{j}$. Our main concern is in the existence and uniqueness problem of strong solutions of (N.S) in the Banach space ( $\left.L^{p}(D)\right)^{n}, n<p<\infty$. In treating this problem we employ the method of Kato and Fujita [2], [7] and transform the equation (N.S) to the following evolution equation in the Banach space $X_{p}$ :

$$
\begin{equation*}
\frac{d u}{d t}+A u+P(u, \operatorname{grad}) u=P f, \quad t>0, \quad u(0)=a \in X_{p} \tag{I}
\end{equation*}
$$

Here $X_{p}$ is the closed subspace of $\left(L^{p}(D)\right)^{n}$ consisting of all solenoidal vector fields on $D$ whose normal components vanish on $S$, and $A=-P \Delta$ is the Stokes operator with $P$ denoting the projection onto $X_{p}$. See [4] for the details. Kato and Fujita [2], [7] considered the equation (I) in $X_{2}, n=3$, and proved the existence and uniqueness, generally local in time, of strong solutions for initial data in $D\left(A^{1 / 4}\right)$ under a certain assumption on $P f$. In this paper we shall show that the above restriction on the initial data can be removed by considering (I) in $X_{p}, n<p<\infty$. Further, we show that, as is done in [2], [7], the solution exists globally if the data are sufficiently small. What is basic for our discussion is the estimation of the nonlinear term $P(u, \operatorname{grad}) u$ by the fractional powers of the Stokes operator, the existence of which is assured by the fact that the Stokes
operator generates a bounded holomorphic semigroup in $X_{p}, 1<p<\infty$ (see Theorem 2.1 below). It is to be noted that our estimates for the nonlinear term are weaker than those given in [11] for the Navier-Stokes equation with the Neumann condition. We also note that in the case of the Neumann condition we can solve (I) even in $X_{n}$. (This fact is not mentioned explicitly in [11].) In order to include the case $p=n$ for the problem with the no-slip boundary condition, it seems necessary to determine explicitly the domains of fractional powers of the Stokes operator.

In the final section we apply our results to the uniqueness and regularity problem for weak solutions. In particular we improve a result of von Wahl [15] concerning the regularity of weak solutions in four dimensions.

Recently von Wahl [16] has announced results similar to ours. In addition, he studies regularity in Hölder spaces and improves the regularity result of Serrin [12]. (See Remark 3.8.)

## 2. Solvability and uniqueness in $\boldsymbol{X}_{\boldsymbol{p}}$

It is proved in [4] that the following direct sum decomposition holds for each $p, 1<p<\infty$ :

$$
\begin{equation*}
\left(L^{p}(D)\right)^{n}=X_{p} \oplus G_{p}, \quad X_{p}^{*}=X_{p^{\prime}}, \quad X_{p}^{\perp}=G_{p^{\prime}}, \quad p^{\prime}=p /(p-1), \tag{1}
\end{equation*}
$$

where $X_{p}$ is the closure in $\left(L^{p}(D)\right)^{n}$ of the space of all $u \in\left(C_{0}^{\infty}(D)\right)^{n}$ such that $\operatorname{div} u=0$ in $D$, and $G_{p}$ is the closed subspace of $\left(L^{p}(D)\right)^{n}$ consisting of gradients of scalar functions in $W^{1, p}(D)$. (Here and hereafter we use the standard notation of Sobolev spaces.) Let $P=P_{p}$ be the projection onto $X_{p}$ along $G_{p}$. Then applying this to both sides of the Navier-Stokes equation, one can derive the following evolution equation in $X_{p}$ :

$$
\begin{equation*}
\frac{d u}{d t}+A u=F u+P f, \quad t>0, \quad u(0)=a \in X_{p} \tag{I}
\end{equation*}
$$

Here $F u=-P(u, \operatorname{grad}) u$, and $A=A_{p}=-P \Delta$ denotes the Stokes operator defined on $D(A)=X_{p} \cap\left(W_{0}^{1, p}(D)\right)^{n} \cap\left(W^{2, p}(D)\right)^{n}$. It is shown in [4] that $A$ is a closed operator in $X_{p}$ and that $A_{p}^{*}=A_{p^{\prime}}$. The regularity theorem for the stationary Stokes equation tells us that the spectrum of $A=A_{p}$ does not depend on $p$ and is contained to $(0,+\infty)$.

Theorem 2.1. - A generates a bounded holomorphic semigroup, $e^{-t A}$, in $X_{p}$.

To prove this, we make use of the following
Lemma (Solonnikov [14], von Wahl [15]). For each $f \in L^{p}\left(0, T ; X_{p}\right)$ and
each $a \in X_{p} \cap\left(W_{o}^{1, p}(D)\right)^{n} \cap\left(W^{2, p}(D)\right)^{n}, p \neq 3 / 2$, there exists a unique function $u \in L^{p}(0, T ; D(A))$ with $u^{\prime} \in L^{p}\left(0, T ; X_{p}\right)$ such that $d u / d t+A u=f$ on $(0, T)$, $u(0)=a$. Moreover, there is a constant $C=C(p, D)>0$ such that

$$
\begin{equation*}
\int_{0}^{T}\left\|u^{\prime}(t)\right\|_{0, p}^{p} d t+\int_{0}^{T}\|u(t)\|_{2, p}^{p} d t \leq C\left\{\|a\|_{2, p}^{p}+\int_{0}^{T}\|f(t)\|_{0, p}^{p} d t\right\} . \tag{2}
\end{equation*}
$$

This lemma is proved in Solonnikov [14] in the case $n=3$. Necessary modifications in higher dimensions are given in von Wahl [15].

Proof of Theorem 2.1. We fix $\lambda, \operatorname{Re} \lambda>0$, and $g \in X_{p}, p \neq 3 / 2$. Put $v=$ $(\lambda+A)^{-1} g$, and choose $h(t) \in C^{1}([0, \infty) ; R)$ such that $0 \leq h \leq 1, h(t)=1$ if $t \geq 1$, and $h(t)=0$ if $0 \leq t \leq 1 / 2$. Then, the function $u(t)=v e^{\lambda t} h(\varepsilon t), \varepsilon>0$, satisfies

$$
u^{\prime}+A u=g e^{\lambda t} h(\varepsilon t)+\varepsilon v e^{\lambda t} h^{\prime}(\varepsilon t), \quad u(0)=0 .
$$

Since $u^{\prime}(t)=\lambda v e^{\lambda t} h(\varepsilon t)+\varepsilon v e^{\lambda t} h^{\prime}(\varepsilon t)$ it follows from (2) that

$$
\begin{align*}
(1 & \left.+|\lambda|^{p}\right)\|v\|_{0, p}^{p} \int_{0}^{T} e^{p(\mathrm{Re} \lambda) t}|h(\varepsilon t)|^{p} d t  \tag{3}\\
& \leq C_{p}\left\{\int_{0}^{T}\left\|u^{\prime}(t)\right\|_{0, p}^{p} d t+\int_{0}^{T}\|u(t)\|_{0, p}^{p} d t+\varepsilon^{p}\|v\|_{0, p}^{p} \int_{0}^{T} e^{p(\mathrm{Re} \lambda) t}\left|h^{\prime}(\varepsilon t)\right|^{p} d t\right\} \\
& \leq C_{p}\left\{\|g\|_{0, p}^{p} \int_{0}^{T} e^{p(\mathrm{Re} \lambda) t}|h(\varepsilon t)|^{p} d t+2 \varepsilon^{p}\|v\|_{0, p}^{p} \int_{0}^{T} e^{p(\mathrm{Re} \lambda) t}\left|h^{\prime}(\varepsilon t)\right|^{p} d t\right\} .
\end{align*}
$$

Here we apply the following
Lemma 2.2. Let $0<\delta<1$ be fixed. Then there exist for each $\lambda, \operatorname{Re} \lambda>0$, constants $T_{\lambda}>0$ and $\varepsilon_{\lambda}>0$ such that

$$
\begin{equation*}
C_{p} \varepsilon_{\lambda}^{p} \int_{0}^{T_{\lambda}} e^{p(\mathrm{Re} \lambda) t}\left|h^{\prime}\left(\varepsilon_{\lambda} t\right)\right|^{p} d t \leq \delta\left(1+|\lambda|^{p}\right) \int_{0}^{T_{\lambda}} e^{p(\mathrm{Re} \lambda) t}\left|h\left(\varepsilon_{\lambda} t\right)\right|^{p} d t . \tag{4}
\end{equation*}
$$

Admitting this lemma for a moment we continue the proof of Theorem 2.1. Applying (4) to (3) we see

$$
\begin{aligned}
& (1-\delta)\left(1+|\lambda|^{p}\right)\|v\|_{0, p}^{p} \int_{0}^{T_{\lambda}} e^{p(\operatorname{Re} \lambda) t}\left|h\left(\varepsilon_{\lambda} t\right)\right|^{p} d t \\
& \leq C_{p}\|g\|_{0, p}^{p} \int_{0}^{T_{\lambda}} e^{p(\operatorname{Re} \lambda) t}\left|h\left(\varepsilon_{\lambda} t\right)\right|^{p} d t,
\end{aligned}
$$

so that

$$
\begin{equation*}
\left(1+|\lambda|^{p}\right)\|v\|_{o, p}^{p} \leq C_{p}\|g\|_{o, p}^{p} /(1-\delta), \quad p \neq 3 / 2 . \tag{5}
\end{equation*}
$$

Thus the proof is completed in the case $p \neq 3 / 2$. The case $p=3 / 2$ is treated by the use of (5) with $p=3$ and a simple duality argument.

Proof of Lemma 2.2. From our choice of $h(t)$ it follows that

$$
\begin{gather*}
C_{p} \varepsilon^{p} \int_{0}^{T} e^{p(\operatorname{Re} \lambda) t}\left|h^{\prime}(\varepsilon t)\right|^{p} d t \leq C_{p} \varepsilon^{p} M^{p} \int_{1 / 2 \varepsilon}^{1 / \varepsilon} e^{p(\operatorname{Re} \lambda) t} d t  \tag{6}\\
\quad=C_{p} \varepsilon^{p} M^{p}\left\{e^{p(\operatorname{Re} \lambda) / \varepsilon}-e^{p(\operatorname{Re} \lambda) / 2 \varepsilon}\right\} / p \cdot \operatorname{Re} \lambda,
\end{gather*}
$$

where $M=\max \left|h^{\prime}(t)\right|$. On the other hand we have

$$
\begin{align*}
(1 & \left.+|\lambda|^{p}\right) \int_{0}^{T} e^{p(\operatorname{Re} \lambda) t}|h(\varepsilon t)|^{p} d t \geq\left(1+|\lambda|^{p}\right) \int_{1 / \varepsilon}^{T} e^{p(\operatorname{Re} \lambda) t} d t  \tag{7}\\
& =\left(1+|\lambda|^{p}\right)\left\{e^{p(\operatorname{Re} \lambda) T}-e^{p(\operatorname{Re} \lambda) / \varepsilon}\right\} / p \cdot \operatorname{Re} \lambda
\end{align*}
$$

Now, put $\varepsilon_{\lambda}=\operatorname{Re} \lambda$. Then, since the right hand sides of (6) and (7) are equal to $C_{p}(\operatorname{Re} \lambda)^{p-1} M^{p}\left\{e^{p}-e^{p / 2}\right\} / p$ and $\left(1+|\lambda|^{p}\right)\left\{e^{p(\operatorname{Re} \lambda) T}-e^{p}\right\} / p \cdot \operatorname{Re} \lambda$ respectively, it suffices to prove the inequality

$$
\begin{equation*}
C_{p} M^{p}(\operatorname{Re} \lambda)^{p}\left\{e^{p}-e^{p / 2}\right\} \leq \delta\left(1+|\lambda|^{p}\right)\left\{e^{p(\operatorname{Re} \lambda) T}-e^{p}\right\} \tag{8}
\end{equation*}
$$

by choosing $T>0$ appropriately. But the validity of (8) for a large $T>0$ is obvious, and so the proof is completed.

Remark 2.3. The above proof of Theorem 2.1 is motivated by the work of Sobolevskii ([13]). The proof in [13] seems to be incorrect.

Theorem 2.1 enables us to define the fractional powers of $A$. The proposition below plays an important role in constructing a solution of (I) for an arbitrary initial value.

Proposition 2.4. Suppose that $n<p<\infty$.
(i) There exists for each $\varepsilon>0$ a constant $M_{1}>0$ such that

$$
\|P(u, \operatorname{grad}) v\|_{0, p} \leq M_{1}\left\|A^{\varepsilon+1 / 2} u\right\|_{0, p}\left\|A^{\varepsilon+1 / 2} v\right\|_{0, p}
$$

for any $u$ and $v$ in $D\left(A^{\varepsilon+1 / 2}\right)$.
(ii) There exists for each $\varepsilon_{j}>0, j=1,2$, a constant $M_{2}>0$ such that

$$
\left\|A^{-\varepsilon_{1}-1 / 4} P(u, \operatorname{grad}) v\right\|_{0, p} \leq M_{2}\|u\|_{0, p}\left\|A^{\alpha+\varepsilon_{2}} v\right\|_{0, p}
$$

for each $u \in X_{p}$ and each $v \in D\left(A^{\alpha+\varepsilon_{2}}\right)$. Here $\alpha=1 / 2$, if $p \geq 2 n$, and $\alpha=1 / 4+$ $n /(2 p)$, if $n<p \leq 2 n$.

This proposition is an immediate consequence of two lemmas stated below, and so the proof is omitted. In what follows we denote by $B=B_{p}$ the Laplacian, $-\Delta$, on $\left(L^{p}(D)\right)^{n}, 1<p<\infty$, with the Dirichlet boundary condition. It is well known that $B$ is a closed operator defined on $D(B)=\left(W_{0}^{1, p}(D)\right)^{n} \cap\left(W^{2, p}(D)\right)^{n}$, and that $B_{p}^{*}=B_{p^{\prime}}, p^{\prime}=p /(p-1)$ (see [10]). By the apriori estimate for $A$ it is
easy to see that $D(A) \subset D(B)$ and $\|B u\|_{0, p} \leq C\|A u\|_{0, p}$ with a constant $C>0$ independent of $u \in D(A)$.

Lemma 2.5. Let $n<p<\infty$ be fixed. Then there exists a constant $M>0$ such that
(i) $\|(u, \operatorname{grad}) v\|_{0, p} \leq M\left\|B^{1 / 2} u\right\|_{0, p}\left\|B^{1 / 2} v\right\|_{0, p}$ for any $u, v$ in $D\left(B^{1 / 2}\right)$,
(ii) $\left\|B^{-1 / 4}(u, \operatorname{grad}) v\right\|_{0, p} \leq M\|u\|_{0, p}\left\|B^{\alpha} v\right\|_{0, p}$ for each $u \in\left(L^{p}(D)\right)^{n}$
and each $v \in D\left(B^{\alpha}\right)$, where $\alpha$ is the number in (ii) of Proposition 2.4.
Lemma 2.6. Let $0<\alpha<1$ and $1<p<\infty$ be fixed. Then there exists for each $\beta>\alpha$ a constant $C_{\alpha \beta}>0$ such that $\left\|B^{\alpha} u\right\|_{0, p} \leq C_{\alpha \beta}\left\|A^{\beta} u\right\|_{0, p}$ for each $u \in D\left(A^{\beta}\right)$. Thus $B^{\alpha} A^{-\beta}$ is a bounded operator from $X_{p}$ into $\left(L^{p}(D)\right)^{n}$, and hence, by duality, $A^{-\beta} P B^{\alpha}$ is extended uniquely to a bounded operator from $\left(L^{p}(D)\right)^{n}$ into $X_{p}$.

Proof of Lemma 2.5. (i) From a result of Fujiwara [3] it follows that $D\left(B^{1 / 2}\right) \subset\left(W_{0}^{1, p}(D)\right)^{n}$ with a continuous injection. Therefore, by the Sobolev imbedding theorem and the Poincare inequality, we have

$$
\begin{aligned}
\|(u, \operatorname{grad}) v\|_{0, p} & \leq C \sup |u(x)|\|\operatorname{grad} v\|_{0, p} \leq C\|\operatorname{grad} u\|_{0, p}\|\operatorname{grad} v\|_{0, p} \\
& \leq C\left\|B^{1 / 2} u\right\|_{0, p}\left\|B^{1 / 2} v\right\|_{0, p} .
\end{aligned}
$$

This completes the proof of (i).
(ii) Let $B^{-1 / 4}(x, y)$ be the kernel function of $B^{-1 / 4}$. Then we have (see [2])

$$
\begin{equation*}
\left|B^{-1 / 4}(x, y)\right| \leq C /|x-y|^{n-1 / 2} \quad \text { for any } \quad x, y \in \bar{D}, x \neq y \tag{9}
\end{equation*}
$$

Therefore we see, for each $\psi \in\left(L^{p^{\prime}}(D)\right)^{n}$, that

$$
\begin{align*}
\left|\left(B^{-1 / 4}(u, \operatorname{grad}) v, \psi\right)\right| & \leq\left|\left((u, \operatorname{grad}) v, B_{p^{\prime}}^{-1 / 4} \psi\right)\right|  \tag{10}\\
& \leq C \iint_{D \times D}|u(x)| \cdot|\nabla v(x)| \cdot|\psi(y)| \cdot|x-y|^{1 / 2-n} d x d y
\end{align*}
$$

Put $w(x)=\int_{D} \psi(y)|x-y|^{1 / 2-n} d y$. By the Sobolev inequality we have

$$
w \in\left(L^{q}(D)\right)^{n}, q^{-1}=1-(2 n)^{-1}-p^{-1}, \quad \text { and } \quad\|w\|_{0, q} \leq C\|\psi\|_{0, p^{\prime}}
$$

so that, by Hölder's inequality,

$$
\begin{align*}
& \left|\left(B^{-1 / 4}(u, \operatorname{grad}) v, \psi\right)\right| \leq C\||u| \cdot|\nabla v|\|_{0, q^{\prime}}\|w\|_{0, q}  \tag{11}\\
& \quad \leq C\||u| \cdot|\nabla v|\|_{0, q^{\prime}}\|\psi\|_{0, p^{\prime}} \leq C\|u\|_{0, p}\|v\|_{1,2 n}\|\psi\|_{0, p^{\prime}},
\end{align*}
$$

since $q^{\prime-1}=1-q^{-1}=(2 n)^{-1}+p^{-1}$. This implies that when $p \geq 2 n$ we have

$$
\begin{equation*}
\left\|B^{-1 / 4}(u, \operatorname{grad}) v\right\|_{0, p} \leq C\|u\|_{0, p}\left\|B^{1 / 2} u\right\|_{0, p} \tag{12}
\end{equation*}
$$

When $n<p<2 n$, we proceed as follows: A result of Fujiwara [3] tells us that $D\left(B^{\alpha}\right) \subset\left(H^{2 \alpha, p}(D)\right)^{n}$ with a continuous injection, where $H^{s, p}(D)$ denotes the space of the Bessel potentials (see [1], [10]). Since $H^{2 \alpha, p} \subset H^{1,2 n}$ if $2 \alpha-n / p=$ $1 / 2, n<p<2 n$ (see [1]), the assertion follows from (11) by taking $\alpha=1 / 4+n /(2 p)$.

Proof of Lemma 2.6. By the moment inequality, we have

$$
\begin{equation*}
\left\|B^{\alpha} u\right\|_{0, p} \leq C_{\alpha}\|u\|_{0, p}^{1-\alpha}\|B u\|_{0, p}^{\alpha} \leq C_{\alpha}\|u\|_{0, p}^{1-\alpha}\|A u\|_{0, p}^{\alpha} \tag{13}
\end{equation*}
$$

for each $u \in D(A)$. Using this, we see, for each $\beta>\alpha$ and $u \in D(A)$,
(14) $\left\|B^{\alpha} u\right\|_{0, p}=\left\|B^{\alpha} A^{\beta} A^{-\beta} u\right\|_{0, p}$

$$
\begin{aligned}
& \leq \frac{\sin \beta \pi}{\pi(1-\beta)} \int_{0}^{\infty} s^{1-\beta}\left\|B^{\alpha}(s+A)^{-1} A^{\beta}(s+A)^{-1} u\right\|_{0, p} d s \\
& \leq \frac{\sin \beta \pi}{\pi(1-\beta)} C_{\alpha} \int_{0}^{\infty} s^{1-\beta}\left\|(s+A)^{-1} A^{\beta}(s+A)^{-1} u\right\|_{0, p}^{1-\alpha}\left\|A(s+A)^{-1} A^{\beta}(s+A)^{-1} u\right\|_{0, p}^{\alpha} d s \\
& \leq \frac{\sin \beta \pi}{\pi(1-\beta)} C_{\alpha \beta}\left\{\int_{0}^{N} \frac{s^{1-\beta} d s}{(1+s)^{1-\alpha}(1+s)^{1-\beta}}\|u\|_{0, p}+\int_{N}^{\infty} \frac{s^{1-\beta} d s}{(1+s)^{2-\alpha}}\left\|A^{\beta} u\right\|_{0, p}\right\} \\
& \leq C_{\alpha \beta}\left\{N^{\alpha}\|u\|_{0, p} / \alpha+N^{\alpha-\beta}\left\|A^{\beta} u\right\|_{0, p} /(\beta-\alpha)\right\} .
\end{aligned}
$$

Taking the minimum in $N$ we obtain

$$
\left\|B^{\alpha} u\right\|_{0, p} \leq C_{\alpha \beta}\|u\|_{0, p}^{1-\alpha / \beta}\left\|A^{\beta} u\right\|_{0, p}^{\alpha / \beta} \leq C_{\alpha \beta}\left\|A^{-\beta}\right\|^{1-\alpha / \beta}\left\|A^{\beta} u\right\|_{0, p} .
$$

Note that here we have used the formula

$$
A^{-\beta}=\frac{\sin \beta \pi}{\pi(1-\beta)} \int_{0}^{\infty} s^{1-\beta}\left\{(s+A)^{-1}\right\}^{2} d s
$$

which is easily verified by an integration by parts and by shifting the path of integration. This completes the proof.

Choose now $\varepsilon_{j}>0, j=1,2$, so that $\varepsilon_{1}+\varepsilon_{2}+\alpha<3 / 4$, and put $\beta=3 / 4-\left(\alpha+\varepsilon_{1}\right.$ $+\varepsilon_{2}$ ). Then, by (ii) of Proposition 2.4, we get

$$
\begin{equation*}
\left\|A^{-\varepsilon_{1}-1 / 4} P(u, \operatorname{grad}) v\right\|_{0, p} \leq M_{2}\left\|A^{\beta} u\right\|_{0, p}\left\|A^{\alpha+\varepsilon_{2}} v\right\|_{0, p} \tag{15}
\end{equation*}
$$

Note that $\left(\varepsilon_{1}+1 / 4\right)+\beta+\left(\alpha+\varepsilon_{2}\right)=1$.
Let us now construct a solution of the integral equation:

$$
\begin{equation*}
u(t)=e^{-t A} a+\int_{0}^{t} e^{-(t-s) A}\{F u(s)+P f(s)\} d s \tag{II}
\end{equation*}
$$

by means of the following iteration scheme:

$$
\left\{\begin{array}{l}
u_{0}(t)=e^{-t A} a+\int_{0}^{t} e^{-(t-s) A} P f(s) d s  \tag{16}\\
u_{m+1}(t)=u_{0}(t)+\int_{0}^{t} e^{-(t-s) A} F u_{m}(s) d s, \quad m \geq 0
\end{array}\right.
$$

Using the estimate (15) one can prove the proposition below in just the same way as in [11] (see also [7]). In what follows the $L^{p}$-norm will be denoted simply by $\|\cdot\|$.

Proposition 2.7. For each $\operatorname{Pf} \in C\left([0, T] ; X_{p}\right)$ and each $a \in X_{p}, n<p<\infty$, the functions $u_{m}(t)$ in (16) are well-defined and belong to $C\left([0, T] ; X_{p}\right) \cap$ $C\left((0, T] ; D\left(A^{\gamma}\right)\right)$ for each $\gamma, 0<\gamma<3 / 4-\varepsilon_{1}$. Moreover, we have the estimates

$$
\begin{equation*}
\left\|A^{\gamma} u_{m}(t)\right\| \leq K_{\gamma m} t^{-\gamma}, \quad m \geq 0 \tag{17}
\end{equation*}
$$

where $K_{\gamma m}$ are defined inductively by

$$
\begin{align*}
& K_{\gamma 0}=\sup _{t} t^{\gamma}\left\|A^{\gamma} e^{-t A} a\right\|+C_{\gamma} N B\left(3 / 4-\varepsilon_{1}-\gamma, 1 / 4+\varepsilon_{1}\right)  \tag{18}\\
& K_{\gamma, m+1}=K_{\gamma 0}+C_{\gamma} M_{2} B\left(3 / 4-\varepsilon_{1}-\gamma, 1 / 4+\varepsilon_{1}\right) K_{\beta m} K_{\alpha+\varepsilon_{2}, m} \quad m \geq 0,
\end{align*}
$$

with a constant $C_{\gamma}>0$ depending on $\gamma$ and $\varepsilon_{1}$. Here $B(a, b)$ is the beta function and

$$
N=\sup _{t} t^{3 / 4-\varepsilon_{1}}\left\|A^{-\varepsilon_{1}-1 / 4} \mathrm{Pf}(t)\right\| .
$$

Repeating the arguments given in [7] and [11, Sec. 4] one can now prove
Theorem 2.8. For each $a \in X_{p}$ and each $P f \in C\left([0, \infty) ; X_{p}\right), n<p<\infty$, there exist a $T>0$ and a solution $u(t)$ of (II) belonging to $C\left([0, T] ; X_{p}\right) \cap$ $C\left((0, T] ; D\left(A^{\gamma}\right)\right)$ for any $\gamma, 0<\gamma<3 / 4$. If the data are sufficiently small, then we can take $T=\infty$. Further, $u(t)$ is unique within the class of functions $v(t)$ in $C\left([0, T] ; X_{p}\right)$ such that $A^{\theta} v(t) \in C\left((0, T] ; X_{p}\right)$ and $\left\|A^{\theta} v(t)\right\|=o\left(t^{-\theta}\right)$ as $t \rightarrow 0$, for some $\theta, 1 / 2<\theta<3 / 4$.

Theorem 2.9. If, in addition to the assumptions of Theorem 2.8, Pf is Hölder continuous on each compact subset of $(0, T]$, then the solution $u(t)$ of (II) satisfies the evolution equation (I).

## 3. An application

In this section we consider the equation (N.S) with $f=0$. Let us recall the definition of weak solutions (see [9]).

Definition 3.1. Let $u(t)$ be a function defined on $(0, T)$ with values in $X_{2}$ and $a$ be an arbitrary element in $X_{2}$. We call $u(t)$ a weak solution of (N.S) with
$f=0$ and with the initial value $a$ if it satisfies the following conditions.
(i) $u(t)$ lies in $L^{2}\left(0, T ; X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{n}\right) \cap L^{\infty}\left(0, T ; X_{2}\right)$.
(ii) The identity

$$
\begin{aligned}
-\int_{0}^{T}(u(t), v) h^{\prime}(t) d t & +\int_{0}^{T}(\nabla u(t), \nabla v) h(t) d t \\
& +\int_{0}^{T}((u(t), \operatorname{grad}) u(t), v) h(t) d t=(a, v) h(0)
\end{aligned}
$$

is valid for each $v \in X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{n} \cap\left(L^{n}(D)\right)^{n}$ and each $h(t) \in C^{1}([0, T] ; R)$ with $h(T)=0$.
(iii) $u(t)$ satisfies the energy inequality

$$
\begin{equation*}
\|u(t)\|_{0,2}^{2}+2 \int_{0}^{t}\|\nabla u(s)\|_{0,2}^{2} d s \leq\|a\|_{0,2}^{2}, \quad \text { for a.e. } \quad t \in(0, T) . \tag{19}
\end{equation*}
$$

From the above definition it follows that every weak solution is weakly continuous on [ $0, T$ ] with values in $X_{2}$. Although the existence of a global weak solution for an arbitrary $a$ is established e.g. by Hopf [5], its uniqueness is still an open problem. We note that the solution of (I) constructed in the preceding section is in fact a weak solution in the above sense which, moreover, satisfies the energy equality

$$
\begin{equation*}
\|u(t)\|_{0,2}^{2}+2 \int_{0}^{t}\|\nabla u(s)\|_{0,2}^{2} d s=\|a\|_{0,2}^{2}, \quad \text { for each } \quad t \in(0, T) \tag{20}
\end{equation*}
$$

The existence result in the preceding section enables us to prove the following theorem. Note that we do not impose any regularity assumption on the initial value $a$.

Theorem 3.2. For each $a \in X_{p}, p>n$, the weak solutions with the initial value a coincide in a neighbourhood of $t=0$. Furthermore, there exists on $(0, \infty)$ a unique weak solution with the initial value $a$ if $a$ is sufficiently small in $X_{p}$.

Remark 3.3. The above theorem is a generalization of a result of Serrin [12], where a uniqueness criterion is given when $n \leq 4$ (see [12, Th. 6]). By our results in the preceding section, we can remove the restriction $n \leq 4$, (see Lemma 3.4 below).

To prove the above result we begin with the following
Lemma 3.4. Let $v(t)$ be an arbitrary weak solution on $(0, T)$ with the initial value $a \in X_{p}, p>n$, and suppose that the solution $u(t)$ of (I) exists on $[0, T]$ with $u(0)=a$. Then we have

$$
\begin{align*}
& (v(t), u(t))+2 \int_{0}^{t}(\nabla v(s), \nabla u(s)) d s  \tag{21}\\
= & \|a\|_{0}^{2}-\int_{0}^{t}\{b(v(s), v(s), u(s))+b(u(s), u(s), v(s))\} d s \quad \text { for each } t \in[0, T]
\end{align*}
$$

where $b(u, v, w)=((u, \operatorname{grad}) v, w)$.
Proof. First we note that Hölder's inequality and the Sobolev imbedding theorem imply

$$
|b(u, v, w)| \leq C\|u\|_{0,2 n /(n-2)}\|v\|_{1,2}\|w\|_{0, n} \leq C\|u\|_{1,2}\|v\|_{1,2}\|w\|_{0, n},
$$

for any $u, v \in X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{n}$ and any $w \in X_{n}$. Thus the integrand on the right hand side of (21) makes sense. (Note that the roles of $u$ and $w$ can be interchanged in the above inequality.) Let $B$ be the nonlinear operator from $X_{2} \cap$ $\left(W_{0}^{1,2}(D)\right)^{n}$ to the dual of $X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{n} \cap\left(L^{n}(D)\right)^{n}$ defined by $b(u, u, w)=$ $\langle B u, w\rangle$. Then we see from Definition 3.1 that the weak solution $v(t)$ satisfies

$$
\begin{align*}
& \left(v^{\prime}(t), w\right)+(\nabla v(t), \nabla w)+\langle B v(t), w\rangle=0  \tag{22}\\
& w \in X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{n} \cap\left(L^{n}(D)\right)^{n},
\end{align*}
$$

as a distribution on $(0, T)$. Now, take a non-negative even function $\rho \in C_{0}^{\infty}(R)$ such that $\int_{-\infty}^{\infty} \rho(t) d t=1, \operatorname{supp} \rho=[-1,1]$, and set $\rho_{\varepsilon}(t)=\varepsilon^{-1} \rho(t / \varepsilon)$. Defining $v(t)=u(t)=0$ outside ( $0, T$ ) and putting $v_{\varepsilon}=v * \rho_{\varepsilon}$ we see from (22) that

$$
\begin{align*}
& (d / d t)\left(v_{\varepsilon}(t), u(t)\right)=\left(v_{\varepsilon}^{\prime}(t), u(t)\right)+\left(v_{\varepsilon}(t), u^{\prime}(t)\right)  \tag{23}\\
& \quad=-2\left(\nabla v_{\varepsilon}(t), \nabla u(t)\right)-\left\langle(B v) * \rho_{\varepsilon}, u(t)\right\rangle-b\left(u(t), u(t), v_{\varepsilon}(t)\right)
\end{align*}
$$

on ( $\varepsilon, T-\varepsilon$ ). Choose $t, s \in(0, T)$ and $\varepsilon>0$ such that $0<s-2 \varepsilon<s<t<t+2 \varepsilon<T$. Then, integrating (23) over ( $s, t$ ) we obtain

$$
\begin{align*}
&\left(v_{\varepsilon}(t), u(t)\right)-\left(v_{\varepsilon}(s), u(s)\right)  \tag{24}\\
&=-2 \int_{s}^{t}\left(\nabla v_{\varepsilon}(\sigma), \nabla u(\sigma)\right) d \sigma \\
&+\left\{\int_{s-\varepsilon}^{s+\varepsilon} d \tau \int_{s-2 \varepsilon}^{s} d \sigma+\int_{t-\varepsilon}^{t+\varepsilon} d \tau \int_{t}^{t+2 \varepsilon} d \sigma\right\} \cdot \rho_{\varepsilon}(\tau-\sigma) b(v(\tau), v(\tau), u(\sigma)) \\
&-\int_{s}^{t}\left\{b\left(v(\sigma), v(\sigma), u_{\varepsilon}(\sigma)\right)+b\left(u(\sigma), u(\sigma), v_{\varepsilon}(\sigma)\right)\right\} d \sigma \\
&-\left\{\int_{s-\varepsilon}^{s}+\int_{t}^{t+\varepsilon}\right\} b\left(v(\sigma), v(\sigma), u_{\varepsilon}(\sigma)\right) d \sigma
\end{align*}
$$

Here we have used the fact that $\rho(t)$ is an even function. As $\varepsilon \rightarrow 0, u_{\varepsilon}$ and $v_{\varepsilon}$ tend respectively to $u$ and $v$ in $L_{\text {ioc }}^{2}\left(0, T ; X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{n}\right)$. Therefore we may assume, by passing to a subsequence, that $v_{\varepsilon}(\sigma)$ tends to $v(\sigma)$ in $\left(W_{0}^{1,2}(D)\right)^{n}$ almost
everywhere in $(0, T)$. Moreover, since $u \in C\left([0, T] ; X_{p}\right)$, we see that $u_{\varepsilon}(\sigma)$ tends to $u(\sigma)$ in $X_{p}$ uniformly on each compact subset of $(0, T)$. These observations together with (24) imply that for almost all $t$ and $s$,

$$
\begin{align*}
& (v(t), u(t))-(v(s), u(s))+2 \int_{s}^{t}(\nabla v(\sigma), \nabla u(\sigma)) d \sigma  \tag{25}\\
& \quad=-\int_{s}^{t}\{b(v(\sigma), v(\sigma), u(\sigma))+b(u(\sigma), u(\sigma), v(\sigma))\} d \sigma .
\end{align*}
$$

But, since $v(t)$ is weakly continuous and $u(t)$ is strongly continuous on [0, T] with values in $X_{2}$, one concludes that (25) is valid everywhere on [ $0, T$ ]. Letting $s \rightarrow 0$ we obtain (21). Thus the proof of Lemma 3.4 is completed.

Proof of Theorem 3.2. Let $v(t)$ be a weak solution and $u(t)$ the solution of (I) with the same initial function $a$. As is noticed before, $v(t)$ satisfies the energy inequality

$$
\|v(t)\|_{0,2}^{2}+2 \int_{0}^{t}\|\nabla v(s)\|_{0,2}^{2} d s \leq\|a\|_{0,2}^{2} \quad \text { for a.e. } \quad t \in(0, T)
$$

and $u(t)$ satisfies the energy equality

$$
\|u(t)\|_{0,2}^{2}+2 \int_{0}^{t}\|\nabla u(s)\|_{0,2}^{2} d s=\|a\|_{0,2}^{2} \quad \text { for each } \quad t \in[0, T] .
$$

Adding these and subtracting twice the equality (21) we see, with $w(t)=v(t)-u(t)$, that

$$
\begin{align*}
\| & w(t)\left\|_{0,2}^{2}+2 \int_{0}^{t}\right\| \boldsymbol{\nabla} w(s) \|_{0,2}^{2} d s  \tag{26}\\
& \leq 2 \int_{0}^{t}\{b(v(s), v(s), u(s))+b(u(s), u(s), v(s))\} d s \\
& =2 \int_{0}^{t}\{b(v(s), v(s), u(s))-b(u(s), v(s), u(s))\} d s \\
& =2 \int_{0}^{t} b(w(s), w(s), u(s)) d s
\end{align*}
$$

By the Sobolev imbedding theorem we get

$$
\begin{aligned}
|b(w, w, u)| & \leq C\||w| \cdot|u|\|_{0,2}\|\nabla w\|_{0,2} \leq C\|w\|_{0,2 p /(p-2)}\|u\|_{0, p}\|w\|_{1,2} \\
& \leq C\|u\|_{0, p}\|w\|_{1,2}^{1+n / p\|w\|_{0,2}^{1-n / p}} \\
& \leq C\|u\|_{0, p}\|\nabla w\|_{0,2}^{1+n / p}\|w\|_{0,2}^{1-n / p} .
\end{aligned}
$$

Since $(1+n / p) / 2+(1-n / p) / 2=1$, we see from Young's inequality that

$$
2|b(w, w, u)| \leq 2\|\nabla w\|_{0,2}^{2}+C\|u\|_{0, p}^{2 p /(p-n)}\|w\|_{0,2}^{2},
$$

with some constant $C>0$. Thus it follows from (26) that

$$
\|w(t)\|_{0,2}^{2} \leq C \int_{0}^{t}\|u(s)\|_{0, p}^{2 p /(p-n)}\|w(s)\|_{0,2}^{2} d s
$$

Since $u(t)$ is strongly continuous with values in $X_{p}$ the assertion follows from the Gronwall inequality. This completes the proof.

Finally we state a regularity theorem for the 4-dimensional problem.
Theorem 3.5. Suppose $n=4$. Then for each $\varepsilon>0$ and each $a \in X_{2} \cap$ $\left(W^{1+\varepsilon, 2}(D)\right)^{4} \cap\left(W_{0}^{1,2}(D)\right)^{4}$ there exist a $T>0$ and a unique weak solution on $(0, T)$, which belongs to $L^{2}\left(0, T ;\left(W^{2,2}(D)\right)^{4}\right) \cap W^{1,2}\left(0, T ; X_{2}\right)$. Further, $T>0$ can be chosen arbitrarily if $a$ is sufficiently small in $\left(W^{1+\varepsilon, 2}(D)\right)^{4}$.

Remark 3.6. In [12] Serrin proved that for each $a \in X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{4} \cap$ $\left(W^{2,2}(D)\right)^{4}$ there exist a $T>0$ and a weak solution $u$ such that $u^{\prime} \in L^{2}\left(0, T ; X_{2} \cap\right.$ $\left.\left(W_{0}^{1,2}(D)\right)^{4}\right) \cap L^{\infty}\left(0, T ; X_{2}\right)$. But he could not prove its uniqueness except when $a$ is sufficiently small in $\left(W^{2,2}(D)\right)^{4}$. Then, von Wahl [15] proved that the (unique) weak solution obtained by Serrin belongs to $L^{p}\left(0, T ;\left(W^{2, p}(D)\right)^{4}\right) \cap$ $W^{1, p}\left(0, T ; X_{p}\right)$ if $a$ is in $X_{p} \cap\left(W_{0}^{1, p}(D)\right)^{4} \cap\left(W^{2, p}(D)\right)^{4}$ for some $p>5$ with its $W^{2,2}$-norm sufficiently small. Thus Theorem 3.5 is, in a way, an improvement of the results of [12] and [15]. The unique existence result for the initial data in $\left(W^{1+\varepsilon, 2}(D)\right)^{4}$ seems to be new.

As for the proof of Theorem 3.5, the existence and uniqueness part follows from Theorem 3.2 since the initial value $a$ belongs to $X_{4 /(1-\varepsilon)}$ by the Sobolev imbedding theorem. The regularity result follows from a result of Ladyzhenskaya [8] concerning the uniqueness and regularity of solutions for Oseen's linearized equation.

Remark 3.7. In [6], Inoue and Wakimoto extended the results of Kato and Fujita to the case $n=4,5$. They proved the existence of strong solutions in $X_{2}$ for the initial data in $X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{4}$, if $n=4$, and in $X_{2} \cap\left(W_{0}^{1,2}(D)\right)^{5} \cap$ $\left(W^{3 / 2,2}(D)\right)^{5}$, if $n=5$. Since the Sobolev imbedding theorem tells us that $W^{1,2} \subset$ $L^{4}(n=4)$ and $W^{3 / 2,2} \subset L^{5}(n=5)$, it would be possible to include the results of [6] if we could solve the equation (I) in $X_{n}$. It is not known whether the solutions constructed in [6] are unique or not in the class of weak solutions.

Remark 3.8. In [16], von Wahl proved the existence of solutions of the integral equation (II) with $P f=0$ and $p>n$ by a method similar to ours. In addition, he showed that if $u \in C\left([0, T] ; X_{p}\right)$ is a solution of (II) then $\partial u / \partial t$, $\partial u / \partial x_{j}$ and $\partial^{2} u / \partial x_{j} \partial x_{k}$ all belong to $C\left((0, T] ; C^{1 / n+1}(\bar{D})\right)$, where $C^{\alpha}(\bar{D})$ is the space of functions which are Hölder continuous on $\bar{D}$ with exponent $\alpha$. This extends the interior regularity result of Serrin [12].
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