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## 1. Introduction

In the area of model selection, various procedures have been proposed in the literature and their some properties have been examined. In this paper we consider a generalized information criterion (GIC) obtained by the information theoretic approach. According to this procedure, we find the model which minimizes

$$
\begin{equation*}
\mathrm{GIC}=-2 \log L(\hat{\theta})+p c_{N} \tag{1.1}
\end{equation*}
$$

where $L(\hat{\theta})$ is the maximized likelihood and $p$ is the number of parameters. Akaike [1] proposed to take $c_{N} \equiv 2$, and Rissanen [12] and Schwarz [13] proposed $c_{N}=$ $\log N$ where $N$ denotes the sample size (see also [2], [8]). Recently Zhao, Krishnaiah and Bai [14] considered the GIC such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} c_{N} / N=0 \quad \text { and } \quad \lim _{N \rightarrow \infty} c_{N} / \log \log N=+\infty \tag{1.2}
\end{equation*}
$$

The above criterion is sometimes referred to as the efficient detection (ED) criterion. They used the criterion for the determination of the number of signals under a signal processing model.

In the present paper, we propose to use the ED criterion for certain problems of multivariate analysis. Sometimes the statistician is expected to predict the explanatory variables using some of the response variables under the multivariate regression model. This problem is treated in Section 2 by using the ED criterion, and its consistency is established. Here we may note that Nishii [10] pointed out the inconsistency of Akaike's AIC in calibration. In Section 3 we discuss the selection of variables in discriminant analysis.' Our interest is to find the variables which contribute for discrimination between the populations. Section 4 is concerned with canonical correlation analysis, i.e., among two sets of variables we want to find which subsets are important for studying the association between the two sets. The investigations for the above cases will be carried out under a mild condition on the underlying distribution.

## 2. Multivariate calibration

Let $q$ explanatory variables $x \equiv\left(x_{1}, \ldots, x_{q}\right)^{\prime}$ and $p$ response variables $y \equiv$ $\left(y_{1}, \ldots, y_{p}\right)^{\prime}$ have the linear relation:

$$
\begin{equation*}
y=\alpha+\beta^{\prime} x+e \tag{2.1}
\end{equation*}
$$

where the error vector $e$ follows $\mathrm{N}_{p}(\mathbf{0}, \Sigma)$, and $\alpha: p \times 1, \beta: q \times p$ and $\Sigma: p \times p$ are parameters such that $\Sigma$ is positive definite. Note that we do not assume that $q$ is less than or equal to $p$, which is the usual assumption in calibration. Suppose we are interested in estimating $\boldsymbol{x}$ by using observed $\boldsymbol{y}$. If all parameters are known, the maximum likelihood estimate of the unknown explanatory variables $\boldsymbol{x}$ will be obtained by

$$
\hat{\boldsymbol{x}}=\left(\beta \Sigma^{-1} \beta^{\prime}\right)^{-\beta \Sigma^{-1}}(y-\alpha),
$$

where $\left(\beta \Sigma^{-1} \beta^{\prime}\right)^{-}$denotes a generalized inverse matrix of $\beta \Sigma^{-1} \beta^{\prime}$. However, if the last column of $\beta \Sigma^{-1}$ is the zero vector, the response variable $y_{p}$ would supply no additional information on $\boldsymbol{x}$ (see 8 c .4 of [11]). Hence, we want to obtain the best subset of response variables such that each variable has some information. For this problem, criteria based on information theory can be used. For a review of the literature on multivariate calibration, the reader is referred to [4].

Let $J$ be a subset of indices of response variables $\{1, \ldots, p\}$, and $J^{c}$ be its complement. We say that "the assumed model is $J$ " when $y_{j}$ provides information on $\boldsymbol{x}$ for any index $j$ in $J$, whereas $y_{j}$ does not for any index $j^{\prime}$ in $J^{c}$. We assume the existence of the true but unknown model $\left\{1, \ldots, p_{t}\right\}=J_{t}$ for $p_{t} \leq p$. This is equivalent to the following two conditions:

$$
\begin{align*}
& \beta_{J} \Sigma_{J J}^{-1} \beta_{J}^{\prime}=\beta_{t} \Sigma_{t t}^{-1} \beta_{t}^{\prime} \text { if } J \text { includes the true model } J_{t}  \tag{2.2}\\
& \beta_{J} \Sigma_{J J}^{-1} \beta_{J}^{\prime} \leq \beta_{t} \Sigma_{t t}^{-1} \beta_{t}^{\prime} \text { and } \operatorname{tr} \beta_{J} \Sigma_{J J}^{-1} \beta_{J}^{\prime}<\operatorname{tr} \beta_{t} \Sigma_{t t}^{-1} \beta_{t}^{\prime}  \tag{2.3}\\
& \text { if } J \text { does not include } J_{t},
\end{align*}
$$

where $\beta_{J}: q \times \# J$ and $\Sigma_{J J}: \# J \times \# J$ are respectively submatrices of $\beta: q \times p$ and $\Sigma: p \times p$ corresponding to the subset $J$ of indices, $\beta_{t}: q \times p_{t}$ and $\Sigma_{t}: p_{t} \times p_{t}$ are similarly defined corresponding to $J_{t}$, and $\# J$ denotes the number of indices of $J$ (see [6], [9] for the definition of the model).

When all parameters are unknown, but $N$ independent observations $y_{i}$ at $x_{i}(i=1, \ldots, N)$ with the relationship (2.1) are available, we use the estimates of $\boldsymbol{\alpha}, \beta$ and $N \Sigma$ as

$$
\begin{equation*}
a=\bar{y}-B^{\prime} \bar{x}: q \times 1, B=S_{x x}^{-1} S_{x y}: q \times p \text { and } S=S_{y y}-B^{\prime} S_{x x} B: p \times p \tag{2.4}
\end{equation*}
$$

where

$$
\binom{\bar{x}}{\bar{y}}=N^{-1} \sum_{i=1}^{N}\binom{x}{y},\left(\begin{array}{cc}
S_{x x} & S_{x y}  \tag{2.5}\\
S_{y x} & S_{y y}
\end{array}\right)=\sum_{i=1}^{N}\binom{x_{i}-\bar{x}}{y_{i}-\bar{y}}\binom{x_{i}-\bar{x}}{y_{i}-\bar{y}}^{\prime}
$$

Note that $S$ and $B^{\prime} S_{x x} B$ follow the Wishart distribution $\mathrm{W}_{p}(N-q-1, \Sigma)$ and the noncentral Wishart distribution $\mathrm{W}_{p}\left(q, \Sigma ; \beta^{\prime} S_{x x} \beta\right)$ respectively. The likelihood ratio for the model $J$ against the full model $J_{f} \equiv\{1, \ldots, p\}, \Lambda\left(J_{f} ; J\right)$, is expressed by [7]. Instead of minimizing GIC of (1.1), we minimize the difference:

$$
\begin{equation*}
G_{N}(J) \equiv \operatorname{GIC}(J)-\operatorname{GIC}\left(J_{f}\right)=\Lambda\left(J_{f} ; J\right)-q(p-\# J) c_{N}, \quad G_{N}\left(J_{f}\right)=0 \tag{2.6}
\end{equation*}
$$

where $\left\{c_{N}\right\}$ satisfies (1.2) and

$$
\begin{equation*}
\Lambda\left(J_{f} ; J\right)=N \log \left\{\left|S_{J J}\right|\left|S+B^{\prime} S_{x x} B\right| /|S|\left|S_{J J}+B_{J}^{\prime} S_{x x} B_{J}\right|\right\}, \tag{2.7}
\end{equation*}
$$

$S_{J J}$ and $B_{J}$ are submatrices of $S$ and $B$ corresponding to $J$. Define the selected model $\hat{J}_{N}$ based on $N$ calibration samples as

$$
\begin{equation*}
\hat{J}_{N} \quad \text { minimizes } G_{N}(J) \text { of } \tag{2.8}
\end{equation*}
$$

among the models under consideration.
Recall the criterion function (2.6) based on the log-likelihood ratio (2.7) is derived when $\boldsymbol{y}_{i}$ are normally distributed. However, we apply this procedure when we relax the assumption of normality. Nishii [10] studied the asymptotic behavior of the AIC for the case $c_{N} \equiv 2$ in (2.6) under a weak assumption and he showed that the AIC is not consistent in the multivariate calibration problem. We will show that the ED criterion defined in (1.1) with (1.2) is strongly consistent under the following mild conditions:

AsSumption. (i) The error vectors $\boldsymbol{e}_{i}(i=1, \ldots, N, \ldots)$ are independently and identically distributed (i.i.d.) with

$$
\begin{equation*}
\mathrm{E} \boldsymbol{e}_{1}=\mathbf{0}, \mathrm{E} \boldsymbol{e}_{1} \boldsymbol{e}_{1}^{\prime}=\Sigma \text { and } \mathrm{E}\left(\boldsymbol{e}_{1}^{\prime} \boldsymbol{e}_{1}\right)^{\gamma / 2}<\infty \text { for some } \gamma \in[2,3] . \tag{2.9}
\end{equation*}
$$

(ii) The sequence of the vectors of explanatory variables $\left\{\boldsymbol{x}_{i}=\left(x_{i 1}, \ldots, x_{i q}\right)^{\prime}\right\}$ $i=1, \ldots, N, \ldots\}$ satisfies

$$
\begin{align*}
& 0<m \mathrm{I}_{q} \leq N^{-1} S_{x x}=N^{-1} \sum_{i=1}^{N}\left(\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}_{N}\right)\left(\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}_{N}\right)^{\prime} \leq M \mathrm{I}_{q},  \tag{2.10}\\
& \sum_{i=1}^{N}\left|x_{i k}-\bar{x}_{N k}\right|^{3} \leq \begin{cases}\Gamma N^{\gamma / 2}(\log \log N)^{3 / 2}, & \text { if } 2 \leq \gamma<3, \\
\Gamma N^{3 / 2} / \log N, & \text { if } \gamma=3,\end{cases}  \tag{2.11}\\
& (1 \leq k \leq q)
\end{align*}
$$

where $\bar{x}_{N}=N^{-1} \sum_{i=1}^{N} x_{i}=\left(\bar{x}_{N 1}, \ldots, \bar{x}_{N q}\right)^{\prime}, m<M$ and $\Gamma$ are positive constants.

The proof of the following lemma is given in Section 5.

## Lemma 2.1. Under Assumption, it holds that

$$
\begin{equation*}
T_{N}=\sum_{i=1}^{N}\left(\boldsymbol{x}_{i}-\overline{\boldsymbol{x}}_{N}\right) \boldsymbol{e}_{i}^{\prime}: q \times p=\mathrm{O}(\sqrt{ }(N \log \log N)), \text { a.s. } \tag{2.12}
\end{equation*}
$$

Theorem 2.1. Under Assumption, the model selection procedure based on the ED criterion is strongly consistent to the true model in the multivariate calibration problem, i.e., $\lim _{N \rightarrow \infty} \hat{J}_{N}=J_{t}$, a.s.

Proof. From (ii) of Assumption, $S_{x x}=\mathrm{O}(N)$. Using Lemma 2.1 we have

$$
\begin{align*}
& \begin{aligned}
N^{-1} B^{\prime} S_{x x} B & =N^{-1} \beta^{\prime} S_{x x} \beta+T_{N}^{\prime} \beta+\beta^{\prime} T_{N}+T_{N}^{\prime} S_{x x}^{-1} T_{N} \\
& =N^{-1} \beta^{\prime} S_{x x} \beta+\mathrm{O}\left(\sqrt{ }\left(N^{-1} \log \log N\right)\right), \quad \text { a.s. }
\end{aligned}  \tag{2.13}\\
& \begin{aligned}
N^{-1} S & =N^{-1}\left(S_{y y}-B^{\prime} S_{x x} B\right) \\
& =N^{-1} \sum_{i=1}^{N}\left(e_{i}-\bar{e}_{N}\right)\left(e_{i}-\bar{e}_{N}\right)^{\prime}-N^{-1} T_{N} S_{x x}^{-1} T_{N} \\
& =\Sigma+\mathrm{O}\left(\sqrt{ }\left(N^{-1} \log \log N\right)\right), \text { a.s. }
\end{aligned}
\end{align*}
$$

where $T_{N}: q \times p$ is defined in (2.12) and $\overline{\boldsymbol{e}}_{N}=N^{-1} \sum_{i=1}^{N} \boldsymbol{e}_{i}$. If $J$ does not include the unknown true model $J_{t}$, by (2.6-7) and (2.13-14) we have almost surely

$$
\begin{equation*}
G_{N}(J)=\operatorname{tr}\left\{\left(\beta \Sigma^{-1} \beta^{\prime}-\beta_{J} \Sigma_{J J}^{-1} \beta_{J}^{\prime}\right) S_{x x}\right\}-q(p-\# J) c_{N}+\mathrm{O}(\sqrt{ } \log \log N) . \tag{2.15}
\end{equation*}
$$

Case 1: $J$ does not include the unknown true model $J_{t}$. The first term of the right hand side of (2.15) is positive by (2.3) and it increases with the order $N$ by (2.10), which together with $\lim _{N \rightarrow \infty} N^{-1} c_{N}=0$ implies

$$
\begin{equation*}
G_{N}(J)>0 \text { for large } N \text {, a.s. if } J \text { does not include } J_{t} . \tag{2.16}
\end{equation*}
$$

On the other hand $G_{N}\left(J_{f}\right) \equiv 0$ by the definition (2.6) of $G_{N}$, and we want to minimize $G_{N}(J)$ for given $N$. This yields that the ED criterion asymptotically prefers the full model $J_{f}$ to $J$ if $J$ does not include the true model $J_{t}$. If the full model $J_{t}$ coincides with the full model $J_{f}$, the consistency is established.
Case 2: $J$ properly includes $J_{t}$. First we examine which model will be chosen among two models $J_{t}$ and $J_{f}$. Define $S=\left(\begin{array}{cc}S_{t t} & S_{t 1} \\ S_{1 t} & S_{11}\end{array}\right): p \times p, S_{t t}: p_{t} \times p_{t}, \quad B=$ $\left[B_{t}, B_{1}\right]: q \times p, B_{t}: q \times p_{t} . \quad$ Let $S_{11 \cdot t}=S_{11}-S_{1 t} S_{t t}^{-1} S_{t 1}$, and define $\left(S+B^{\prime} S_{x x} B\right)_{11 \cdot t}$ and $\Sigma_{11, t}$ in the similar way. Put $U=S_{x x}^{1 / 2} B=\left[U_{t}, U_{1}\right]: q \times p$ and $U_{t}: q \times p_{t}$. From [6] we know that

$$
\begin{aligned}
& \left(S+B^{\prime} S_{x x} B\right)_{11 \cdot t}-S_{11 \cdot t}=\left(S+U^{\prime} U\right)_{11 \cdot t}-S_{11 \cdot t} \\
& \quad=\left(U_{1}-U_{t} S_{t t}^{-1} S_{t 1}\right)^{\prime}\left(I_{q}+U_{t} S_{t t}^{-1} U_{t}^{\prime}\right)^{-1}\left(U_{1}-U_{t} S_{t t}^{-1} S_{t 1}\right)
\end{aligned}
$$

By the law of iterated logarithm and Lemma 2.1, we have

$$
\begin{aligned}
& N^{-1} S_{11 \cdot t}=\Sigma_{11 \cdot t}+\mathrm{O}\left(\sqrt{ }\left(N^{-1} \log \log N\right)\right) \text {, a.s., } \\
& U_{t} S_{t t}^{-1} U_{t}^{\prime}=N^{-1} S_{x x}^{1 / 2} \beta_{t} \Sigma_{t t}^{-1} \beta_{t}^{\prime} S_{x x}^{1 / 2}+\mathrm{O}\left(\sqrt{ }\left(N^{-1} \log \log N\right)\right) \\
& =\mathrm{O}(1) \text {, a.s. } \\
& U_{1}-U_{t} S_{t t}^{-1} S_{t 1}=S_{x x}^{1 / 2} \beta_{1}-S_{x x}^{1 / 2} \beta_{t} \Sigma_{t t}^{-1} \Sigma_{t 1}+\mathrm{O}(\sqrt{ } \log \log N) \\
& =\mathrm{O}(\sqrt{ } \log \log N) \text {, a.s. }
\end{aligned}
$$

The last equality follows from the relation $\beta_{1}=\beta_{t} \Sigma_{t t}^{-1} \Sigma_{t 1}$ which is obtained by (2.3). Hence

$$
\begin{align*}
G_{N}\left(J_{t}\right) & =\Lambda\left(J_{f}, J_{t}\right)-q\left(p-p_{t}\right) c_{N} \\
& =N \log \left\{\left|\left(S+U^{\prime} U\right)_{11 \cdot t}\right| /\left|S_{11 \cdot t}\right|\right\}-q\left(p-p_{t}\right) c_{N}  \tag{2.17}\\
& =N \log \left|\mathrm{I}_{p-q}+S_{11 \cdot t}^{-1}\left\{\left(S+U^{\prime} U\right)_{11 \cdot t}-S_{11 \cdot t}\right\}\right|-q\left(p-p_{t}\right) c_{N} \\
& =\mathrm{O}(\log \log N)-q\left(p-p_{t}\right) c_{N} \longrightarrow-\infty, \quad(N \rightarrow \infty), \quad \text { a.s. }
\end{align*}
$$

because $p-p_{t}>0$ and $\lim _{N \rightarrow \infty} c_{N} / \log \log N=+\infty$. Thus $G_{N}\left(J_{t}\right)$ takes negative values for sufficiently large $N$, which implies that the ED criterion asymptotically prefers the true model $J_{t}$ to the full model $J_{f}$. Second when $J$ properly includes the true model, the smilar lines lead to that the log-likelihood ratio (2.7) is:

$$
\Lambda\left(J_{f}, J\right)=\mathrm{O}(\log \log N), \quad \text { a.s. }
$$

Hence, by (1.2) and \#J $>p_{t}$,

$$
\begin{aligned}
G_{N}\left(J_{t}\right)-G_{N}(J) & =\Lambda\left(J_{f}, J_{t}\right)-\Lambda\left(J_{f}, J\right)+q\left(p_{t}-\# J\right) c_{N} \\
& =\mathrm{O}(\log \log N)-q\left(\# J-p_{t}\right) c_{N} \longrightarrow-\infty, \quad \text { a.s. }
\end{aligned}
$$

This implies that the ED criterion asymptotically prefers $J_{t}$ to $J$, completing the proof.

However, we must calculate $2^{p}-1 G_{N}(\cdot)$ 's to obtain $\hat{J}_{N}$ of (2.8). When $p$ is large, this would involve extensive computation. To overcome this problem, we propose an alternate procedure, which is also based on the ED criterion and which is essentially due to [14]. Let $J_{-i}$ be the subset of the full model omitting the index $i(1 \leq i \leq p)$. Choose the model:

$$
\begin{equation*}
\tilde{J}_{N}=\left\{i \in J_{f} \mid G_{N}\left(J_{-i}\right)>0=G_{N}\left(J_{f}\right)\right\} . \tag{2.18}
\end{equation*}
$$

This subset is obtained by calculating only $p G_{N}(\cdot)$ 's, but this is still a strongly consistent estimate of the true model $J_{t}$.

Theorem 2.2. Under Assumption, the set of the indices selected as (2.18)
is also a strongly consisient estimate of that of the unknown true model, i.e., $\lim _{N \rightarrow \infty} \tilde{J}_{N}=J_{t}$, a.s.

Proof. If $i$ lies in the true model $J_{t}$, then $J_{-i}$ does not include $J_{t}$. By (2.16), $G_{N}\left(J_{-i}\right)>0$ or $i \in \tilde{J}_{N}$ for large $N$, a.s. If $j$ does not lie in $J_{t}$, then $J_{-j}$ includes $J_{t}$. By the similar discussion as (2.17), we know that $G_{N}\left(J_{-j}\right)<0$ or $\tilde{J}_{N}$ will not contain $j$ for large $N$, a.s., and this completes the proof.

## 3. Discriminant analysis

The discussion on multivariate calibration can be applied to the variable selection in multiple discriminant analysis. Consider $q+1 p$-variate normal populations $\pi_{\alpha}$ with mean vector $\mu_{\alpha}$ and common covariance matrix $\Sigma(\alpha=1, \ldots$, $q+1$ ). Assume $N_{\alpha}$ samples $\boldsymbol{x}_{\alpha 1}, \ldots, \boldsymbol{x}_{\alpha N_{\alpha}}$ are drawn from $\pi_{\alpha}$. We are interested in interpreting the differences among the $q+1$ populations in terms of only a few canonical discriminant variates.

Let $\Omega$ be the population between-groups covariance matrix as

$$
\Omega=N^{-1} \sum_{\alpha=1}^{4+1} N_{\alpha}\left(\boldsymbol{\mu}_{\alpha}-\overline{\boldsymbol{\mu}}\right)\left(\boldsymbol{\mu}_{\alpha}-\overline{\boldsymbol{\mu}}\right)^{\prime}: p \times p,
$$

where $\bar{\mu}=N^{-1} \sum_{\alpha=1}^{q+1} N_{\alpha} \mu_{\alpha}$ and $N=\sum_{\alpha=1}^{q+1} N_{\alpha}$. Let $J$ be a subset of the full model $\{1, \ldots, p\} \equiv J_{f}$. We say that the model is $J$ when unknown parameters satisfy

$$
\begin{equation*}
\operatorname{tr} \Sigma^{-1} \Omega=\operatorname{tr} \Sigma_{J J}^{-1} \Omega_{J J}>\operatorname{tr} \Sigma_{J^{\prime} J}^{-1} \Omega_{J^{\prime} J^{\prime}} \quad \text { if } J^{\prime} \text { does not include } J, \tag{3.1}
\end{equation*}
$$

where $\Omega_{J J}$ and $\Sigma_{J J}$ are submatrices of $\Omega$ and $\Sigma$ of size $\# J \times \# J$ respectively. We assume that the true but unknown model exists and denote it by $J_{t}=\left\{1, \ldots, p_{t}\right\}$. The maximum likelihood function under the model $J$ is known (see [6]). Hence, we have

$$
\begin{align*}
G_{N}(J) & =\operatorname{GIC}(J)-\operatorname{GIC}\left(J_{f}\right)  \tag{3.2}\\
& =N \log \left\{\left|W_{J J}\right||W+V|| | W| | W_{J J}+V_{J J} \mid\right\}-q(p-\# J) c_{N}
\end{align*}
$$

where

$$
\begin{gather*}
W=\sum_{\alpha=1}^{q+1} \sum_{i=1}^{N_{\alpha}}\left(z_{\alpha i}-\bar{z}_{\alpha}\right)\left(z_{\alpha i}-\bar{z}_{\alpha}\right)^{\prime}: p \times p,  \tag{3.3}\\
V=\sum_{\alpha=1}^{q+1} N_{\alpha}\left(\bar{z}_{\alpha}-\bar{z}\right)\left(\bar{z}_{\alpha}-\overline{\boldsymbol{z}}\right)^{\prime}: p \times p,  \tag{3.4}\\
\bar{z}_{\alpha}=N_{\alpha}^{-1} \sum_{i=1}^{N_{\alpha}} z_{\alpha i}, \bar{z}=N^{-1} \sum_{q=1}^{\alpha+1} N_{\alpha} \bar{z}_{\alpha} .
\end{gather*}
$$

Here $W$ and $V$ denote the matrices of sums of squares and products due to within groups and due to between groups, respectively. Note that $W \sim \mathrm{~W}_{p}(N-q-1, \Sigma)$ and $V \sim \mathrm{~W}_{p}(q, \Sigma ; N \Omega)$, and recall that $S \sim \mathrm{~W}_{p}(N-q-1, \Sigma)$ and $B^{\prime} S_{x x} B \sim \mathrm{~W}_{p}(q, \Sigma$; $\beta^{\prime} S_{x x} \beta$ ) in (2.5). Let $\left\{S_{x x}=S_{x x}^{(N)}\right\}$ be a sequence of matrices satisfying Assumption
with $\gamma=2$. Then we can find $\beta=\beta_{N}: q \times p$ such that $\beta^{\prime} S_{x x} \beta=N \Omega$ since rank $\Omega \leq$ $\min (p, q)$. Put $S=W$ and $B^{\prime} S_{x x} B=U$ in (2.5). This gives the complete correspondence between (2.5) and (3.2) except that $\beta$ depends on $N$.

Let $J_{N}$ be a subset of $J_{f}$ minimizing (3.2) and let $\hat{J}_{N}$ be a subset of $J_{f}$ defined by (2.18) in this situation.

Theorem 3.1. Let $z_{\alpha i}-\mu_{\alpha}\left(i=1, \ldots, N_{\alpha} ; \alpha=1, \ldots, q+1\right)$ be i.i.d. with $\mathrm{E} z_{\alpha i}=$ $\mu_{\alpha}$ and $\mathrm{E}\left(z_{\alpha i}-\mu_{\alpha}\right)\left(z_{\alpha i}-\mu_{\alpha}\right)^{\prime}=\Sigma$. Assume that the data increases with satisfying the condition

$$
0<m^{\prime}<N^{-1} N_{\alpha}<1 \quad(\alpha=1, \ldots, q+1), \quad N=\sum_{\alpha=1}^{q+1} N_{\alpha}
$$

where $m^{\prime}$ is a positive constant. Then both $\hat{J}_{N}$ and $\tilde{J}_{N}$ are strongly consistent estimators of the unknown true model $J_{t}$.

## 4. Canonical correlation analysis

In this section we treat the variable selection problem in canonical correlation analysis. Let $\boldsymbol{z}=\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)^{\prime}$ follow $\mathrm{N}_{p+q}(\boldsymbol{\mu}, \Sigma)$ where $\boldsymbol{x}: q \times 1, \boldsymbol{y}: p \times 1, \boldsymbol{\mu}=\left(\boldsymbol{\mu}_{x}^{\prime}, \boldsymbol{\mu}_{y}^{\prime}\right)^{\prime}$ : $(p+q) \times 1, \mu_{x}: q \times 1, \Sigma=\left(\begin{array}{cc}\Sigma_{x x} & \Sigma_{x y}^{p+q} \\ \Sigma_{y x} & \Sigma_{y y}\end{array}\right):(p+q) \times(p+q)$ and $\Sigma_{x x}: q \times q$. Suppose we are interested in summarizing the relationship between $\boldsymbol{x}$ and $\boldsymbol{y}$ by using a small number of variables. Let $I_{f}=\{1, \ldots, q\}$ and $J_{f}=\{1, \ldots, p\}$ be the sets of the indices of $\boldsymbol{x}$ and $\boldsymbol{y}$ respectively. Consider subsets $I \subseteq I_{f}$ and $J \subseteq J_{f}$. We say that the model is $(I, J)$ when we suppose that using submatrix $\Sigma_{I J}$ of $\Sigma_{x y}$ and so on,

$$
\begin{equation*}
\operatorname{tr} \Sigma_{y x} \Sigma_{x x}^{-1} \Sigma_{x y} \Sigma_{y y}^{-1}=\operatorname{tr} \Sigma_{J I} \Sigma_{I I}^{-1} \Sigma_{I J} \Sigma_{J J}^{-1} . \tag{4.1}
\end{equation*}
$$

Further we suppose the existence of the true but unknown model $\left(I_{t}, J_{t}\right)$ which consists of the smallest number of parameters satisfying (4.1) when $I_{t}=\left\{1, \ldots, q_{t}\right\}$ and $J_{t}=\left\{1, \ldots, p_{t}\right\}$. Also, let $\left(\boldsymbol{x}_{i}^{\prime}, \boldsymbol{y}_{i}^{\prime}\right)$ be $N$ independent observations of $\boldsymbol{z}^{\prime}$ and put

$$
S=\left(\begin{array}{cc}
S_{x x} & S_{x y} \\
S_{y x} & S_{y y}
\end{array}\right)=\sum_{i=1}^{N}\binom{x_{i}-\bar{x}}{y_{i}-\bar{y}}\binom{x_{i}-\bar{x}}{y_{i}-\bar{y}}^{\prime}:(p+q) \times(p+q)
$$

Consider the model $(I, J)$ where $I=\left\{1, \ldots, q_{1}\right\}$ and $J=\left\{1, \ldots, p_{1}\right\}$. Corresponding to $I$ and $J$, we partition $S$ into 16 submatrices $\left(S_{i j}\right) ; i, j=1, \ldots, 4$ as $S_{x x}=$ $\left(\begin{array}{ll}S_{11} & S_{12} \\ S_{21} & S_{22}\end{array}\right): q \times q, S_{x y}=\left(\begin{array}{ll}S_{13} & S_{14} \\ S_{23} & S_{24}\end{array}\right): q \times p, S_{y y}=\left(\begin{array}{ll}S_{33} & S_{34} \\ S_{43} & S_{44}\end{array}\right): p \times p, S_{11}: q_{1} \times q_{1}$, $S_{13}: q_{1} \times p_{1}, S_{33}: p_{1} \times p_{1}$ and $S_{i j}=S_{j i}^{\prime}$. (In the similar way, the submatrices of $\Sigma$ are defined.) Then the log-likelihood ratio of the model $(I, J)$ and the full model is given by [5] as

$$
\Lambda\left(I_{f}, J_{f} ; I, J\right)=N \log \left\{\left.\left|S_{22 \cdot 1}\right|\left|S_{44 \cdot 3}\right|| | \begin{array}{cc}
S_{22 \cdot 13} & S_{24 \cdot 13}  \tag{4.2}\\
S_{42 \cdot 13} & S_{44 \cdot 13}
\end{array} \right\rvert\,\right\},
$$

where

$$
\begin{gathered}
S_{i j \cdot 13}=S_{i j \cdot 1}-S_{i 3 \cdot 1} S_{33 \cdot 1}^{-1} S_{3 j \cdot 1}=S_{i j \cdot 3}-S_{i 1 \cdot 3} S_{11 \cdot 3}^{-1} S_{1 j \cdot 3} \\
S_{i j \cdot k}=S_{i j}-S_{i k} S_{k k}^{-1} S_{k j} .
\end{gathered}
$$

Define $\Sigma_{i j \cdot 13}$ and $\Sigma_{i j \cdot k}$ in the similar way.
If $I \supseteq I_{t}$ and $J \supseteq J_{t}$ or $q_{1} \geq q_{t}$ and $p_{1} \geq p_{t}$ then (4.1) is true, which yields ( $\Sigma_{41 \cdot 3}$, $\left.\Sigma_{42 \cdot 3}\right)=0$ and $\left(\Sigma_{23 \cdot 1}, \Sigma_{24 \cdot 1}\right)=0$. Hence, by the law of iterated logarithm, using $\ell_{N}=\sqrt{ }\left(N^{-1} \log \log N\right)$,

$$
\begin{aligned}
& N^{-1} S_{22 \cdot 1}=\Sigma_{22 \cdot 1}+\mathrm{O}\left(\ell_{N}\right), \quad \text { a.s., } \quad N^{-1} S_{44 \cdot 3}=\Sigma_{44 \cdot 3}+\mathrm{O}\left(\ell_{N}\right), \quad \text { a.s. } \\
& \begin{aligned}
N^{-1}\left(\begin{array}{cc}
S_{22 \cdot 13} & S_{24 \cdot 13} \\
S_{42 \cdot 13} & S_{44 \cdot 13}
\end{array}\right) & =\left(\begin{array}{cc}
\Sigma_{22 \cdot 13} & \Sigma_{24 \cdot 13} \\
\Sigma_{42 \cdot 13} & \Sigma_{44 \cdot 13}
\end{array}\right)+\mathrm{O}\left(\ell_{N}\right) \\
& =\left(\begin{array}{cc}
\Sigma_{22 \cdot 1} & 0 \\
0 & \Sigma_{44 \cdot 3}
\end{array}\right)+\mathrm{O}\left(\ell_{N}\right), \quad \text { a.s. }
\end{aligned}
\end{aligned}
$$

and

$$
\begin{align*}
\Lambda\left(I_{f}, J_{f} ; I, J\right) & =N \log \left\{\left|\Sigma_{22 \cdot 1}\right|\left|\Sigma_{44 \cdot 3}\right|\right.  \tag{4.3}\\
& =\mathrm{O}(\log \log N), \quad \text { a.s. }
\end{align*}
$$

If $q_{1}<q_{t}$ or $p_{1}<p_{t}$ (which implies $I \not \equiv I_{t}$ or $J \not \equiv J_{t}$ ), then $\left(\Sigma_{23 \cdot 1}, \Sigma_{24 \cdot 1}\right) \neq 0$ or $\left(\Sigma_{41 \cdot 3}, \Sigma_{42 \cdot 3}\right) \neq 0$. Hence, $\left|\Sigma_{22 \cdot 1}\right|\left|\Sigma_{44 \cdot 3}\right|>\left|\Sigma_{22 \cdot 31}\right|\left|\Sigma_{44 \cdot 13}\right|$. Therefore,

$$
\begin{align*}
\Lambda\left(I_{f}, J_{f} ; I, J\right) & =N \log \left\{\left|\Sigma_{22 \cdot 1}\right|\left|\Sigma_{44 \cdot 3}\right| /\left|\Sigma_{22 \cdot 13}\right|\left|\Sigma_{44 \cdot 13}\right|\right\}+\mathrm{O}(\log \log N)  \tag{4.4}\\
& =\mathrm{O}(N) \text { and } \longrightarrow+\infty, \quad(N \rightarrow \infty), \text { a.s. }
\end{align*}
$$

This discussion is applicable in the general case of $I \not \equiv I_{t}$ or $J \not \equiv J_{t}$. In this case let $I_{f}^{*}=I \cup I_{t}$ and $J_{f}^{*}=J \cup J_{t}$. When we restrict the variables of $\boldsymbol{x}$ and $\boldsymbol{y}$ as $x_{i}\left(i \in J_{f}^{*}\right)$, the true model remains $\left(I_{t}, J_{t}\right)$. Recalling the definition (4.2) and using (4.4), we get

$$
\Lambda\left(I_{f}, J_{f} ; I_{f}^{*}, J_{f}^{*}\right)=\mathrm{O}(\log \log N), \text { a.s. }
$$

$$
\Lambda\left(I_{f}^{*}, J_{f}^{*} ; I, J\right)=\mathrm{O}(N) \text { and } \Lambda\left(I_{f}^{*}, J_{f}^{*} ; I, J\right) \longrightarrow+\infty,(N \rightarrow \infty), \text { a.s. }
$$

Hence, if $I \not \equiv I_{t}$ or $J \not \equiv J_{t}$,

$$
\begin{equation*}
\Lambda\left(I_{f}, J_{f} ; I, J\right)=\Lambda\left(I_{f}, J_{f} ; I_{f}^{*}, J_{f}^{*}\right)+\Lambda\left(I_{f}^{*}, J_{f}^{*} ; I, J\right) \longrightarrow+\infty, \quad \text { a.s. } \tag{4.5}
\end{equation*}
$$

We hold the relations (4.3) and (4.5) under the assumption that $\boldsymbol{z}^{\prime}=\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}^{\prime}\right)$ has the finite variance-covariance matrix.

Now we define ( $\hat{I}_{N}, \hat{J}_{N}$ ), the selected model, which minimizes

$$
G_{N}(I, J)=\Lambda\left(I_{f}, J_{f} ; I, J\right)-(p q-\# I \# J) c_{N},
$$

and we propose an another procedure to select the model $\left(\tilde{I}_{N}, \tilde{J}_{N}\right)$ :

$$
\tilde{I}_{N}=\left\{i \in I_{f} \mid G_{N}\left(I_{-i}, J_{f}\right)>0\right\}, \quad \tilde{J}_{N}=\left\{j \in J_{f} \mid G_{N}\left(I_{f}, J_{-j}\right)>0\right\}
$$

where $I_{-i}=I_{f}-\{i\}$ and $J_{-j}=J_{f}-\{j\}$.
Combining (4.3) and (4.5), we obtain
Theorem 4.1. Let $\left\{\boldsymbol{z}_{\boldsymbol{i}}=\left(\boldsymbol{x}_{\boldsymbol{i}}^{\prime}, \boldsymbol{y}_{\boldsymbol{i}}^{\prime}\right)^{\prime} \mid i=1, \ldots, N, \ldots\right\}$ be i.i.d. with mean vector $\left(\boldsymbol{\mu}_{x}^{\prime}, \boldsymbol{\mu}_{y}^{\prime}\right)^{\prime}$ and variance-covariance matrix $\Sigma$. Then $\left(\hat{I}_{N}, \hat{J}_{N}\right)$ and $\left(\tilde{I}_{N}, \tilde{J}_{N}\right)$ are strongly consistent estimators of the true model $\left(I_{t}, J_{t}\right)$.

## 5. Proof of Lemma 2.1

To prove Lemma 2.1 it is sufficient to show that

$$
\begin{equation*}
\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{N}\right) e_{i}=\mathrm{O}(\sqrt{ }(N \log \log N)), \quad \text { a.s. } \tag{5.1}
\end{equation*}
$$

if (i) random variables $e_{1}, \ldots, e_{N}, \ldots$ are i.i.d. with $\mathrm{E} e_{1}=0, \mathrm{E} e_{1}^{2}=1$, (ii) $x_{1}, \ldots, x_{N}, \ldots$ satisfy $m \leq N^{-1} \sum_{i=1}^{N}\left(x_{i}-\bar{x}_{N}\right)^{2} \leq M$ for any $N \geq 2$ where $m$ and $M$ are positive constants and $\bar{x}_{N}=N^{-1} \sum_{i=1}^{N} x_{i}$, and (iii) for some $\gamma \in[2,3]$, (2.9) and (2.11) are satisfied.

To show (5.1) we shall prove
(5.2) $\quad \sum_{k=1}^{\infty} \mathrm{P}\left[\cup_{k}^{\dagger}\left\{\left(e_{1}, \ldots, e_{N}\right) \mid \sum_{i=1}^{N}\left(x_{i}-\bar{x}_{N}\right) e_{i}>C \sqrt{ }(N \log \log N)\right\}\right]<\infty$
for a constant $C$ such that $C>\sqrt{ } M / \sqrt{ } \log 2+\sqrt{ }(2 m)$, where $\cup_{k}^{\dagger}$ denotes unions with repsect to $N$ running through $2^{k-1}+1$ to $2^{k}$, i.e.,

$$
\cup_{k}^{t}=\cup_{2^{k-1<N \leq 2^{k}}}
$$

and $M$ appeared in (ii). If $2^{k-1}+1 \leq N \leq 2^{k}$,

$$
\left|\bar{x}_{k}^{*}-\bar{x}_{N}\right|=\left|N^{-1} \sum_{i=1}^{N}\left(\bar{x}_{k}^{*}-x_{i}\right)\right| \leq\left\{N^{-1} \sum_{i=1}^{N}\left(\bar{x}_{k}^{*}-x_{i}\right)^{2}\right\}^{1 / 2}<\sqrt{ }(2 M)
$$

where $\bar{x}_{k}^{*}=2^{-k} \sum_{i=1}^{2 k} x_{i}$. Hence ( $\bar{x}_{k}^{*}-\bar{x}_{N}$ ) is bounded and by the law of iterated logarithm, $\sum_{i=1}^{N} e_{i}=\mathrm{O}(\sqrt{ }(N \log \log N))$, a.s. Thus

$$
\left(\bar{x}_{k}^{*}-\bar{x}_{N}\right) \sum_{i=1}^{N} e_{i}=\mathrm{O}(\sqrt{ }(N \log \log N)), \quad \text { a.s. }
$$

Using the following trivial relation:

$$
\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{N}\right) e_{i}=\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{k}^{*}\right) e_{i}+\left(\bar{x}_{k}^{*}-\bar{x}_{N}\right) \sum_{i=1}^{N} e_{i}
$$

it is necessary to show

$$
\begin{equation*}
\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{k}^{*}\right) e_{i}=\mathrm{O}(\sqrt{ }(N \log \log N)) \quad \text { or } \quad \sum_{k=1}^{\infty} \mathrm{P}\left(E_{k}\right)<\infty \tag{5.3}
\end{equation*}
$$

where $E_{k}$ is the event $\cup_{k}^{\dagger}\left\{\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{k}^{*}\right) e_{i}>C 2^{k / 2} \sqrt{ } \log k\right\}$.
Define

$$
e_{i k}^{\prime}=\left\{\begin{array}{ll}
e_{i}, & \text { if }\left|e_{i}\right|<2^{k / 2}, \\
0, & \text { otherwise },
\end{array} \quad E_{k}^{\prime \prime}=\cup_{i=1}^{2^{k}}\left\{e_{i} \neq e_{i k}^{\prime}\right\}\right.
$$

and

$$
E_{k}^{\prime}=\cup_{k}^{\dagger}\left\{\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{k}^{*}\right) e_{i k}^{\prime} \geq C 2^{k / 2} \sqrt{ } \log k\right\}
$$

Then the event $E_{k}$ is a subset of the event $E_{k}^{\prime} \cup E_{k}^{\prime \prime}$, which implies

$$
\begin{equation*}
\mathrm{P}\left(E_{k}\right) \leq \mathrm{P}\left(E_{k}^{\prime}\right)+\mathrm{P}\left(E_{k}^{\prime \prime}\right) \tag{5.4}
\end{equation*}
$$

So,

$$
\begin{align*}
& \sum_{k=1}^{\infty} \mathrm{P}\left(E_{k}^{\prime \prime}\right)=\sum_{k=1}^{\infty} 2^{k} \mathrm{P}\left(e_{1} \neq e_{1 k}^{\prime}\right)=\sum_{k=1}^{\infty} 2^{k} \mathrm{P}\left(\left|e_{1}\right| \geq 2^{k / 2}\right)  \tag{5.5}\\
& \quad=\sum_{k=1}^{\infty} 2^{k} \sum_{\ell=k}^{\infty} \mathrm{P}\left[2^{\ell / 2} \leq\left|e_{1}\right|<2^{(\ell+1) / 2}\right] \\
& =\sum_{\ell=1}^{\infty} \mathrm{P}\left[2^{\ell / 2} \leq\left|e_{1}\right|<2^{(\ell+1) / 2}\right] \sum_{k=1}^{\ell} 2^{k} \\
& \leq \sum_{\ell=1}^{\infty} 2^{\ell+1} \mathrm{P}\left[2^{\ell / 2} \leq\left|e_{1}\right|<2^{(\ell+1) / 2}\right] \leq 2 \sum_{\ell=1}^{\infty} \mathrm{E}\left(e_{1}^{2} \chi_{\ell}\right) \leq 2 \mathrm{E} e_{1}^{2}=2,
\end{align*}
$$

where $\chi_{\ell}$ denotes the indicator function of the event $\left\{2^{\ell / 2} \leq\left|e_{1}\right|<2^{(\ell+1) / 2}\right\}$. Using the assumption $E e_{1}=0$, we have

$$
\left|\mathrm{E} e_{1 k}^{\prime}\right|=\left|\mathrm{E}\left(e_{1 k}^{\prime}-e_{1}\right)\right| \leq \mathrm{E}\left(\left|e_{1}\right| \tilde{\chi}_{k}\right) \leq 2^{-k / 2} \mathrm{E} e_{1}^{2}=2^{-k / 2}
$$

where $\tilde{\chi}_{k}$ denotes the indicator function of the event $\left\{\left|e_{1}\right| \geq 2^{k / 2}\right\}$. This relation yields

$$
\sum_{i=1}^{N}\left|x_{i}-\bar{x}_{k}^{*}\right|\left|E e_{i k}^{\prime}\right| \leq\left\{N \sum_{i=1}^{N}\left(x_{i}-\bar{x}_{k}^{*}\right)^{2}\right\}^{1 / 2} 2^{-k / 2} \leq 2^{k / 2} \sqrt{ } M
$$

for $2^{(k-1) / 2}<N \leq 2^{k / 2}$. Putting

$$
e_{i k}=e_{i k}^{\prime}-\mathrm{E} e_{i k}^{\prime} \quad \text { and } \quad t_{N}=\sum_{i=1}^{N}\left(x_{i}-\bar{x}_{k}^{*}\right) e_{i k}
$$

we obtain that for $k \geq 2$

$$
\begin{aligned}
\mathrm{P}\left(E_{k}^{\prime}\right) & \leq \mathrm{P}\left[\cup_{k}^{\dagger}\left\{t_{N} \geq C 2^{k / 2} \sqrt{ } \log k-\sum_{i=1}^{N}\left|x_{i}-\bar{x}_{k}^{*}\right|\left|E e_{i k}^{\prime}\right|\right\}\right] \\
& \leq \mathrm{P}\left[\cup_{k}^{\dagger}\left\{t_{N} \geq C 2^{k / 2} \sqrt{ } \log k-2^{k / 2} \sqrt{ } M\right\}\right] .
\end{aligned}
$$

If we take $C^{\prime}$ such that $C-\sqrt{ } M / \log 2>C^{\prime}>\sqrt{ }(2 m)$, the last formula is domainted by

$$
\mathrm{P}\left[\cup_{k}^{\dagger}\left\{t_{N} \geq C^{\prime} 2^{k / 2} \sqrt{ } \log k\right\}\right] \leq \mathrm{P}\left[\sum_{i=1}^{2^{k}}\left(x_{i}-\bar{x}_{k}^{*}\right) e_{i k} \geq C^{\prime} 2^{k / 2} \sqrt{ } \log k\right] .
$$

Further the last formula is evaluated by the inequality due to [3] using the relation $m 2^{k} \leq \sum_{i=1}^{2 k}\left(x_{i}-\bar{x}_{k}^{*}\right)^{2} \leq M 2^{k}$, we have

$$
\begin{equation*}
\mathrm{P}\left(E_{k}^{\prime}\right) \leq 2\left\{1-\Phi\left(C^{\prime \prime} \sqrt{ } \log k\right)\right\}+C_{0} R_{k} \tag{5.6}
\end{equation*}
$$

where $\Phi(x)$ is the standard normal distribution function, $C_{0}$ is a constant, $C^{\prime \prime}=$ $C^{\prime} / \sqrt{ } m>\sqrt{ } 2, C^{\prime \prime \prime}=C^{\prime} / \sqrt{ } M>0$ and

$$
R_{k}=\sum_{i=1}^{2 k}\left|x_{i}-\bar{x}_{k}^{*}\right|^{3} \mathrm{E}\left|e_{1 k}^{3}\right| 2^{-3 k / 2}\left(1+C^{\prime \prime \prime} \sqrt{ } \log k\right)^{-3} .
$$

Now employing the inequality $1-\Phi(x) \leq(2 \pi)^{-1 / 2} \exp \left(-x^{2} / 2\right)(x \geq 1)$, we get

$$
\begin{equation*}
\sum_{k=3}^{\infty}\left\{1-\Phi\left(C^{\prime \prime} \sqrt{ } \log k\right)\right\} \leq(2 \pi)^{-1 / 2} \sum_{k=3}^{\infty} k^{-C^{\prime \prime 2} / 2}<\infty \tag{5.7}
\end{equation*}
$$

because $C^{\prime \prime}>\sqrt{ } 2$. On the other hand, if $\gamma=3$, i.e., $\mathrm{E}\left|e_{1}^{3}\right|<\infty$, then

$$
\begin{gather*}
R_{k} \leq \Gamma \mathrm{E}\left|e_{1}^{3}\right| /\left[(\log 2) k\left\{1+C^{\prime \prime \prime} \sqrt{ } \log k\right\}^{3}\right]  \tag{5.8}\\
\sum_{k=2}^{\infty} R_{k} \leq C_{1} \sum_{k=2}^{\infty} 1 /(k \log k)<\infty
\end{gather*}
$$

where $C_{1}>0$ is a constant. If $2 \leq \gamma<3$, i.e., $\mathrm{E}\left|e_{1}\right|^{\gamma}<\infty$, then

$$
\begin{align*}
& R_{k} \leq \Gamma 2^{(\gamma-3) k / 2} \mathrm{E}\left|e_{1 k}^{3}\right|(\log k+\log \log 2)^{3 / 2} /\left(1+C^{\prime \prime \prime} \sqrt{ } \log k\right)^{3} \\
& \\
& \leq C_{2} 2^{-(3-\gamma) k / 2} \mathrm{E}\left|e_{1 k}^{3}\right|,  \tag{5.9}\\
& \sum_{k=1}^{\infty} R_{k} \leq C_{2} \sum_{k=1}^{\infty} 2^{-(3-\gamma) k / 2} \mathrm{E}\left|e_{1 k}^{3}\right| \\
& \\
& \quad \leq C_{2} \sum_{k=1}^{\infty} 2^{-(3-\gamma) k / 2}\left\{\sum_{\ell=1}^{k} \mathrm{E}\left(\left|e_{1}^{3}\right| \chi_{\ell-1}\right)+1\right\} \\
& \\
& \quad \leq C_{3} \sum_{\ell=1}^{\infty} 2^{-(3-\gamma) \ell / 2}\left\{\mathrm{E}\left(\left|e_{1}^{3}\right| \chi_{\ell-1}\right)+1\right\} \\
& \\
& \quad \leq C_{3} \sum_{\ell=1}^{\infty} \mathrm{E}\left(\left|e_{1}\right|^{\gamma} \chi_{\ell-1}\right)+C_{4} \leq C_{3} \mathrm{E}\left|e_{1}\right|^{\gamma}+C_{4}<\infty,
\end{align*}
$$

where the indicator function $\chi_{\ell-1}$ is used in (5.5) and $C_{2}, C_{3}, C_{4}$ are positive constants and $\Gamma$ is used in (2.11). Thus (5.7-9) yield that $\sum_{k=1}^{\infty} \mathrm{P}\left(E_{k}^{\prime}\right)<\infty$. This and (5.4-5) yield (5.2). Hence the proof is completed.
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