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#### Abstract

We construct some new rational solutions of the stationary axisymmetric Einstein equation.


## 0. Introduction

Our main objective in this paper is to construct a family of solutions of a field equation for $\sigma \in \operatorname{gl}\left(2, C\left[\left[t^{-1}, t, z\right]\right]\right)$ :

$$
\begin{equation*}
d *\left(t d \sigma \cdot \sigma^{-1}\right)=0 \tag{0.0}
\end{equation*}
$$

where $*$ denotes the Hodge operator with a Lorentz metric $(d t)^{2}-(d z)^{2}$ (i.e. $* d t=d z, * d z=d t$ ). This chiral model is the main part of the Einstein equation for a cyclindrical wave ansatz. Moreover, the equation of motion for the Ernst potential is written in a matrix form above. So the chiral model ( 0.0 ) is important in construction of exact vacuum gravitational fields, and much progress has been made on the inverse scattering method and universal Grassmann manifold approach [2], [3], [4], [5], [6].

Here, we seek solutions of (0.0) by a dressing method. Taking account of $d *\left(t d \log t^{s}\right)=0$, we consider an ansatz $\sigma=\tau \cdot \operatorname{deg}\left(t^{s_{1}}, t^{s_{2}}\right)$ with $\tau \in$ $G L(2, C[[t, z]])$ and $s_{1}, s_{2} \in Z$. If $\sigma$ satisfies ( 0.0 ) and $c$ is a constant matrix, then $\sigma \cdot t^{s}$ and $c^{-1} \cdot \sigma \cdot c$ also satisfy ( 0.0 ). Hence we may assume that $s_{1} \geq 0$ and $s_{2}=0$, without loss of generality. We are mainly concerned with this ansatz, and we investigate its solutions in a group-theoretic viewpoint.

Let $A=C[[t, z]]$. For $a \in A$, we set ord $a=\sup \left\{k \in Z ; a \in(A t+A z)^{k}\right\}$. Let $\mathscr{A}$ denote an algebra $\left\{a=\sum a_{n} \lambda^{n} \in A\left[\left[\lambda, \lambda^{-1}\right]\right]\right.$; ord $\left.a_{n}+n \geq 0\right\}$. If $\psi=$ $\sum \psi_{n} \lambda^{n} \in \mathfrak{g l}(2, \mathscr{A})$ and $\psi_{0} \in G L(2, A)$, then $\psi$ has a unique decomposition $\psi=$ $\psi^{-} \cdot \psi^{+}$with $\psi^{-}=1+\sum_{k<0} \psi_{k}^{-} \lambda^{k}$ and $\psi^{+}=\sum_{k \geq 0} \psi_{k}^{+} \lambda^{k}$ ([10]). We refer to this as the Birkhoff decomposition. Then we can construct a solution of (0.0) as follows.

Theorem 0.0. Let $s \in Z_{+}, \phi \in G L(2, C[[x]])$ and assume that $\phi_{12}, \phi_{21} \in$

[^0]$C[[x]] x^{s}$. We set
\[

\psi=\left[$$
\begin{array}{cc}
\phi_{11}(\xi) & \lambda^{s} \phi_{12}(\xi) \\
\lambda^{-s} \phi_{21}(\xi) & \phi_{22}(\xi)
\end{array}
$$\right],
\]

with $\xi=\lambda+2 z+t^{2} / \lambda$. Let $\psi=X_{-}^{-1} X_{+}$be the Birkhoff decomposition and set $\tau=X_{+}(t, z, 0)$. Then $\sigma=\tau \cdot \operatorname{diag}\left(t^{2 s}, 1\right)$ is a solution of ( 0.0 ).

If the entries of $\phi$ are polynomials, then we get easily $X_{+}$by solving finite-dimensional linear algebraic equations over a field of rational functions $C(t, z)$ (see §2). Consequently, we see that the entires of $\sigma$ are rational functions of $t$ and $z$.

In $\S 1$, we give a proof of the theorem above and a characterization of our solutions. A main observation in our approach is to find their behavior at $t=0$. In $\S 2$, we construct some exact solutions of the Einstein vacuum field equations.

## 1. Ansatz

To begin with, we derive a field equation of our ansatz for (0.0). Let $\tau \in G L(2, C[[t, z]])$ and set $\sigma=\tau \cdot h$ with $h=\operatorname{diag}\left(t^{s}, 1\right)$. Then (0.0) is rewritten as:

$$
\begin{equation*}
\partial^{i}\left(t \partial_{i} \tau \cdot \tau^{-1}\right)+\partial_{t}\left(\tau S \tau^{-1}\right)=0 \tag{1.0}
\end{equation*}
$$

where $\partial^{1}=\partial_{1}=\partial_{t},-\partial^{2}=\partial_{2}=\partial_{z}$, and $S=\operatorname{diag}(s, 0)$. Let $\vartheta$ denote $t \partial_{t}$. Then the equation above is equivalent to

$$
\begin{equation*}
\vartheta^{2} \tau-\vartheta \tau \cdot \tau^{-1} \vartheta \tau-t^{2}\left(\partial_{z}^{2} \tau-\partial_{z} \tau \cdot \tau^{-1} \partial_{z} \tau\right)+\vartheta \tau S-\tau S \tau^{-1} \vartheta \tau=0 . \tag{1.1}
\end{equation*}
$$

For $\tau \in G L(2, C[[t, z]])$, we set $\tau=\sum_{k \geq 0} \tau_{k} t^{k}$ with $\tau_{k} \in \mathfrak{g l}(2, C[[z]])$. If $\tau$ satisfies (1.1), we have

$$
k^{2} \tau_{k}+k \tau_{k} S-\tau_{0} S \tau_{0}^{-1} k \tau_{k}+\left\langle\tau_{i} ; i<k\right\rangle=0
$$

where $\left\langle\tau_{i} ; i<k\right\rangle \in \mathfrak{g l}(2, C[[z]])$ denotes an element which depends only on $\left\{\tau_{i} ; i<k\right\}$. Putting

$$
\left[\begin{array}{ll}
a_{k} & b_{k} \\
c_{k} & d_{k}
\end{array}\right]=\tau_{0}^{-1} \tau_{k}
$$

we see that

$$
\left[\begin{array}{cc}
k^{2} a_{k} & \left(k^{2}-k s\right) b_{k}  \tag{1.2}\\
\left(k^{2}+k s\right) c_{k} & k^{2} d_{k}
\end{array}\right]+\left\langle\tau_{i} ; i<k\right\rangle=0
$$

Therefore if $s$ is not an integer, we see that all $\tau_{k}(k>0)$ are determined by $\tau_{0}$. But since $s$ is now a non-negative integer, the equation (1.2) becomes a constraint for $\tau_{0}$ if $k=s>0$. To avoid this difficulty, we introduce a special class of solutions. Let $\mathscr{B}$ denote the subalgebra of $\mathfrak{g l}(2, C[[z]])$ consisting of elements whose ( 1,2 )-components are zero. Then it is easy to see that $\tau_{i} \in \mathscr{B}$ for $i<s$ if $\tau_{0} \in \mathscr{B}$. Hence we have

Lemma 1.1. Let $s \in Z_{+}$and $\tau_{0} \in G L(2, C[[z]])$. We assume that (1) $s>0$, $\tau_{0} \in \mathscr{B}$, or (2) $s=0$. Then $\tau_{0}$ and the (1,2)-component of $\tau_{s}$ uniquely determine a solution $\tau \in G L(2, C[[t, z]])$ of (1.1).

This simple fact plays an important role in a characterization of our solutions.
Proof of Theorem 0.0. Let $W_{-}=X_{-} H_{-}$and $W_{+}=X_{+} H_{+}$with $H_{-}=$ $\operatorname{diag}\left(\left(1+2 z / \lambda+t^{2} / \lambda^{2}\right)^{-s}, 1\right)$ and $H_{+}=\operatorname{diag}\left(\left(\lambda^{2}+2 z \lambda+t^{2}\right)^{s}, 1\right)$. Then

$$
w=W_{-}^{-1} W_{+}=H_{-}^{-1} \psi H_{+}=\left[\begin{array}{cc}
\xi^{2 s} \phi_{11}(\xi) & \xi^{s} \phi_{12}(\xi) \\
\xi^{s} \phi_{21}(\xi) & \phi_{22}(\xi)
\end{array}\right] .
$$

We note that $D_{i} \xi=0(i=1,2)$ for $D_{1}=t \partial_{t}-\lambda \partial_{z}+2 \lambda \partial_{\lambda}, D_{2}=t \partial_{z}-\lambda \partial_{t}$, and $\xi=\lambda+2 z+t^{2} / \lambda$. Hence $D_{i} w=0(i=1,2)$. Since $D_{i} W_{+}=D_{i} W_{-} \cdot w$, we see that

$$
\begin{aligned}
D_{i} X_{+} \cdot H_{+}+X_{+} D_{i} H_{+} & =\left(D_{i} X_{-} \cdot H_{-}+X_{-} D_{i} H_{-}\right) H_{-}^{-1} X_{-}^{-1} X_{+} H_{+} \\
D_{i} X_{+}+X_{+} S_{i} & =\left(D_{i} X_{-}+X_{-} S_{i}\right) X_{-}^{-1} X_{+},
\end{aligned}
$$

where $S_{1}=D_{1} H_{ \pm} \cdot H_{ \pm}^{-1}=\operatorname{diag}(2 s, 1)$ and $S_{2}=D_{2} H_{ \pm} \cdot H_{ \pm}^{-1}=0$. Hence

$$
D_{i} X_{+} \cdot X_{+}^{-1}+X_{+} S_{i} X_{+}^{-1}=D_{i} X_{-} \cdot X_{-}^{-1}+X_{-} S_{i} X_{-}^{-1}
$$

Therefore the both side terms of the equality above are independent of $\lambda$. Comparing the coefficients of $\lambda^{0}$, we have

$$
\begin{aligned}
t \partial_{t} \tau \cdot \tau^{-1}+\tau S_{1} \tau^{-1} & =-\partial_{z} X_{-1}+S_{1}, \\
t \partial_{z} \tau \cdot \tau^{-1} & =-\partial_{t} X_{-1},
\end{aligned}
$$

where $\tau=X_{+}(t, z, 0)$. This implies that $\tau$ satisfies (1.0). Hence $\sigma=\tau$. $\operatorname{diag}\left(t^{2 s}, 1\right)$ is a solution of the chiral model (0.0).

In the rest of this section, we investigate $\tau_{0}$ and the (1,2)-component of $\tau_{2 s}$ for the solution $\tau$ constructed in Theorem 0.0 . We note that $G L(2, C[[x]])=S L(2, C[[x]]) \cdot G L(1, C[[x]])$ and $\operatorname{det} \psi=\operatorname{det} \phi(\xi)$. Also the Birkhoff decomposition of an element $f$ of $G L(1, \mathscr{A})$ is reduced to the Laurent decomposition of $\log f$. So it is enough to consider the case: $\phi \in S L(2, C[[x]])$.

Let $\psi=X_{-}^{-1} X_{+}$be the Birkhoff decomposition. We set $N=X_{-}^{-1}$ and
$P=X_{+}^{-1}$. First we examine $P_{12}$ and $P_{22}$. Because $\psi_{12}=\sum \partial_{x}^{k} \phi_{12}(2 z+\lambda)$. $t^{2 k} \lambda^{s-k} / k$ !, we see that $\psi_{12}$ is holomorphic in $\lambda \bmod t^{2 s+1}$. For an element $a=\sum a_{n} \lambda^{n} \in \sum C[[t, z]] \lambda^{n}$, we set $a_{+}=\sum_{n \geq 0} a_{n} \lambda^{n}$. Then $\psi P=N$ implies that

$$
\left(\psi_{11} P_{12}\right)_{+}+\psi_{12} P_{22}=0 \quad \bmod t^{2 s+1}
$$

We expand $\psi_{11}=\sum \psi_{11, k} t^{2 k}, \quad P_{12}=\sum P_{12, k} t^{2 k}$ and $\psi_{12} P_{22}=\sum \partial_{x}^{k} \phi(2 z+\lambda)$. $t^{2 k} \lambda^{s-k} / k!\cdot P_{22}=\sum b_{k} t^{2 k}$. Then $\psi_{11, k}=\partial_{x}^{k} \phi_{11}(2 z+\lambda) \lambda^{-k} / k!$ and $b_{k} \in$ $\lambda^{s-k} C[[z, \lambda]]$. Also we have

$$
\sum_{0 \leq j \leq k} \psi_{11, j} P_{12, k-j}+b_{k}=0 \quad(k=0, \ldots, s) .
$$

Accordingly, we see that $P_{12, k} \in \lambda^{s-k} C[[z, \lambda]]$ by induction. Therefore, setting $c_{k}=\lim _{\lambda \rightarrow 0} b_{k} \lambda^{k-s}=\partial_{x}^{k} \phi_{12}(2 z) / k!\cdot P_{22}(0, z, 0)$ and $p_{k}=\lim _{\lambda \rightarrow 0} P_{12, k} \lambda^{k-s}$, we have

$$
\sum_{0 \leq j \leq k} \partial_{x}^{j} \phi_{11}(2 z) / j!\cdot p_{k-j}+c_{k}=0
$$

From this, we can deduce an explicit expression for $p_{k}$.
Lemma 1.2. $\quad p_{k}=-\left(\phi_{11} \partial_{x}^{k}\left(\phi_{12} / \phi_{11}\right) / k!\right)_{x=2 z}$.
Proof. If we put $t=0$ and $\lambda=0$, then we have $\phi_{11} p_{0}+\phi_{12} P_{22}=0$. Also $\psi_{21} P_{12}+\psi_{22} P_{22}=N_{22}$ implies that $\phi_{21} p_{0}+\phi_{22} P_{22}=1$. Since det $\phi=1$, we see that $p_{0}=-\phi_{12}$ and $P_{22}=\phi_{11}$. Hence

$$
\sum_{0 \leq j \leq k} \partial_{x}^{j} \phi_{11} \cdot p_{k-j} / j!+\partial_{x}^{k} \phi_{12} \cdot \phi_{11} / k!=0
$$

Therefore we have inductively

$$
\phi_{11} p_{k}-\sum_{1 \leq j \leq k} \partial_{x}^{j} \phi_{11} \cdot \phi_{11}{ }^{1} \partial_{x}^{k-j} v /(k-j)!j!+\partial_{x}^{k} \phi_{12} \phi_{11} / k!=0
$$

where $v=\phi_{12} / \phi_{11}$. Since $\partial_{x}^{k} \phi_{12}=\partial_{x}^{k}\left(\phi_{11} v\right)=\sum_{0 \leq j \leq k} \partial_{x}^{j} \phi_{11} \partial_{x}^{k-j} v k!/(k-j)!j!$, we see that

$$
\phi_{11} p_{k}+\phi_{11}^{2} \partial_{x}^{k} v / k!=0
$$

Hence we complete the proof by induction.
Next we examine $P_{11}$ and $P_{21}$. Assume that $s>0$. Then $\psi_{11} P_{11}+$ $\psi_{12} P_{21}=N_{11}$ implies that if $t=0$ and $\lambda=0$, then

$$
\begin{gathered}
\psi_{11} P_{11}=1, \quad\left(\psi_{11} P_{11}\right)_{k}=0, \quad(0<k<s), \\
\\
\left(\psi_{11} P_{11}\right)_{s}+\phi_{12} P_{21}=0,
\end{gathered}
$$

where $(\cdots)_{k}$ denotes the coefficient of $\lambda^{k}$. Hence for $k \leq s$,

$$
\partial_{\lambda}^{k} P_{11}=\partial_{\lambda}^{k}\left(\psi_{11} P_{11} / \psi_{11}\right)=\partial_{\lambda}^{k}\left(\psi_{11} P_{11}\right) / \psi_{11}+\psi_{11} P_{11} \partial_{\lambda}^{k}\left(1 / \psi_{11}\right) .
$$

In particular for $k<s$,

$$
\partial_{\lambda}^{k} P_{11}=\partial_{\lambda}^{k}\left(1 / \psi_{11}\right)
$$

Since $\partial_{\lambda}^{s}\left(\psi_{11} P_{11}\right) / s!+\phi_{12} P_{12}=0$, we have

$$
\psi_{11} \partial_{\lambda}^{s} P_{11} / s!+A+\phi_{12} P_{21}=0
$$

where $A=\sum_{j=1}^{s} \partial_{\lambda}^{j} \psi_{11} \partial_{\lambda}^{s-j}\left(1 / \psi_{11}\right) / j!(s-j)!=-\psi_{11} \partial_{\lambda}^{s}\left(1 / \psi_{11}\right) / s!$.
Also $\psi_{21} P_{11}+\psi_{22} P_{21}=N_{21}$ implies that $\left(\phi_{21} P_{11}\right)_{s}+\psi_{22} P_{21}=0$. Therefore

$$
\phi_{21} \partial_{\lambda}^{s} P_{11} / s!+B+\psi_{22} P_{21}=0
$$

with $B=\sum_{0<j \leq s} \partial_{\lambda}^{j} \phi_{21} \partial_{\lambda}^{s-j}\left(1 / \psi_{11}\right) / j!(s-j)!=\partial_{\lambda}^{s}\left(\phi_{21} / \psi_{11}\right) / s!-\phi_{21} \partial_{\lambda}^{s}\left(1 / \psi_{11}\right) / s!$.
Using $\operatorname{det} \phi=1$, we see that

$$
P_{21}=\phi_{21} A-\psi_{11} B=-\psi_{11} \partial_{\lambda}^{s}\left(\phi_{21} / \phi_{11}\right) / s!
$$

In the case $s=0$, setting $t=\lambda=0$, we have $\psi_{11} P_{11}+\psi_{12} P_{21}=1$, $\psi_{12} P_{11}+\psi_{22} P_{21}=0$. Therefore $P_{21}=-\psi_{21}$ and $P_{11}=\psi_{22}$.

Since $P(t, z, 0)=\tau^{-1}$, we obtain
Theorem 1.3. Let $s \in Z_{+}$and $\phi \in S L(2, C[[x]])$ with $\phi_{12}, \phi_{21} \in C[[x]] x^{s}$. Let $\tau$ be the solution of (1.1) constructed from $\phi$ by the group-theoretic method. Then

Case (1) $s>0$ :

$$
\begin{aligned}
\tau(0, z) & =\left[\begin{array}{cc}
\phi_{11} & 0 \\
\phi_{11} \partial_{x}^{s}\left(\phi_{21} / \phi_{11}\right) / s! & 1 / \phi_{11}
\end{array}\right]_{x=2 x} \\
\tau_{12} & =t^{2 s} \phi_{11} \partial_{x}^{s}\left(\phi_{12} / \phi_{11}\right) /\left.s!\right|_{x=2 z}+o\left(t^{2 s}\right)
\end{aligned}
$$

Case (2) $s=0$ :

$$
\tau(0, z)=\left[\begin{array}{ll}
\phi_{11} & \phi_{12} \\
\phi_{21} & \phi_{22}
\end{array}\right]_{x=2 x}
$$

Corollary 1.4. If $\phi$ is symmetric, so is the solution $\sigma=\tau \cdot \operatorname{diag}\left(t^{2 s}, 1\right)$.
Proof. Note that ${ }^{t} \sigma$ is also a solution of (0.0). Let $\chi={ }^{t} \sigma \operatorname{diag}\left(t^{-2 s}, 1\right)$. Then $\chi_{12}=\tau_{21} t^{2 s}$ and $\chi_{21}=\tau_{12} t^{-2 s}$. Hence Lemma 1.1 implies that $\chi=\tau$.

Also we can state a characterization of the solutions obtained by our group-theoretic method.

Proposition 1.5. Let $s \in Z_{+}, \tau \in G L(2, C[[t, z]])$, and let $\sigma=\tau \cdot \operatorname{diag}\left(t^{2 s}, 1\right)$ be a solution of the chiral model (0.0). If (1) $s>0$ and $\tau_{0} \in \mathscr{B}$, or if (2) $s=0$,
then $\tau$ is constructed from a suitable $\phi \in G L(2, C[[x]])$ by the method as in Theorem 0.0.

## 2. Applications

Let $\phi \in G L(2, C[x])$ with $\phi_{12}, \phi_{21} \in C[x] x^{s}$. Define $\psi$ as in Theorem 0.0 and let $\psi=X_{-}^{-1} X_{+}$be the Birkhoff decomposition. We set

$$
X_{-}=1_{2}+\sum_{i<0} X_{i} \lambda^{i}
$$

and

$$
\psi=\sum_{-m \leq i \leq m} \psi_{i} \lambda^{i} .
$$

Since the entires of $X_{-}=X_{+} \psi^{-1}$ and $\psi^{-1}$ are Laurent polynomials in $\lambda$, we see that $X_{i}=0$ for $i<-m$. Also $X_{+}=X_{-} \psi=\sum\left(X_{-} \psi\right)_{i} \lambda^{i}$ implies that $\left(X_{-} \psi\right)_{i}=0$ for $i<0$. Therefore we have

$$
\begin{equation*}
\psi_{-i}+\sum_{1 \leq j \leq m} X_{-j} \psi_{j-i}=0, \quad i=1,2, \ldots, m . \tag{2.0}
\end{equation*}
$$

Hence for a solution $X_{-i}, i=1, \ldots, m$ of the linear algebraic equation (2.0), setting

$$
\tau=\psi_{0}+\sum_{1 \leq j \leq m} X_{-j} \psi_{j},
$$

we get a solution $\sigma=\tau \cdot \operatorname{diag}\left(t^{2 s}, 1\right)$ for the chiral model ( 0.0 ).
In the rest of this section, we construct some vacuum gravitational fields.
Let $s=1$ and $g(\rho, z)=\sigma(i \rho, z)$. Then $g$ satisfies

$$
d\left(\rho * d g \cdot g^{-1}\right)=0
$$

where $* d \rho=d z, * d z=-d \rho$. Hence if we can solve

$$
\partial_{\rho} \log f=-1 / \rho+\operatorname{Tr}\left(U^{2}-V^{2}\right) / 4 \rho, \quad \partial_{z} \log f=\operatorname{Tr}(U V) / 2 \rho
$$

with $U=\rho \partial_{\rho} g \cdot g^{-1}$ and $V=\rho \partial_{z} g \cdot g^{-1}$, we obtain a stationary axially symmetric Einstein field:

$$
d s^{2}=g_{a b} d x^{a} d x^{b}-f\left(d \rho^{2}+d z^{2}\right)
$$

(cf. [3]).
EXAMPLE 2.0. Let $u=a x+b x^{2}+c x^{3}$ and $\phi=\left[\begin{array}{cc}1 & u \\ u & 1+u^{2}\end{array}\right] \in G L(2, C[x])$. Then we have the following:

$$
\begin{aligned}
g_{a b}= & h_{a b} / f, \\
f= & 1+b^{2} \rho^{4}-2 c^{2} \rho^{6}+c^{4} \rho^{12}+12 b c \rho^{4} z+36 c^{2} \rho^{4} z^{2}, \\
h_{11}= & -\rho^{2}+c^{2} \rho^{8}, \\
h_{12}= & h_{21}=-\rho^{2}\left(a-3 c \rho^{2}+b^{2} c \rho^{6}-a c^{2} \rho^{6}+3 c^{3} \rho^{8}+4 b z+8 b c^{2} \rho^{6} z\right. \\
& \left.+12 c z^{2}+24 c^{3} \rho^{6} z^{2}\right), \\
h_{22}= & \left(-1-a \rho+4 c \rho^{3}-b^{2} \rho^{4}+a c \rho^{4}-2 c^{2} \rho^{6}-c^{3} \rho^{9}-4 b \rho z-8 b c \rho^{4} z\right. \\
& \left.-12 c \rho z^{2}-24 c^{2} \rho^{4} z^{2}\right)\left(-1+a \rho-4 c \rho^{3}-b^{2} \rho^{4}+a c \rho^{4}-2 c^{2} \rho^{6}\right. \\
& \left.+c^{3} \rho^{9}+4 b \rho z-8 b c \rho^{4} z+12 c \rho z^{2}-24 c^{2} \rho^{4} z^{2}\right) .
\end{aligned}
$$

Finally we consider the Weyl's static axially symmetric solution:

$$
d s^{2}=e^{v} d t^{2}-\rho^{2} e^{-v} d \varphi^{2}-e^{\nu-v}\left(d \rho^{2}+d z^{2}\right)
$$

Then the field equations are
(a) $\left(\rho \partial_{\rho}\right)^{2} v+\rho^{2} \partial_{z}^{2} v=0$,
(b) $\gamma_{\rho}=\rho\left(\left(\partial_{\rho} v\right)^{2}-\left(\partial_{z} v\right)^{2}\right) / 2, \gamma_{z}=\rho \partial_{\rho} v \cdot \partial_{z} v$.

Here we notice that the equation (a) is the axially symmetric Laplace equation. Then our proof of Theorem 0.0 implies

Proposition 2.1. For $v \in C[[x]]$, the constant term $v$ of the Laurent expansion of $v\left(\lambda+2 z-\rho^{2} / \lambda\right)$ is a solution of (a).
Also setting $\bar{\partial}=\left(\partial_{\rho}+i \partial_{z}\right) / 2$, we can rewrite (b) as

$$
\bar{\partial} \gamma=\rho(\bar{\partial} v)^{2}
$$

For $\phi(x)=x+2 m$, we set $\psi=\phi\left(\lambda+2 z+t^{2} / \lambda\right)$. Let $\psi=X_{-}^{-1} X_{+}$be the Birkhoff decomposition. Since $X_{-}^{-1}=\psi X_{+}^{-1}$, we have $\lambda X_{-}^{-1} \in C[[t, z, \lambda]]$. So we can set $X_{-}^{-1}=1-a / \lambda$ with $a \in[[t, z]]$. Then $X_{-} \psi \in C[[t, z, \lambda]]$ implies that $a^{2}+2(z+m)+t^{2}=0$. Hence $a=-(z+m)+\sqrt{(z+m)^{2}-t^{2}}$, and

$$
X_{+}(t, z, 0)=2(z+m)+a=(z+m)+\sqrt{(z+m)^{2}-t^{2}} .
$$

Let $\mu=(z+m)+\sqrt{(z+m)^{2}+\rho^{2}}$. Then $v=-\log \mu$ is a solution of (a). We note that $\partial_{z} \mu=2 \mu^{2} /\left(\mu^{2}+\rho^{2}\right)$ and $\partial_{\rho} \mu=2 \mu \rho /\left(\mu^{2}+\rho^{2}\right)$. Thus

$$
\bar{\partial} \log \mu=\frac{1}{\rho-i \mu}
$$

It is now ready to construct a generalized multi-Schwarzschild solution (cf. [3]). Let $m_{i}(i=1, \ldots, n)$ be distinct real numbers. We set $\mu_{i}=\left(z+m_{i}\right)+$ $\sqrt{\left(z+m_{i}\right)^{2}+\rho^{2}}$ and $v_{i}=\log \mu_{i}$. Then for real numbers $a_{i}(i=1, \ldots, n)$,

$$
v=\sum_{i=1}^{n} a_{i} v_{i}
$$

is a solution of (a). A direct computation shows that

$$
\begin{gathered}
2 \bar{\partial} \log \mu-\bar{\partial} \log \left(\mu^{2}+\rho^{2}\right)=\frac{\rho}{(\rho-i \mu)^{2}} \\
\bar{\partial} \log \left(\mu_{i}-\mu_{j}\right)=\frac{\rho}{\left(\rho-i \mu_{i}\right)\left(\rho-i \mu_{j}\right)}
\end{gathered}
$$

Hence

$$
\gamma=\sum_{i=1}^{n} a_{i}^{2} \log \left(\frac{\mu_{i}^{2}}{\mu_{i}^{2}+\rho^{2}}\right)+\sum_{i<j} 2 a_{i} a_{j} \log \left(\mu_{i}-\mu_{j}\right)
$$

satisfies $\bar{\partial} \gamma=\rho(\bar{\partial} v)^{2}$.
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