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De Finetti’s theorem, also called the de Finetti–Hewitt–Savage theorem, is a foundational result in probability
and statistics. Roughly, it says that an infinite sequence of exchangeable random variables can always be written
as a mixture of independent and identically distributed (i.i.d.) sequences of random variables. In this paper, we
consider a weighted generalization of exchangeability that allows for weight functions to modify the individual
distributions of the random variables along the sequence, provided that – modulo these weight functions – there is
still some common exchangeable base measure. We study conditions under which a de Finetti-type representation
exists for weighted exchangeable sequences, as a mixture of distributions which satisfy a weighted form of the
i.i.d. property. Our approach establishes a nested family of conditions that lead to weighted extensions of other
well-known related results as well, in particular, extensions of the zero-one law and the law of large numbers.
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1. Introduction

Nearly 100 years ago, de Finetti (1929) established a result that connects an infinite exchangeable
sequence of binary random variables to a mixture of i.i.d. sequences of binary random variables. De
Finetti’s result says that X1,X2, . . . ∈ {0,1} are exchangeable if and only if a draw from their joint
distribution can be equivalently represented as:

sample p ∼ μ, then draw X1,X2, . . .
i.i.d.
∼ Bernoulli(p),

for some distribution μ on [0,1]. In other words, any infinite exchangeable binary sequence can be
represented as a mixture of i.i.d. Bernoulli sequences.

This result has been extended well beyond the binary case, to a general space X, due to work by de
Finetti and others, most notably Hewitt and Savage (1955). The more general result is known as the de
Finetti–Hewitt–Savage theorem, but is also often simply called de Finetti’s theorem. It says that, under
fairly mild assumptions on X, any infinite exchangeable sequence X1,X2, . . . ∈ X can be represented as a
mixture of i.i.d. sequences. See Theorem 1 below for a formal statement, and the paragraphs that follow
for more references and discussion of the history of contributions in this area. De Finetti’s theorem is
widely considered to be of foundational importance in probability and statistics. Many authors also
view it as a central point of motivation for Bayesian inference; e.g., see Schervish (2012) for additional
background on the role de Finetti’s theorem plays in statistical theory and methodology.

Some authors have also studied a weighted notion of exchangeability. This was considered by Lau-
ritzen (1988) in the binary case X = {0,1}, and by Tibshirani et al. (2019) for general X in the context
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of predictive inference under distribution shift. For example, in the case of continuously-distributed
and real-valued random variables X1, . . . ,Xn, we say (following Tibshirani et al. (2019)) that their dis-
tribution is weighted exchangeable with respect to given weight functions λ1, . . . ,λn if the joint density
fn of X1, . . . ,Xn factorizes as

fn(x1, . . . , xn) =

(
n∏
i=1

λi(xi)

)
· gn(x1, . . . , xn), for x1, . . . , xn ∈ R,

for a function gn that is symmetric, i.e., invariant to any permutation of its arguments. Note that if
instead fn itself is symmetric (equivalently, if the above holds with all constant weight functions λi ≡ 1),
then this reduces to the ordinary (unweighted) notion of exchangeability. The definition of weighted
exchangeability can be extended to infinite sequences in the usual way: by requiring that the joint
distribution of each finite subsequence of random variables be weighted exchangeable as per the above.
It also extends beyond continuously-distributed, real-valued random variables. See Definitions 3 and 4
for the formal details.

In light of what de Finetti’s theorem teaches us about exchangeable distributions, it is natural to ask
whether infinite weighted exchangeable distributions have an analogous property: to put it informally,
can an infinite weighted exchangeable sequence be represented as a mixture of infinite weighted i.i.d.
(i.e., weighted exchangeable and mutually independent) sequences?

It turns out that the weight functions λ1,λ2, . . . play a critical role in determining whether or not this
is true, and a central question in this paper is:1

Q1. Which sequences of weight functions lead to a generalized de Finetti representation?

Rather than trying to answer the above question on its own, we find it interesting to embed it into a
larger problem of comparing the answers to three questions – Q1, and the following two questions,
on weighted extensions of two other well-known results in the i.i.d. case, namely, the zero-one law
(Theorem 2) and the law of large numbers (Theorem 3):

Q2. Which sequences of weight functions lead to a generalized zero-one law?
Q3. Which sequences of weight functions lead to a generalized law of large numbers?

Our main result, in Theorem 4 below, relates questions Q1–Q3. In short we show that “answers to Q1”
(weight functions leading to a de Finetti-type representation) are a subset of “answers to Q2”, which
are themselves a subset of “answers to Q3”. We also provide complementary necessary and sufficient
conditions.

General assumptions and notation.
Throughout this paper, we will work in a space X that we assume is a separable complete metric

space (this certainly includes, for example, any finite-dimensional Euclidean space, X = Rd). We de-
note the Borel σ-algebra of X by B(X). Under these assumptions, we call X, equipped with its Borel
σ-algebra B(X), a standard Borel space.

We write Xn =X×· · ·×X (n fold) and X∞ =X×X×· · · for the finite and countably infinite product
spaces, respectively, and B(Xn) and B(X∞) for their respective Borel σ-algebras. We note that since
X is a standard Borel space, it is second countable, which means it has a countable base. This implies
(among other important facts) that the countable product X∞ is also a standard Borel space, and B(X∞)

is generated by the product of individual Borel σ-algebras B(X) × B(X) × · · · (e.g., see Lemma 6.4.2
part (ii) in Bogachev (2007)). This same property is of course also true for finite products.

1As we will describe later, this question was already answered by Lauritzen (1988) for the binary case X = {0, 1}.
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For a measure Q on X∞ and any n ≥ 1, we use Qn for the associated marginal measure on Xn,

Qn(A) =Q(A×X ×X × · · · ), for A ∈ B(Xn).

We use MX to denote the set of measures on X.2 This is itself a measure space, with a σ-algebra
generated by sets of the form {P ∈MX : P(A) ≤ t}, for A ∈ B(X) and t ≥ 0. We use PX ⊆MX to
denote the set of distributions on X, that is, PX = {P ∈MX : P(X) = 1}. For P ∈ PX , we write Pn =

P × P × · · · × P (n fold) and P∞ = P × P × · · · for the finite and countably infinite product distributions
on Xn and X∞, respectively; so that writing (X1,X2, . . .) ∼ P∞ is the same as writing X1,X2, . . .

i.i.d.
∼ P,

and similarly for Pn. We use δx to denote the distribution defined by a point mass at any given x ∈ X.
Finally, we use a.s.

= and
a.s.
→ to denote almost sure equality and almost sure convergence, respectively.

2. Exchangeability and weighted exchangeability

Exchangeability is a property of a sequence of random variables that expresses the notion, roughly
speaking, that the sequence is “equally likely to appear in any order”. For a distribution on a finite
sequence (X1, . . . ,Xn) ∈ Xn, or more generally, for a measure on Xn, we can define this property in
terms of invariance to permutations, as follows.3

Definition 1 (Finite exchangeability). A measure Q on Xn is called exchangeable provided that, for
all A1, . . . ,An ∈ B(X),

Q(A1 × · · · × An) =Q(Aσ(1) × · · · × Aσ(n)), for all σ ∈ Sn,

where Sn is the set of permutations on [n] = {1, . . . ,n}.

This definition can be extended to a distribution on an infinite sequence (X1,X2, . . .) ∈ X∞, or more
generally, to a measure on X∞, as follows.

Definition 2 (Infinite exchangeability). A measure Q on X∞ is called exchangeable if for all n ≥ 1
the corresponding marginal measure Qn is exchangeable.

In this paper, we will study a weighted generalization of exchangeability. We denote by Λ =ΛX the
set of measurable functions from X to (0,∞), with Λn or Λ∞ denoting the finite or countably infinite
product, respectively, of this space. First, we define the notion of weighted exchangeability for finite
sequences.

Definition 3 (Finite weighted exchangeability). Given λ = (λ1, . . . ,λn) ∈ Λ
n, a measure Q on Xn is

called λ-weighted exchangeable if the measure Q defined as

Q(A) =
∫
A

dQ(x1, . . . , xn)
λ1(x1) · · ·λn(xn)

, for A ∈ B(Xn)

is an exchangeable measure.

2We allow measures on X to be nonfinite, i.e., a measure Q ∈ MX may have Q(X) =∞.
3Throughout this paper, we will use the terms “exchangeable” and “i.i.d.” (and later on, “weighted exchangeable” and “weighted
i.i.d.”) to refer either to a measure Q itself, or to a random sequence X drawn from Q (when Q is a distribution), depending on
the context.
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Similar to the unweighted case, we can extend this definition to infinite sequences.

Definition 4 (Infinite weighted exchangeability). Given λ = (λ1,λ2, . . .) ∈ Λ
∞, a measure Q on X∞ is

called λ-weighted exchangeable if for all n ≥ 1 the corresponding marginal measure Qn is (λ1, . . . ,λn)-
weighted exchangeable.

2.1. Background on exchangeable distributions

This section provides background on (unweighted) exchangeability, and reviews key properties. Read-
ers familiar with these topics may wish to skip ahead to Section 2.2.

2.1.1. Mixtures and i.i.d. sequences

An important special case of exchangeability is given by an independent and identically distributed
(i.i.d.) process. For any distribution P on X, the product Pn is a finitely exchangeable distribution on
Xn, whereas the countable product P∞ = P × P × · · · is an infinitely exchangeable distribution on X∞.
More generally, exchangeability is always preserved under mixtures, as the following result recalls,
which we state without proof.

Proposition 1. Any mixture of exchangeable measures on Xn (or X∞) is itself an exchangeable mea-
sure on Xn (or X∞).

In particular, this means that any mixture of i.i.d. sequences has an exchangeable distribution.

Corollary 1. For any distribution μ on PX , the distribution Q on Xn defined by

sample P ∼ μ, then draw X1, . . . ,Xn
i.i.d.
∼ P

is exchangeable. Similarly, the distribution Q on X∞ defined by

sample P ∼ μ, then draw X1,X2, . . .
i.i.d.
∼ P

is exchangeable.

For the infinite setting, we use Q = (P∞)μ to denote this mixture. That is, for a distribution μ on PX ,
the distribution Q = (P∞)μ is the infinitely exchangeable distribution defined by

Q(A) = EP∼μ
[ (

P∞)
(A)

]
, for A ∈ B(X∞).

To unpack this further, note that we can also equivalently define this mixture distribution via

Q(A1 × A2 × · · · ) =

∫ ∞∏
i=1

P(Ai)dμ(P), for A1,A2, . . . ∈ B(X),

as B(X∞) is generated by B(X) × B(X) × · · · (which holds because X is standard Borel).
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2.1.2. De Finetti’s theorem

The well-known de Finetti theorem, sometimes called the de Finetti–Hewitt–Savage theorem, gives a
converse to Corollary 1, for the infinite setting.

Theorem 1 (De Finetti–Hewitt–Savage). Let Q be an exchangeable distribution on X∞. Then there
exists a distribution μ on PX such that Q = (P∞)μ. Moreover, the distribution μ satisfying this equality
is unique.

This result was initially proved by de Finetti (1929) for the special case of binary sequences, where
X = {0,1}. In this case the mixing distribution μ can simply be viewed as a distribution on p ∈ [0,1],
where p gives the parameter for the Bernoulli distribution P on X, and then Theorem 1 has a partic-
ularly simple interpretation: given any exchangeable distribution Q on infinite binary sequences, there
exists a distribution μ on [0,1] such that draws from Q can be expressed as

sample p ∼ μ, then draw X1,X2, . . .
i.i.d.
∼ Bernoulli(p),

as described earlier in Section 1. After his pioneering 1929 work, de Finetti (1937) extended this theo-
rem to real-valued sequences, where X = R, which was also later established independently by Dynkin
(1953). Hewitt and Savage (1955) generalized de Finetti’s result to a much more abstract setting, which
covers what are called Baire measurable random variables taking values in a compact Hausdorff space.
Further generalizations to broader classes of spaces can be found in Farrell (1962), Maitra (1977),
among others. Quite recently, Alam (2020) generalized this to cover any Hausdorff space, under the
assumption that the common marginal distribution Q1 on X is a Radon measure. In particular, as stated
in Theorem 1, we emphasize that de Finetti’s theorem holds when X is a standard Borel space – this
can be seen a consequence of the general topological result in Hewitt and Savage (1955), as pointed
out by Varadarajan (1963). See also the discussion after Theorem 1.4 in Alam (2020), or Theorem 2.1
in Fritz, Gonda and Perrone (2021).

Notably, completeness – inherent to standard Borel spaces – is critical here because without it de
Finetti’s theorem can fail. This was shown by Dubins and Freedman (1979), who constructed an infinite
sequence of Borel measurable exchangeable random variables in a separable metric space that cannot
be expressed as a mixture of i.i.d. processes. Furthermore, the assumption of infinite exchangeability
is also critical, because the result can fail in the finite setting. As a simple example, let X = {0,1},
n = 2, and let Q place equal mass on (1,0) and on (0,1) (and no mass on (0,0) or (1,1)). Then Q is
exchangeable, but clearly cannot be realized by mixing the distributions of i.i.d. Bernoulli sequences.

Lastly, we remark that the above discussion is by no means a comprehensive treatment of the work
on de Finetti’s theorem, its extensions and applications, or alternative proofs. For a broader perspective,
see, for example, Aldous (1985), Diaconis and Freedman (1987), Lauritzen (1988).

2.1.3. Special properties of i.i.d. sequences

Before moving on to discuss our main results, we mention some additional well-known results that
apply to infinite i.i.d. sequences (but not to infinitely exchangeable sequences more generally), so that
we can compare to the weighted case later on.

We begin by recalling the Hewitt–Savage zero-one law, which is also due to Hewitt and Savage
(1955). See also Kingman (1978).
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Theorem 2 (Hewitt–Savage zero-one law). For any distribution P ∈ PX , it holds that

P∞(A) ∈ {0,1}, for all A ∈ E∞,

where E∞ ⊆ B(X∞) is the sub-σ-algebra of exchangeable events.

The sub-σ-algebra E∞ ⊆ B(X∞) referenced in the theorem is defined as

E∞ =
{

A ∈ B
(
X∞)

: for all x ∈ A, n ≥ 1, and σ ∈ Sn,

it holds that (xσ(1), . . . , xσ(n), xn+1, xn+2, . . .) ∈ A
}
.

This is often called the exchangeable σ-algebra. To give a concrete example, the event “we never
observe the value zero” is in E∞, since we can express it as A= {x ∈ X∞ :

∑∞
i=1 1xi=0 = 0}, and this

satisfies the permutation invariance condition in the last display.
Next, we recall the strong law of large numbers,4 due to Kolmogorov (1930) (whereas weaker ver-

sions date back earlier to Bernoulli, Chebyshev, Markov, Borel, and others). For simplicity, we will
drop the specifier “strong” henceforth, and simply refer to this as the “law of large numbers”.

Theorem 3 (Law of large numbers). For any distribution P ∈ PX , given X1,X2, . . .
i.i.d.
∼ P, write

P̂n =
1
n

n∑
i=1

δXi

to denote the empirical distribution of the first n random variables. Then it holds that

P̂n(A)
a.s.
→ P(A), as n →∞, for all A ∈ B(X).

This is particularly interesting when combined with de Finetti’s theorem (recall Theorem 1). For
any exchangeable distribution Q on X∞, by de Finetti’s theorem, we can express Q = (P∞)μ for a
distribution μ on PX ; then by the law of large numbers (which we apply after conditioning on the draw
P ∼ μ), the unknown (random) distribution P can be recovered from the observed sequence X ∈ X∞ by
taking the limit of its empirical distribution.

2.2. Mixtures in the weighted case, and weighted i.i.d. sequences

The next result extends Proposition 1 to weighted exchangeable distributions. We omit its proof since
the result follows immediately from the definition of weighted exchangeability.

Proposition 2. For any λ ∈ Λn (or Λ∞), any mixture of λ-weighted exchangeable distributions on Xn

(or X∞) is itself a λ-weighted exchangeable distribution on Xn (or X∞).

We next introduce some notation that will help us concisely represent certain product distributions.
For P ∈MX and λ ∈ Λ, we define the distribution P ◦ λ ∈ PX by

(P ◦ λ)(A) =

∫
A
λ(x)dP(x)∫

X
λ(x)dP(x)

, for A ∈ B(X).

4To be precise, what we state in Theorem 3 is actually simply the application of the law of large numbers to indicator variables,
as this special case is most pertinent to our study.
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Here, we are effectively “reweighting” the measure P according to the weight function λ. Note that P◦λ
is well-defined for all P in the set MX(λ) = {P ∈MX : 0 <

∫
X
λ(x)dP(x) <∞}. For finite or infinite

sequences of weight functions, we will overload this notation as follows: when λ = (λ1, . . . ,λn) ∈ Λ
n,

we use P ◦ λ to denote the distribution on Xn defined by

P ◦ λ = (P ◦ λ1) × · · · × (P ◦ λn),

and when λ = (λ1,λ2 . . .) ∈ Λ
∞, we use P ◦ λ to denote the distribution on X∞ defined by

P ◦ λ = (P ◦ λ1) × (P ◦ λ2) × · · · ,

and either of these mixtures are well-defined for all P in the set (overloading notation once more)
MX(λ) = {P ∈MX : 0 <

∫
X
λi(x)dP(x) <∞, for all i}.

With this notation in hand, it is worth noting that for a distribution Q on Xn or X∞ and any λ in Λn

or Λ∞,

Q is both a product distribution and λ-weighted exchangeable ⇐⇒

Q = P ◦ λ for some P ∈MX . (1)

Each direction is simple to check using Definition 3 or 4. We will use the term λ-weighted i.i.d. to refer
to any distribution Q satisfying (1).

Finally, as in the original unweighted case, Proposition 2 has a nice interpretation for weighted i.i.d.
sequences.

Corollary 2. For any λ ∈ Λn and distribution μ on MX(λ), the distribution Q on Xn defined by

sample P ∼ μ, then draw X1, . . . ,Xn ∼ P ◦ λ

is λ-weighted exchangeable. Similarly, for any λ ∈ Λ∞ and distribution μ on MX(λ), the distribution
Q on X∞ defined by

sample P ∼ μ, then draw X1,X2, . . . ∼ P ◦ λ

is λ-weighted exchangeable.

For the infinite setting, we will use Q = (P ◦ λ)μ to denote this mixture, that is, for any λ ∈ Λ∞ and
any distribution μ on MX(λ), the distribution Q = (P ◦ λ)μ is the λ-weighted exchangeable distribution
given by

Q(A) = EP∼μ
[
(P ◦ λ)(A)

]
, for A ∈ B(X∞),

or equivalently, in less compact notation,

Q(A1 × A2 × · · · ) =

∫ ∞∏
i=1

(P ◦ λi)(Ai)dμ(P), for A1,A2, . . . ∈ B(X).

3. Main results

We now present the central questions and main findings of this work. In short, we are interested in
examining whether de Finetti’s theorem for infinitely exchangeable sequences can be generalized to
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the setting of infinite weighted exchangeability. Along the way, we will also consider whether results
for i.i.d. sequences – namely, the Hewitt–Savage zero-one law and the law of large numbers – can be
extended to the weighted case, as well.

3.1. Framework

We now define the properties we wish to examine. These are all weighted generalizations of the prop-
erties in the ordinary unweighted setting, described above.

The weighted de Finetti property.
We say that a sequence λ ∈ Λ∞ satisfies the weighted de Finetti property if, for any λ-weighted

exchangeable distribution Q on X∞, there is a distribution μ on MX(λ) such that Q = (P ◦ λ)μ, or
equivalently,

Q(A) = EP∼μ
[
(P ◦ λ)(A)

]
, for all A ∈ B(X∞).

In other words, this says that for any λ-weighted exchangeable distribution Q, we can represent it by
mixing the distributions of λ-weighted i.i.d. sequences. For our main results that follow, it will be useful
to denote this condition compactly. To this end, we write:

ΛdF =
{
λ ∈ Λ∞ : for all λ-weighted exchangeable distributions Q on X∞,

there exists a distribution μ on MX(λ) such that Q = (P ◦ λ)μ
}
.

The weighted zero-one law.
We say that a sequence λ ∈ Λ∞ satisfies the weighted zero-one law if, for any P ∈MX(λ), each event

A ∈ E∞ is assigned either probability zero or one by P ◦ λ. To represent this condition compactly, we
write:

Λ01 =
{
λ ∈ Λ∞ : for all P ∈MX(λ) and A ∈ E∞, it holds that (P ◦ λ)(A) ∈ {0,1}

}
.

The weighted law of large numbers.
We say that a sequence λ ∈ Λ∞ satisfies the weighted law of large numbers if, for any P ∈MX(λ),

the following holds: for (X1,X2, . . .) ∼ P ◦ λ,

P̃n,i(A)
a.s.
→ (P ◦ λi)(A), as n →∞, for all i ≥ 1 and A ∈ B(X),

where P̃n,i is a certain weighted empirical distribution of X1, . . . ,Xn, defined by

P̃n,i =

n∑
j=1

(
wn,i(X1, . . . ,Xn)

)
j · δXj ,

where
(
wn,i(x1, . . . , xn)

)
j =

∑
σ∈Sn :σ(i)=j

∏n
k=1 λk (xσ(k))∑

σ∈Sn

∏n
k=1 λk (xσ(k))

, j = 1, . . . ,n. (2)

(Later on, in Proposition 7, we will see that P̃n,i determines the distribution of the random variable
Xi , if we condition on observing the unordered collection of values X1, . . . ,Xn. To compare this to the
unweighted case, observe that we would just have (wn,i(X1, . . . ,Xn))j ≡

1
n for each j, so in this case we

can view Xi as a uniform random draw from X1, . . . ,Xn after conditioning on this list.) To represent the
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above condition compactly, we write:

ΛLLN =
{
λ ∈ Λ∞ : for all P ∈MX(λ),i ≥ 1, and A ∈ B(X), if X ∼ P ◦ λ,

then P̃n,i(A)
a.s.
→ (P ◦ λi)(A), for P̃n,i as defined in (2)

}
.

Example 1. To build intuition for these various sets, here we pause to give a simple example. Consider
the binary setting, X = {0,1}, and define λ ∈ Λ∞ as the sequence of functions

λi(0) = 1, λi(1) = 2−i, i ≥ 1.

A straightforward calculation verifies that this sequence does not belong to any of the three sets
ΛdF,Λ01,ΛLLN defined above. For instance, to see that λ �ΛdF, consider the following distribution Q
on X∞: defining ei = (0, . . . ,0,1,0,0, . . .) ∈ X∞ as the sequence with a 1 in position i and 0s elsewhere,
let

Q
(
{ei}

)
= 2−i, i ≥ 1,

and Q({x}) = 0 for all other x ∈ X∞. We can verify that Q is λ-weighted exchangeable, but since the
sequence X = (X1,X2, . . .) must contain a single 1 almost surely under Q, we can see that Q cannot be
written as a mixture of λ-weighted i.i.d. distributions.

3.2. Main theorems

Our first main result in this paper establishes a connection between these three weighted properties. Its
proof will be covered in Section 5.

Theorem 4 (Embedding of conditions). It holds that

ΛdF ⊆ Λ01 ⊆ ΛLLN.

In other words, the above theorem says that for any λ ∈ Λ∞, the weighted de Finetti property implies
the weighted zero-one law, which in turn implies the weighted law of large numbers.

Our next main results pertain to necessary and sufficient conditions for λ ∈ Λ∞ to lie in these sets.
Their proofs are also covered in Section 5.

Theorem 5 (Necessary condition). If λ ∈ ΛLLN, then λ satisfies

∞∑
i=1

min
{
(P ◦ λi)(A),(P ◦ λi)

(
Ac ) } =∞,

for all P ∈MX(λ),A ∈ B(X) with P(A),P(Ac) > 0. (3)

Theorem 6 (Sufficient condition). If λ ∈ Λ∞ satisfies

∞∑
i=1

infx∈X λi(x)/λ∗(x)
supx∈X λi(x)/λ∗(x)

=∞ for some λ∗ ∈ Λ, (4)

then λ ∈ ΛdF.
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To summarize, combining our main results, we have:

{λ satisfying (4)} ⊆ ΛdF ⊆ Λ01 ⊆ ΛLLN ⊆ {λ satisfying (3)}. (5)

In what follows, we explore whether these set inclusions are strict, or whether they are equalities. In
particular, we will derive precise answers to these questions for the special case where X has finite
cardinality; in the infinite case, we will see that open questions remain.

3.3. Special case: Binary random variables

Before treating the finite case in full generality, it is useful to consider the case of binary random
variables, where X contains two elements, and we can take X = {0,1} without loss of generality. In
this case, it turns out that all inclusions above, in (5), are equalities. This was already established by
Lauritzen (1988). Below we show that this can be derived as a consequence of Theorem 4.

Theorem 7 (Adapted from Sections II.9.1, II.9.2 and Chapter II Theorem 4.4 of Lauritzen (1988)).
For the binary case where X = {0,1}, the five sets defined above are equal:

{λ satisfying (4)} =ΛdF =Λ01 =ΛLLN = {λ satisfying (3)}.

Moreover, the common necessary (3) and sufficient (4) conditions can equivalently be expressed as:

∞∑
i=1

min{λi(0),λi(1)}
max{λi(0),λi(1)}

=∞.

Proof. Lauritzen (1988) establishes this result for X = {0,1} through the lens of extremal families
of distributions. Here we instead give a simple proof by applying Theorems 4, 5, and 6, which hold
for a general standard Borel space X. It suffices to show that the necessary condition (3) implies the
sufficient condition (4) when X = {0,1}.

Towards this end, let λ satisfy (3), thus
∑∞

i=1 min{(P ◦ λi)(A),(P ◦ λi)(Ac)} =∞ holds for all mea-
sures P ∈ MX(λ) and A ∈ B(X) with P(A),P(Ac) > 0. Fixing P = Bernoulli(0.5) ∈ MX(λ), and
A= {0}, we have P(A),P(Ac) > 0, so we can apply (3). We calculate

(P ◦ λi)
(
{0}

)
=

λi(0)
λi(1) + λi(0)

, (P ◦ λi)
(
{1}

)
=

λi(1)
λi(1) + λi(0)

.

By (3), then,

∞ =

∞∑
i=1

min
{
(P ◦ λi)(A),(P ◦ λi)

(
Ac ) } = ∞∑

i=1

min
{
(P ◦ λi)

(
{0}

)
,(P ◦ λi)

(
{1}

) }
=

∞∑
i=1

min{λi(0),λi(1)}
λi(1) + λi(0)

≤

∞∑
i=1

min{λi(0),λi(1)}
max{λi(0),λi(1)}

=

∞∑
i=1

infx∈X λi(x)/λ∗(x)
supx∈X λi(x)/λ∗(x)

,

where in the last step we define the function λ∗ : X → (0,∞) by λ∗(x) ≡ 1. This proves that, if the
necessary condition (3) holds, then the sufficient condition (4) also holds. Finally, the fact that the
condition:

∑∞
i=1 min{λi(0),λi(1)}/max{λi(0),λi(1)} =∞ is equivalent to the common necessary and

sufficient condition is a consequence of the last display.
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3.4. Beyond the binary case

Now we move beyond the binary case. First we will see that when |X| ≥ 3, it will no longer be the case
that the five sets in (5) are all equal: specifically, there is always a gap between the necessary condition
(3) and the sufficient condition (4).

Proposition 3. If |X| ≥ 3, then

{λ satisfying (4)} � {λ satisfying (3)},

that is, the necessary condition (3) is strictly weaker than the sufficient condition (4).

This result is proved with a simple example: we choose a partition X = X0 ∪ X1 ∪ X2 for some
nonempty X0,X1,X2 ∈ B(X), and define

λi(x) =

{
e−i x ∈ Xmod(i,3),

1 x �Xmod(i,3),
i ≥ 1.

The full proof is given in the supplementary material (Barber et al., 2024).
Proposition 3 implies that, in the sequence of four set inclusions in (5), at least one of these set

inclusions must be strict whenever |X| ≥ 3 – but the result does not specify exactly where this gap might
occur. The following theorem resolves this question for the finite case, where X has finite cardinality.
Its proof is given in the supplementary material (Barber et al., 2024).

Theorem 8. If |X| <∞, then

ΛdF =Λ01 =ΛLLN = {λ satisfying (3)},

that is, the condition (3) is in fact both necessary and sufficient for the sets ΛdF,Λ01,ΛLLN.

For the infinite case, however, no such result is known at present. Combining all of our results so far,
we can now summarize these different regimes as follows.

• Binary case. If |X| = 2, then by Theorem 7,

{λ satisfying (4)} =ΛdF =Λ01 =ΛLLN = {λ satisfying (3)}.

(The same holds trivially for the singleton case, |X| = 1.)
• Finite case. If 2 < |X| <∞, then by Proposition 3 and Theorem 8,

{λ satisfying (4)} �ΛdF =Λ01 =ΛLLN = {λ satisfying (3)}.

That is, condition (3) is both necessary and sufficient, and condition (4) is strictly stronger than
needed.

• Infinite case. If |X| =∞, then by Proposition 3,

{λ satisfying (4)} � {λ satisfying (3)}.

However, for the infinite case, it is currently an open question to determine which of the four set
inclusions in (5) are strict.
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4. Discussion
This work studies and generalizes de Finetti’s theorem through the lens of what we call weighted
exchangeability. Our main result shows that if a sequence of weight functions λ satisfies a weighted
de Finetti representation, then this implies λ also satisfies a weighted zero-one law, which in turn
implies λ satisfies a weighted law of large numbers. We also present more explicit sufficient (for the
weighted de Finetti theorem representation) and necessary (for the weighted law of large numbers)
conditions. After the initial version of our paper appeared online, Tang (2023) built on our work to
derive interesting, approximate de Finetti representations for finite weighted exchangeable sequences
X1, . . . ,Xn (analogous to well-known results by Diaconis (1977), Diaconis and Freedman (1980) for
finite unweighted exchangeable sequences).

A potentially important contribution of this work, which we have not yet discussed at this point in
the paper, lies in the proof of the sufficient condition – in Section 5.4 below. There we establish that,
if the sufficient condition holds, one can start with an infinite weighted exchangeable sequence X and
construct an exchangeable infinite subsequence X̌ by a careful rejection sampling scheme (described
in Section 5.4.2), whose limiting unweighted empirical distribution matches a weighted empirical dis-
tribution of the original sequence. This is a key to our proof of the sufficient condition, and may be
useful in other problems in which weighted exchangeability arises.

We finish by discussing the connection between weighted exchangeability and the literature on
distribution-free statistical inference. Conformal prediction is a general framework for quantifying un-
certainty in the predictions made by arbitrary prediction algorithms. It does so by acting as a wrapper
method, converting the predictions made by an algorithm into prediction sets which have distribution-
free, finite-sample coverage properties; see, e.g., Lei et al. (2018), Vovk, Gammerman and Shafer (2005)
for background. Importantly, the coverage guarantees for conformal prediction rely on the assumption
that all of the data – the training samples (fed into the algorithm, to fit the predictive model) and test
sample (at which we want to a form prediction set) – are exchangeable.

In previous work (Tibshirani et al., 2019), we extended the conformal prediction framework to a
setting where the data is not exchangeable, but instead weighted exchangeable (precisely as defined
in the current paper). This framework allows conformal prediction to be applied in problems with
covariate shift (where the training and test covariate distributions differ); moreover, it can be used
as a basis for developing new conformal methods in various settings, such as label shift (Podkopaev
and Ramdas, 2021), causal inference (Lei and Candès, 2021), experimental design (Fannjiang et al.,
2022), and survival analysis (Candès, Lei and Ren, 2023). In each of these examples, the data set in
hand is finite (and assumed to be weighted exchangeable). In contrast, the current paper considers an
infinite weighted exchangeable sequence; the characterizations that we developed for such sequences
(as mixtures of weighted i.i.d. sequences) may be useful for understanding online (streaming data)
problems in nonexchangeable conformal prediction. Developing such connections, as well as broadly
pursuing applications of our theorems to other problems in statistical modeling and inference, will be
topics for future work.

5. Proofs of main results

5.1. Important properties

Before proving our main results, we state a number of basic but important properties of exchangeability
and weighted exchangeability. These results will not only be helpful later on in our proofs; they will
also help build intuition about (weighted) exchangeability, and some could be of potential interest in
their own right.
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5.1.1. Equivalent characterizations

In the unweighted case, checking exchangeability of a distribution can be reduced to checking that the
joint distribution of X1,X2, . . . is unchanged by swapping any pair of random variables. For concrete-
ness, we record this fact in the next result. For a finite sequence or infinite sequence x, we will write
xi j to denote x but with ith and j th entries swapped.

Proposition 4. For any distribution Q on Xn (or on X∞), the following statements are equivalent:

(a) Q is exchangeable.
(b) For all 1 ≤ i < j ≤ n (or all 1 ≤ i < j), and all measurable functions f : Xn → [0,∞) (or all

measurable functions f : X∞ → [0,∞)),

EQ

[
f (X)

]
= EQ

[
f
(
X i j ) ] .

An analogous result holds in the weighted case: checking λ-weighted exchangeability of X ∼ Q is
equivalent to considering weighted swaps of the entries of X .

Proposition 5. Fix λ ∈ Λn (or λ ∈ Λ∞). For any distribution Q on Xn (or on X∞), the following
statements are equivalent:

(a) Q is λ-weighted exchangeable.
(b) For all 1 ≤ i < j ≤ n (or all 1 ≤ i < j), and all measurable functions f : Xn → [0,∞) (or all

measurable functions f : X∞ → [0,∞)),

EQ

[
f (X)

λi(Xi)λj (Xj )

]
= EQ

[
f (X i j )

λi(Xi)λj (Xj )

]
.

We remark that an analogous result holds more generally when Q is a λ-weighted exchangeable
measure, but for simplicity we state the result in Proposition 5 only for distributions. The proof of
Proposition 5 (which generalizes Proposition 4) is deferred to Appendix A.2.

5.1.2. Conditional distributions

For a sequence X , we denote by P̂m the empirical distribution of the first m terms in the sequence,

P̂m(A) =
1
m

m∑
i=1

1Xi ∈A, for A ∈ B(X).

Define Em to be the sub-σ-algebra containing events that are symmetric in the first m coordinates, that
is, if B ∈ Em then it must hold that

x ∈ B ⇐⇒ xi j ∈ B for all i � j ∈ [m].

We think of Em as a sub-σ-algebra of either B(Xn) or B(X∞), depending on if we are working in the
finite or infinite setting; this will be clear from context. Equivalently, we can define Em as the σ-algebra
generated by P̂m,Xm+1, . . . ,Xn in the finite setting, or by P̂m,Xm+1,Xm+2, . . . in the infinite setting.

The following result on conditional distributions holds for the exchangeable case.

Proposition 6. For any exchangeable distribution Q on Xn (or on X∞), and X ∼ Q, it holds for any
1 ≤ i ≤ m ≤ n (or for any 1 ≤ i ≤ m) that

Xi |Em ∼ P̂m.
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Note that the above conditional law does not depend on Q. In other words, the distribution of Xi |Em

is the same – it is simply the empirical distribution on the first m coordinates – for any exchangeable
distribution Q.

The next result characterizes the analogous conditional distribution for the terms in a weighted ex-
changeable sequence.

Proposition 7. For any λ ∈ Λn (or λ ∈ Λ∞), any λ-exchangeable distribution Q on Xn (or on X∞),
and X ∼ Q, it holds for any 1 ≤ i ≤ m ≤ n (or for any 1 ≤ i ≤ m) that

Xi |Em ∼ P̃m,i,

where P̃m,i =
∑m

j=1(wm,i(X1, . . . ,Xm))j · δXj is the weighted empirical distribution defined in (2).

In other words, each Xi |Em can be viewed as a draw from a weighted empirical distribution of
X1, . . . ,Xm. The weights (wm,i(X1, . . . ,Xm))j that define this weighted empirical distribution, as con-
structed in (2), are determined by the functions λ1, . . . ,λm but do not otherwise depend on the original
distribution Q. This is crucial, and is analogous to the unweighted case in Proposition 6. The proof of
Proposition 7 (which generalizes Proposition 6) is deferred to Appendix A.3.

5.2. Proof of Theorem 4

We turn to the proof of our first main result, Theorem 4.

5.2.1. Proof of Λ01 ⊆ ΛLLN

Let λ ∈ Λ01, and draw X ∼ P ◦ λ for some P ∈MX(λ). Fix i ≥ 1 and A ∈ B(X). Define weights
(wn,i(x1, . . . , xn))j , j ∈ [n] as in (2). First, by Proposition 7, as P ◦ λ is λ-weighted exchangeable,

PP◦λ{Xi ∈ A|En}
a.s.
=

n∑
j=1

(
wn,i(X1, . . . ,Xn)

)
j · 1Xj ∈A = P̃n,i(A).

(Note that P̃n,i(A) is En-measurable by definition.) Next, fixing an arbitrary set A ∈ B(X), since E1 ⊇

E2 ⊇ . . . with E∞ =
⋂∞

n=1 En, by Levy’s Downwards Theorem (e.g., Chapter 14.4 of Williams (1991)),
we have

lim
n→∞

PP◦λ{Xi ∈ A|En}
a.s.
= PP◦λ{Xi ∈ A|E∞},

or in other words,

lim
n→∞

P̃n,i(A)
a.s.
= PP◦λ{Xi ∈ A|E∞}. (6)

Let YA be an E∞-measurable random variable such that YA
a.s.
= PP◦λ{Xi ∈ A|E∞}; the existence of such

a random variable is ensured (Faden, 1985) since X, and hence X∞, is standard Borel. We thus have
limn→∞ P̃n,i(A)

a.s.
= YA. Now, recalling that we have assumed λ ∈ Λ01, we have

PP◦λ

{
YA ≤ (P ◦ λi)(A)

}
∈ {0,1}.

But by construction, EP◦λ[YA] = (P ◦ λi)(A), so we conclude from the above display that in fact
PP◦λ{YA ≤ (P ◦ λi)(A)} = 1. A similar argument leads to PP◦λ{YA ≥ (P ◦ λi)(A)} = 1, and thus com-
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bining these conclusions, we have shown that YA
a.s.
= (P ◦ λi)(A) and

lim
n→∞

P̃n,i(A)
a.s.
= (P ◦ λi)(A),

as desired.

5.2.2. Proof of ΛdF ⊆ Λ01

Let λ ∈ ΛdF and suppose for the sake of contradiction that λ �Λ01, so there is some P∗ ∈MX(λ)
and some B0 ∈ E∞ such that p = (P∗ ◦ λ)(B0) ∈ (0,1). Now let Q0 and Q1 denote the distribution of
X = (X1,X2, . . .) conditional on the event B0 and on the event B1 = Bc

0 , respectively, for X ∼ P∗ ◦ λ.
Note that P∗ ◦ λ can be written as a mixture,

P∗ ◦ λ = p · Q0 + (1 − p) · Q1.

Next we verify that Q� is λ-weighted exchangeable for each � = 0,1. Proposition 5 tells us that to verify
Q� is λ-weighted exchangeable, we must only verify that

EQ�

[
f (X)

λi(Xi)λj (Xj )

]
= EQ�

[
f (X i j )

λi(Xi)λj (Xj )

]
,

for all i � j and all measurable f : X∞ → [0,∞). But since Q� is equal to P∗ ◦ λ conditional on the
event B� , and (P∗ ◦ λ)(B�) > 0, it is equivalent to verify that

EP∗◦λ

[
f (X)

λi(Xi)λj (Xj )
· 1X∈B�

]
= EP∗◦λ

[
f (X i j )

λi(Xi)λj(Xj )
· 1X∈B�

]
.

Note that X ∈ B� if and only if X i j ∈ B� , because B� ∈ E∞, so it is equivalent to check that

EP∗◦λ

[
f (X) · 1X∈B�

λi(Xi)λj(Xj )

]
= EP∗◦λ

[ f (X i j ) · 1X i j ∈B�

λi(Xi)λj (Xj )

]
.

Lastly, another application of Proposition 5 (with f (X) ·1X∈B� in place of f (X)) tells us that the above
display holds, since P∗ ◦ λ itself is λ-weighted exchangeable.

Recalling that we have assumed λ ∈ ΛdF, and having just established that each Q� is λ-weighted
exchangeable, we know that there is a distribution μ� on MX(λ) such that Q� = (P ◦ λ)μ� , for each
� = 0,1. In particular, writing the mixture of μ0 and μ1 as

μ = p · μ0 + (1 − p) · μ1,

we see that P∗ ◦ λ = (P ◦ λ)μ. We now need an additional lemma, whose proof is in the supplementary
material (Barber et al., 2024).

Lemma 1. Fix λ ∈ Λ∞ and let μ be a distribution on MX(λ). Suppose that (P ◦ λ)μ = P∗ ◦ λ for some
P∗ ∈MX(λ). Then, under P ∼ μ, for any A ∈ B(X∞) it holds that (P ◦ λ)(A) a.s.

= (P∗ ◦ λ)(A).

Therefore we know (P∗ ◦ λ)(B0) = (P ◦ λ)(B0) holds almost surely under P ∼ μ. We have now
reached our desired contradiction, because (P∗ ◦ λ)(B0) = p is nonrandom, whereas (P ◦ λ)(B0) is dis-
tributed as Bernoulli(p) under P ∼ μ, by construction of μ = p · μ0 + (1 − p) · μ1.
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5.3. Proof of Theorem 5

Let λ ∈ ΛLLN, and fix any P0 ∈MX(λ) and any A ∈ B(X) with P0(A) ∈ (0,1). We will prove that the
necessary condition (3) must hold for P = P0. Fix any c ∈ (0,1) and define a measure P1 via

P1(B) = c · P0(A∩ B) + P0
(
Ac ∩ B

)
, for B ∈ B(X).

Observe that P1 ∈MX(λ) by construction. As λ ∈ ΛLLN, by assumption we have

PP�◦λ

{
lim
n→∞

n∑
j=1

(
wn,1(X1, . . . ,Xn)

)
j · 1Xj ∈A = (P� ◦ λ1)(A)

}
= 1,

for each � = 0,1, where recall (wn,1(X1, . . . ,Xn))j is defined as in (2). Next we let E be the event that
limn→∞

∑n
j=1(wn,1(X1, . . . ,Xn))j · 1Xj ∈A = (P0 ◦ λ1)(A). As (P0 ◦ λ1)(A) � (P1 ◦ λ1)(A) by construc-

tion, this implies

(P0 ◦ λ)(E) = 1, and (P1 ◦ λ)(E) = 0,

and thus dTV(P0 ◦ λ,P1 ◦ λ) = 1, where dTV denotes total variation distance.
Next, for any i ≥ 1 and any B ∈ B(X), a straightforward calculation shows that

(P1 ◦ λi)(B) =
c · (P0 ◦ λi)(A∩ B) + (P0 ◦ λi)(Ac ∩ B)

c · (P0 ◦ λi)(A) + (P0 ◦ λi)(Ac)
,

and thus

dTV(P0 ◦ λi,P1 ◦ λi) = sup
B∈B(X)

��(P0 ◦ λi)(B) − (P1 ◦ λi)(B)
��

= (1 − c) ·
(P0 ◦ λi)(A) · (P0 ◦ λi)(Ac)

c · (P0 ◦ λi)(A) + (P0 ◦ λi)(Ac)
,

where the last equality holds because the supremum is attained at B = A (or equivalently, at B = Ac).
From this we can verify that dTV(P0 ◦ λi,P1 ◦ λi) < 1, and moreover,

dTV(P0 ◦ λi,P1 ◦ λi) ≤
(
c−1 − 1

)
· min

{
(P0 ◦ λi)(A),(P0 ◦ λi)

(
Ac ) } . (7)

We also know that

0 = 1 − dTV(P0 ◦ λ,P1 ◦ λ) =

∞∏
i=1

(
1 − dTV(P0 ◦ λi,P1 ◦ λi)

)
,

where the second equality holds by properties of the total variation distance for product distributions. In
general, for any sequence a1,a2, . . . ∈ [0,1) with finite sum

∑∞
i=1 ai <∞, it holds that

∏∞
i=1(1 − ai) > 0

(see, e.g., Theorem 4 in Section 28 of Knopp (1990)). Therefore, we must have
∞∑
i=1

dTV(P0 ◦ λi,P1 ◦ λi) =∞,

and so combining this with (7), we get

∞ =

∞∑
i=1

dTV(P0 ◦ λi,P1 ◦ λi) ≤
(
c−1 − 1

)
·

∞∑
i=1

min
{
(P0 ◦ λi)(A),(P0 ◦ λi)

(
Ac ) } .

Since (c−1 − 1) is finite, the sum on the right-hand side must be infinite, which completes the proof.
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5.4. Proof of Theorem 6

5.4.1. Outline of proof

We begin by sketching the main ideas of the proof in order to build intuition. In the exchangeable
case, where X ∼ Q for an exchangeable distribution Q, de Finetti’s theorem tells us that we can view
X1,X2, . . . as i.i.d. draws from some random distribution P (that is, for some P ∼ μ) and we can re-
cover this underlying distribution P almost surely via the limit limn→∞ P̂n, where P̂n is the empirical
distribution of X1, . . . ,Xn:

P(A) a.s.
= lim

n→∞
P̂n(A), for all A ∈ B(X).

In the weighted exchangeable case, where X ∼ Q for a λ-weighted exchangeable Q, we will work
towards a similar conclusion. To recover the underlying random distribution, we will take the limit of a
weighted empirical distribution of X1, . . . ,Xn, denoted by P̃n, and defined by

P̃n(A) =

∑n
i=1

infx∈X λi (x)/λ∗(x)
λi (Xi )/λ∗(Xi )

· 1Xi ∈A∑n
i=1

infx∈X λi (x)/λ∗(x)
λi (Xi )/λ∗(Xi )

, for A ∈ B(X), (8)

with λ∗ ∈ Λ chosen such that the sufficient condition (4) is satisfied. Note that by (4), for n large enough
the denominator in (8) is positive, hence P̃n is well-defined. (Also, to avoid confusion, we note that P̃n

is different from the weighted empirical distribution P̃n,i in (2) that is used to define the weighted law
of large numbers.)

In the rest of the proof of Theorem 6, we will first construct a random distribution P̃ that is an almost
sure limit of the weighted empirical distribution P̃n in (8). Then we will show that the given weighted
exchangeable distribution Q is equal to the mixture distribution (P ◦ λ)μ, where μ is the distribution of
the random measure P̃∗ defined as

P̃∗(A) =
∫
A

dP̃(x)
λ∗(x)

, for A ∈ B(X). (9)

5.4.2. Constructing the limit P̃ via an exchangeable subsequence

Our first task is to construct a distribution P̃ that is an almost sure limit of the weighted empirical
distribution P̃n defined in (8). We begin by approximating this weighted empirical distribution. Let
U1,U2, . . .

i.i.d.
∼ Unif[0,1], independently of X , and define for each i = 1,2, . . .,

Bi = 1Ui ≤pi (Xi ), where pi(x) =
infx′ ∈X λi(x′)/λ∗(x′)
λi(x)/λ∗(x)

∈ [0,1]. (10)

We have
∞∑
i=1

pi(Xi) =

∞∑
i=1

infx∈X λi(x)/λ∗(x)
λi(Xi)/λ∗(Xi)

≥

∞∑
i=1

infx∈X λi(x)/λ∗(x)
supx∈X λi(x)/λ∗(x)

=∞,

where the last step holds by (4). Thus, defining

M =
∞∑
i=1

Bi,
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by the second Borel–Cantelli Lemma we see that M =∞ almost surely. Now define

Pn(A) =

∑n
i=1 Bi · 1Xi ∈A∑n

i=1 Bi
, for A ∈ B(X), (11)

which, almost surely, is well-defined for sufficiently large n, because M a.s.
= ∞. This turns out to be a

helpful approximation for the weighted empirical distribution in (8), with almost sure equality in the
limit, as we state next. The proof of this result is deferred to the supplementary material (Barber et al.,
2024).

Lemma 2. Under the notation and assumptions above, it holds that

lim sup
n→∞

��Pn(A) − P̃n(A)
�� a.s.
= 0, for all A ∈ B(X).

Next we define an infinite subsequence X̌ of the original sequence X . Define I0 = 0, and

Im =min{i > Im−1 : Bi = 1}, for m = 1, . . . ,M . (12)

In other words, I1 < I2 < . . . enumerates all indices i for which Bi = 1. Then define

X̌ =

{
(XI1,XI2,XI3, . . .) if M =∞,
(XI1, . . . ,XIM , x0, x0 . . .) otherwise,

(13)

where x0 ∈ X is some fixed value. In other words, in the case M < ∞, we augment the subsequence
(XIm )

M
m=1 with an infinite string (x0, x0, . . .) (but of course, since M =∞ almost surely, this occurs with

probability zero). Critically, this construction results in X̌ being exchangeable. The proof of the lemma
below is deferred to the supplementary material (Barber et al., 2024).

Lemma 3. Under the notation and assumptions above, the sequence X̌ that is defined in (13) has an
exchangeable distribution.

Why are we interested in X̌? This will become more apparent once we inspect the empirical distri-
bution of its first m elements: for m ≥ 1, define

P̌m(A) =

∑m
i=1 1X̌i ∈A

m
, for A ∈ B(X). (14)

Observe that, for any n ≥ 1, denoting Mn =
∑n

i=1 Bi , if Mn > 0 then Pn(A) = P̌Mn (A), where Pn is
defined in (11) above. Combining this with Lemma 2, together with the fact that M = limn→∞ Mn, we
see that

if M =∞ and lim
m→∞

P̌m(A) exists, then lim
n→∞

P̃n(A) exists and is equal to the same value (15)

holds almost surely, for all A ∈ B(X).
Exchangeability of the distribution of X̌ now allows us to apply the original de Finetti–Hewitt–Sav-

age theorem (Theorem 1) and the law of large numbers (Theorem 3) to assert the existence of a random
distribution P̃ ∈ PX such that P̌m (and thus also P̃n) converges to P̃. To be more specific, the de Finetti–
Hewitt–Savage theorem tells us that we can represent a draw from the distribution of X̌ as follows:
we first sample a random distribution P̃, then we sample components X̌i , i = 1,2, . . . independently
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from P̃. The law of large numbers tells us that P̃ can be recovered by taking the limit of the empirical
distribution P̌m. Thus,

there exists a random distribution P̃ ∈ PX such that lim
m→∞

P̌m(A)
a.s.
= P̃(A), for all A ∈ B(X),

and consequently, combining this with (15) along with the fact that M a.s.
= ∞,

there exists a random distribution P̃ ∈ PX such that lim
n→∞

P̃n(A)
a.s.
= P̃(A), for all A ∈ B(X). (16)

Next, for n ≥ 1, we define Fn = σ(Xn+1,Xn+2, . . .), then define Ftail =
⋂∞

n=0 Fn, which is called the tail
σ-algebra corresponding to the infinite sequence X . The next lemma, proved in the supplementary ma-
terial (Barber et al., 2024), establishes that P̃ can be recovered via Ftail-measurable random variables.
This will be important later on.

Lemma 4. Under the notation and assumptions above, for any measurable function f : X → [0,∞),
there exists an Ftail-measurable function g : X∞ → [0,∞] such that

g(X)
a.s.
= EX′∼P̃

[
f
(
X ′

) ]
.

5.4.3. Representing Q as a mixture distribution

In the last part of the proof, we construct a random measure P̃∗ ∈MX as specified in (9), with P̃ the
distribution constructed in the last subsection, from (16). We will show that the distribution Q of interest
is equal to the mixture P̃∗ ◦ λ. However, we have not established that P̃∗ ◦ λ is always well-defined, so
we will need to treat this carefully.

We will need an additional lemma, which we prove in the supplementary material (Barber et al.,
2024).

Lemma 5. Under the notation and assumptions above, for all k ≥ 1 and all A ∈ B(X),∫
X

λk (x)dP̃∗(x) ∈ (0,∞) almost surely, (17)

and also

PQ{Xk ∈ A|X−k}
a.s.
= (P̃∗ ◦ λk )(A), (18)

where we note that (P̃∗ ◦ λk ) is well-defined almost surely, by the first claim (17).

By (17), we see that P̃∗ ∈MX(λ) almost surely. Therefore, we can define μ as the distribution of this
random measure P̃∗ conditional on the event P̃∗ ∈MX(λ), so that μ is a distribution over MX(λ). Next
we need to verify that Q = (P ◦ λ)μ. As B(X∞) is the product σ-algebra, it suffices to prove that, for
all n ≥ 1 and all A1, . . . ,An ∈ B(X),

PQ{X1 ∈ A1, . . . ,Xn ∈ An} = EP∼μ

[
n∏
i=1

(P ◦ λi)(Ai)

]
.

By Lemma 4, for each i ≥ 1, and any A ∈ B(X), we can construct an Ftail-measurable function
fA,i : X∞ → [0,∞] such that

fA,i(X)
a.s.
= EX′∼P̃

[
1X′∈A ·

λi(X ′)

λ∗(X ′)

]
=

∫
A
λi(x)dP̃∗.
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Applying this with A = Ai and again with A=X, we can define an Ftail-measurable function

fi(x) =

{
fAi ,i(x)/ fX,i(x) if fAi ,i(x) <∞ and fX,i(x) ∈ (0,∞),

0 otherwise.

Applying (17), this satisfies

fi(X)
a.s.
=

∫
Ai
λi(x)dP̃∗∫

X
λi(x)dP̃∗

= (P̃∗ ◦ λi)(Ai). (19)

By the tower law, noting that each fi(X) is Ftail-measurable and thus, is measurable with respect to
σ(X−j ) ⊇ Ftail for any j, we can calculate

EQ

[
m−1∏
i=1

fi(X) ·

n∏
i=m

1Xi ∈Ai

]

= EQ

[
m−1∏
i=1

fi(X) · PQ{Xm ∈ Am |X−m} ·

n∏
i=m+1

1Xi ∈Ai

]
(as each fi(X) is σ(X−m)-measurable)

= EQ

[
m−1∏
i=1

fi(X) · (P̃∗ ◦ λm)(Am) ·

n∏
i=m+1

1Xi ∈Ai

]
(by the fact in (18))

= EQ

[
m−1∏
i=1

fi(X) · fm(X) ·

n∏
i=m+1

1Xi ∈Ai

]
(by construction of fm)

= EQ

[
m∏
i=1

fi(X) ·

n∏
i=m+1

1Xi ∈Ai

]

for each m = 1, . . . ,n. Combining these calculations over all i = 1, . . . ,n, we obtain

PQ{X1 ∈ A1, . . . ,Xn ∈ An} = EQ

[
n∏
i=1

1Xi ∈Ai

]
= EQ

[
n∏
i=1

fi(X)

]
= E

[
n∏
i=1

(P̃∗ ◦ λi)(Ai)

]
,

where the last step holds by construction of the functions fi , i = 1, . . . ,n. Since μ is equal to the distri-
bution of P̃∗ conditional on the almost sure event P̃∗ ∈MX(λ), we therefore see that

E

[
n∏
i=1

(P̃∗ ◦ λi)(Ai)

]
= EP∼μ

[
n∏
i=1

(P ◦ λi)(Ai)

]
,

which completes the proof.

Appendix A: Proofs of properties of weighted exchangeability

In this section, we prove Propositions 5 and 7, which establish some key properties of weighted ex-
changeable distributions. All other proofs are deferred to the supplementary materials (Barber et al.,
2024).
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A.1. A note on regularity conditions

Before proceeding, we pause to comment on a technical point about conditional distributions. As X

(and thus also Xn and X∞) is a standard Borel space, this suffices (see, e.g., Faden (1985)) to ensure
the existence of a regular conditional distribution (also called a product regular conditional proba-
bility kernel) for, say, X |E∞, or (Xn+1,Xn+2, . . .)|(X1, . . . ,Xn), etc. For example, if we consider the
conditional distribution of X |E∞, the standard Borel property guarantees the existence of a kernel
κ : X∞ × B(X∞)→ [0,1] such that x �→ κ(x,A) is measurable for all A ∈ B(X∞), and such that κ(X, ·)
gives the conditional distribution of X |E∞, i.e., κ(X,A) a.s.

= P{X ∈ A|E∞}. In what follows (and in the
proofs in the supplementary material (Barber et al., 2024) as well), in any part of the proof where a
conditional distribution is used, it should be understood that we have constructed a regular conditional
distribution, which is guaranteed to exist by our standard Borel assumption.

A.2. Proof of Proposition 5

We will present proofs for the infinite case, where Q is a distribution on X∞; the calculations for the
finite case, where Q is a distribution on Xn, are similar and are omitted for brevity.

First we prove (a) =⇒ (b). Suppose that Q is λ-weighted exchangeable. Note that it suffices to
consider functions of the form f (x) = 1x∈A, because any measurable function can be generated by
such functions. That is, we want to prove

EQ

[
1X∈A

λi(Xi)λj (Xj )

]
= EQ

[
1X i j ∈A

λi(Xi)λj (Xj )

]
,

for any A ∈ B(X∞). As the σ-algebra on X∞ is generated by sets of the form A = A1 × · · · × An ×X ×

X × · · · where n ≥ 1 and A1, . . . ,An ∈ B(X), it suffices to check that the expected values are equal for
sets of this form. Without loss of generality it suffices to consider n ≥ max{i, j}. Define the function

h(x1, . . . , xn) = 1(x1 ,...,xn)∈A1×···×An
·

∏
k∈[n]\{i, j }

λk (xk).

We then have

EQ

[
1X∈A

λi(Xi)λj (Xj )

]
= EQ

[
1(X1,...,Xn)∈A1×···×An

λi(Xi)λj (Xj )

]

= EQn

[
1(X1 ,...,Xn)∈A1×···×An

·
∏

k∈[n]\{i, j } λk(Xk )∏n
k=1 λk (Xk )

]
= EQn

[
h(X1, . . . ,Xn)∏n

k=1 λk (Xk )

]
=

∫
Xn

h(x1, . . . , xn)
dQn(x1, . . . , xn)∏n

k=1 λk(xk )
,

and similarly,

EQ

[
1X i j ∈A

λi(Xi)λj (Xj )

]
= EQ

[
1((X i j )1 ,...,(X i j )n)∈A1×···×An

λi(Xi)λj (Xj )

]
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= EQn

[
1((X i j )1 ,...,(X i j )n)∈A1×···×An

·
∏

k∈[n]\{i, j } λk(Xk )∏n
k=1 λk (Xk )

]

= EQn

[
h((X i j )1, . . . ,(X i j )n)∏n

k=1 λk (Xk )

]
=

∫
Xn

h
( (

xi j
)

1, . . . ,
(
xi j

)
n

) dQn(x1, . . . , xn)∏n
k=1 λk (xk)

.

Finally, since Qn is (λ1, . . . ,λn)-weighted exchangeable,∫
Xn

h(x1, . . . , xn)
dQn(x1, . . . , xn)∏n

k=1 λk (xk )
=

∫
Xn

h
( (

xi j
)

1, . . . ,
(
xi j

)
n

) dQn(x1, . . . , xn)∏n
k=1 λk (xk)

.

Second we prove (b) =⇒ (a). For each n ≥ 1, we need to verify that the measure induced by
dQn(x1 ,...,xn)∏n

k=1 λk (xk )
is finite exchangeable, i.e., for any A ∈ B(Xn) and any permutation σ on [n],∫
Xn

1(x1 ,...,xn)∈A
dQn(x1, . . . , xn)∏n

k=1 λk (xk )
=

∫
Xn

1(xσ(1) ,...,xσ(n))∈A
dQn(x1, . . . , xn)∏n

k=1 λk (xk)
.

Since the permutations on [n] can be generated by pairwise swaps, it is sufficient to show that∫
Xn

1(x1 ,...,xn)∈A
dQn(x1, . . . , xn)∏n

k=1 λk(xk )
=

∫
Xn

1((xi j )1 ,...,(xi j )n)∈A

dQn(x1, . . . , xn)∏n
k=1 λk (xk )

for all 1 ≤ i < j ≤ n. Equivalently we need to show that

EQ

[
1(X1 ,...,Xn)∈A∏n

k=1 λk(Xk )

]
= EQ

[
1((X i j )1 ,...,(X i j )n)∈A∏n

k=1 λk (Xk )

]
.

Define

f (x) =
1(x1 ,...,xn)∈A∏
k∈[n]\{i, j } λk (xk )

.

Then since we have assumed (b) holds, we have EQ[
f (X)

λi (Xi )λ j (Xj )
] = EQ[

f (X i j )
λi (Xi )λ j (Xj )

], which completes
the proof.

A.3. Proof of Proposition 7

First consider the case that Q is a λ-weighted exchangeable distribution on Xn. We need to show that,
for any A ∈ B(X),

PQ{Xi ∈ A|Em}
a.s.
=

m∑
j=1

∑
σ∈Sm :σ(i)=j

∏m
k=1 λk (Xσ(k))∑

σ∈Sm

∏m
k=1 λk (Xσ(k))

· 1Xj ∈A.

Equivalently, it is sufficient to check that

EQ

[
m∑
j=1

∑
σ∈Sm :σ(i)=j

∏m
k=1 λk (Xσ(k))∑

σ∈Sm

∏m
k=1 λk(Xσ(k))

· 1Xj ∈A · 1X∈C

]
= EQ[1Xi ∈A · 1X∈C ]
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holds for any C ∈ Em. Define g(x) = 1x∈C∑
σ∈Sm

∏m
k=1 λk (xσ(k))

, and note that as C ∈ Em, we see that g is
Em-measurable, i.e., g((xσ(1), . . . , xσ(m), xm+1, . . . , xn)) = g(x) for all x ∈ Xn and all σ ∈ Rm. We have

EQ

[
m∑
j=1

∑
σ∈Sm :σ(i)=j

∏m
k=1 λk(Xσ(k))∑

σ∈Sm

∏m
k=1 λk(Xσ(k))

· 1Xj ∈A · 1X∈C

]

= EQ

[∑
σ∈Sm

∏m
k=1 λk (Xσ(k)) · 1Xσ(i) ∈A∑

σ∈Sm

∏m
k=1 λk(Xσ(k))

· 1X∈C

]

= EQ

[ ∑
σ∈Sm

m∏
k=1

λk (Xσ(k)) · 1Xσ(i) ∈A · g(X)

]

=

∫
Xn

∑
σ∈Sm

m∏
k=1

λk(xσ(k)) · 1xσ(i) ∈A · g(x)dQ(x)

=
∑

σ∈Sm

∫
Xn

m∏
k=1

λk(xσ(k)) · 1xσ(i) ∈A · g(x) ·
m∏
k=1

λk (xk ) ·
n∏

k=m+1

λk (xk)
dQ(x)∏n
k=1 λk(xk )

=
∑

σ∈Sm

∫
Xn

m∏
k=1

λk(xk ) · 1xi ∈A · g(x) ·
m∏
k=1

λk(xσ−1(k)) ·

n∏
k=m+1

λk(xk )
dQ(x)∏n
k=1 λk(xk )

=
∑

σ∈Sm

∫
Xn

1xi ∈A · g(x) ·
m∏
k=1

λk (xσ−1(k))dQ(x)

=

∫
Xn

1xi ∈A · g(x) ·

( ∑
σ∈Sm

m∏
k=1

λk (xσ−1(k))

)
dQ(x)

=

∫
Xn

1xi ∈A · 1x∈C dQ(x)

= EQ[1Xi ∈A · 1X∈C ],

where the fifth equality holds by replacing x with (xσ−1(1), . . . , xσ−1(m), xm+1, . . . , xn), and recalling that
Q is λ-weighted exchangeable while g is Em-measurable. This verifies the desired equality.

Now suppose Q is a λ-weighted exchangeable distribution on X∞. For any n ≥ m, define

Em,n =
{

A ∈ B
(
Xn) : 1(x1 ,...,xm)∈A = 1(xσ(1) ,...,xσ(m) ,xm+1 ,...,xn)∈A, for all x ∈ Xn and σ ∈ Sm

}
.

We can then verify that Em ⊆ B(X∞) is the minimal σ-algebra generated by
⋃

n≥m Em,n. By Levy’s
Upwards Theorem (e.g., Chapter 14.2 of Williams (1991)),

PQ{Xi ∈ A|Em}
a.s.
= lim

n→∞
PQ{Xi ∈ A|Em,n}.

Applying our work above to the finite (λ1, . . . ,λn)-weighted exchangeable distribution Qn, we have

PQ{Xi ∈ A|Em,n}
a.s.
=

m∑
j=1

∑
σ∈Sm :σ(i)=j

∏m
k=1 λk (Xσ(k))∑

σ∈Sm

∏m
k=1 λk (Xσ(k))

· 1Xj ∈A
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for each n ≥ m, and therefore, as desired, we conclude that

PQ{Xi ∈ A|Em}
a.s.
=

m∑
j=1

∑
σ∈Sm :σ(i)=j

∏m
k=1 λk (Xσ(k))∑

σ∈Sm

∏m
k=1 λk (Xσ(k))

· 1Xj ∈A.
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