Bernoulli 27(2), 2021, 1291-1318
https://doi.org/10.3150/20-BEJ1274

Time-changed spectrally positive Lévy
processes started from infinity

CLEMENT FOUCART!, PEI-SEN LI? and XIAOWEN ZHOU?

LUniversité Sorbonne Paris Nord, Laboratoire Analyse, Géométrie & Applications, UMR 7539 Institut Galilée,
99 avenue J.B. Clément, 93430 Villetaneuse, France. E-mail: foucart@math.univ-parisi3.fr

2 Institute for Mathematical Sciences, Renmin University of China, 100872 Beijing, P.R. China.

E-mail: peisenli@ruc.edu.cn

3Department of Mathematics and Statistics, Concordia University, 1455 De Maisonneuve Blvd. W., Montreal,
Canada. E-mail: xiaowen.zhou@ concordia.ca

Consider a spectrally positive Lévy process Z with log-Laplace exponent W and a positive continuous function
R on (0, 0o0). We investigate the entrance from infinity of the process X obtained by changing time in Z with the
inverse of the additive functional n(¢) = fé %. We provide a necessary and sufficient condition for infinity to
be an entrance boundary of the process X. Under this condition, the process can start from infinity and we study its
speed of coming down from infinity. When the Lévy process has a negative drift § := —y < 0, sufficient conditions
over R and W are found for the process to come down from infinity along the deterministic function (x;,t > 0)
solution to dx; = —y R(x;) dt with xg = c0. If (L) ~cA% as L — 0, @ € (1,2], ¢ > 0 and R is regularly varying
at oo with index 6 > «, the process comes down from infinity and we find a renormalisation in law of its running
infimum at small times.

Keywords: Coming down from infinity; entrance boundary; hitting time; continuous-state non-linear branching
process; regularly varying function; spectrally positive Lévy process; time-change; weighted occupation time

1. Introduction

A classical question in the theoretical study of Markov processes is to know if a given process can
be started from its boundaries. In the framework of birth-death processes and diffusions, Feller’s tests
provide necessary and sufficient conditions for a boundary to be an entrance. Namely, the boundary
cannot be reached but the process can start from it, see, for example, Anderson [1], Chapter 8, and
Karlin and Taylor [16], Chapter 15, for a comprehensive account on Feller’s tests. No explicit tests
classifying boundaries are available for general Markov processes, and taylor-made criteria have to
be designed for a given class of processes. We mention for instance the recent article of Doring and
Kyprianou [11], where integral tests classifying the boundary +oo of diffusions with stable jumps are
found.

We consider in this article the class of Markov processes obtained as time-changes of Lévy processes
with no negative jumps. We will provide a simple test for such processes to have infinity as entrance
boundary and investigate further their small-time asymptotics when they leave co. Such studies have
been carried out for instance, for birth-death processes, see Bansaye et al. [3], Sagitov and France [26],
and for Kolmogorov diffusions, see Bansaye et al. [2].

Time-changed spectrally positive Lévy processes have been considered from the point of view of
stochastic population models, see Li [21], Li and Zhou [23] and Li et al. [22], where they appear as
solutions to certain stochastic differential equations with jumps. We retain the name coined in those
works and call the class of processes under study, nonlinear continuous-state branching processes
(nonlinear CSBPs for short).
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We now give a formal definition. Consider a continuous function R on [0, co) strictly positive on
(0, 00), and Z a Lévy process with no negative jumps started from x > 0 with log-Laplace exponent
W, that is, E[e *41|Zy = x] = e **TY® for any A > 0. We define a nonlinear CSBP with branching
mechanism V and branching rate R as the process (X;,0 <t < {) given by

Xii=Zy1iypes (1.1)

where 7, is the first passage time below zero of Z and for any s > 0,

n(s) :=/W0 Y and i) = inffs 2 0: (s > 1)
0 R(Z))

with the convention inf @ := oo and ¢ = n(z;) € (0, o0]. Since R is strictly positive on (0, o), for
O0<t<rty, ﬁ is bounded on r € [0, t], and hence, the integral 1(¢) is finite for 0 < < 7, . We
also follow the terminology of branching processes by saying that a nonlinear CSBP is supercritical,
critical or subcritical if respectively, y <0,y =0 or y > 0, where y = ¥/ (0+).

When the function R is the identity, the time-change procedure (1.1) above corresponds to the Lam-
perti transformation which relates a spectrally positive Lévy process Z into a CSBP. We refer to for
example, Kyprianou [19], Theorem 12.2, Bingham [5] and Caballero et al. [9] for a study of CSBPs by
random time-change. It is worth noticing that CSBPs cannot be started from oo as the boundary oo is
absorbing, see, for example, [9], Proposition 1. Processes obtained by the time-change (1.1) for a gen-
eral function R are natural generalisations of CSBPs, in which, heuristically the underlying population
evolves non linearly at a rate governed by the function R.

When the function R is an exponential function, namely R(x) = %% with > 0, for all x > 0,
the second Lamperti’s transformation, see, for example, [19], Theorem 13.1, entails that the process
(Y;,t > 0) defined by Y; := e~ for t > 0, is a positive self-similar Markov process (PSSMP for short)
with index of self-similarity 6 and Lévy parent process Z. The property of entrance from oo for the
process X is related to the possibility for Y to be started at 0. This latter topic has been extensively
studied, see Caballero and Chaumont [9] and the references therein.

We shall mainly focus on subcritical and critical nonlinear CSBPs, as it will come up, without
surprise, that supercritical ones never come down from infinity. Observe also that (sub)-critical non-
linear CSBPs cannot explode (i.e., hit oo in finite time) as in these cases, P(Supg—, .o, X; < 00) =
P(Suszro‘ Z; <00)=P(r; <o0)=1.

The following symbolic representation of a sample path of X with X¢ = x illustrates how the time-
change (1.1) shrinks time without changing jump sizes and starting levels of the jumps of Z.

If the branching rate function R takes arbitrarily large values on a neighborhood of oo, then jumps
will occur faster and faster as the initial state x goes to infinity. The main problem is thus to see
whether those jumps will prevent the process “started at infinity” to escape or not. The second question
is to understand how the process comes down from infinity when oo is an entrance boundary. We call
speed of coming down from infinity, any function (x;, ¢ > 0) such that X, /x; t—a 1 in probability or

almost-surely as ¢ goes to 0+, when X¢ = oo a.s.

Denote by —y ¢ the drift part of the underlying Lévy process Z, with y > 0 in the subcritical case.
We see heuristically in Figure 1, that between each jump, the subcritical nonlinear CSBP, follows the
deterministic flow

dx, = —y R(x,) dt. (1.2)

A natural candidate for a speed function in the subcritical case is therefore (x;,# > 0) solution to
(1.2) started from x¢g = co. We will find conditions on ¥ and R entailing indeed that X/, /x; —>0 1in
t—
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Figure 1. The lighter line represents a Lévy process Z with drift —y < 0 and the heavier one the subcritical
nonlinear CSBP X obtained by time-change. Both processes start at x and the jump rate of X is greater where R
takes large values.

time

probability or almost-surely. In the critical case y = 0, the nonlinear CSBP oscillates and we find some
renormalisation in law of the running infimum (X, > 0) defined by X, = info<;<; X for specific
branching mechanisms and branching rates.

The paper is organized as follows. In Section 2, we give a rigorous definition of infinity as entrance
boundary and gather fundamental properties of nonlinear CSBPs, such as their Feller property. We
recall the definition of the scale function of a spectrally positive Lévy process as well as some properties
of weighted occupation times. We state our main results in Section 3. In Section 4, we study the Laplace
transform and the moments of the first passage times of nonlinear CSBPs started from infinity, below
a fixed level. In Section 5, we investigate the asymptotics of the latter, when the level tends to oco. In
Section 6, we study the small-time asymptotics of the process started from infinity.

Notation. We use in the sequel Landau’s notation: for any positive functions f and g, we write

f(z2) ~ g(z) as z goes to a real number a, if % —> 1, f(z) = O(g(2)) as z goes to oo if for a
Z—a
f(2)

large enough zo, sup,-,, 5y <00 and f(z) = 0(g(z)) as z goes to 0o if f@ 0. The integrability
>20 g(2) 8@ 7500

of a function f in a neighborhood of oo (respectively, 0) is written for short as [ ® f(x)dx < o0
(respectively, fo f(x)dx < o0) and || f|| denotes the supremum norm of f. For any x € [0, oo], let P,
be the distribution of X with X¢ = x, let E, and Var, be the corresponding expectation and variance,

respectively. The equality in law is denoted by £

2. Preliminaries

We provide in this section some fundamental properties of the process (X; > 0) and give a rigorous
definition of infinity as entrance boundary. Some results on spectrally positive Lévy processes that we
shall need later are stated.

2.1. Nonlinear CSBPs started from infinity

Recall that a nonlinear CSBP X satisfies (1.1) with R a continuous and strictly positive function on
(0, co) and where 7 is the additive functional 1 : ¢ fol %. The process X has obviously no nega-
tive jumps and we show in the next proposition that it has the Feller property. Recall that 7,” denotes

the first passage time below 0 of the Lévy process Z and ¢ = n(z; ) is the lifetime of the nonlinear
CSBP X.
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Proposition 2.1. Assume that R is continuous and strictly positive on (0, 00) and that Z is a spectrally
positive Lévy process. For any x > 0 and any 0 <t < 1, , we have n(t) < 0o Py-a.s. The process
(X¢, t = 0) is well-defined, strong Markov and with cadlag paths. Its semigroup (P;,t > 0) satisfies for
any function f bounded and continuous on [0, 00),

(i) P:f is continuous on [0, 00),
@{i) Prf(x) —0: f(x) for any x € [0, 00).
1—

The proof of Proposition 2.1 is postponed to the supplement in Foucart et al. [13]. As our primary
aim is to study the boundary oo of the nonlinear CSBP X, we precise now the definition of entrance
boundary that we adopt. We refer for this definition to Kallenberg [15], Chapter 23. Set T}, := inf{r >
0: X; < b} for all b > 0 with the convention inf & := co. The random variable T} is the first passage
time of the nonlinear CSBP X below the level b and is a stopping time in the natural filtration of X.

Definition 2.2. The boundary oo is said to be an instantaneous entrance boundary for the process
(X¢, t = 0) if the process does not explode and

V>0, lim liminfPy (T, <1)=1. @2.1)
b—00 X—>00

The following lemma provides equivalent conditions for oo to be an entrance for processes with no
negative jumps. We refer to Foucart et al. [14], Lemma 1.2, for its proof.

Lemma 2.3. Consider a strong Markov process (X;,t > 0) with no negative jumps. The following
statements are equivalent:

(a) Condition (2.1) holds;

(b) For large enough b, SUPy =) E [Tp] < o0;
(©) limp_ o0 limy o0 Ex[T,] = 0.

Condition (2.1), with Proposition 2.1 (Feller property), ensures the existence of a cadlag strong
Markov process X on [0, oo], which starts from infinity and leaves it instantaneously. Namely,
Poo(Xp = 00) =1 and Poo(X; < oo forany t > 0) = 1. The process has, moreover, the same law
as the nonlinear CSBP defined in (1.1) under P, for any x € (0, 0c0). We refer the reader to [14], The-
orem 2.2. The next proposition, also established in [14], is crucial in the study of the speed of coming
down from infinity.

Proposition 2.4. Let h be a nonnegative continuous and increasing function on [0, 00). Suppose that
(2.1) holds. Then

(a) forany 6 > 0, there exists bg > 0, such that for all b > by, Exo(e0) < o0;
(b) for any b > 0, if Ty < o0, Pxg-almost-surely and Eoo(h(Tp)) < 00, then E,(h(Tp)) —>
X—>00

Eoo (h(Tp)).

In particular, we see that, under Py, one can find a large enough b such that Ty has moments of all
orders.

We close this section with the following simple observation.

Lemma 2.5. In the supercritical case the boundary oo is not an entrance boundary.
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Proof. Assume ¥/(0+) = y < 0. Since the Lévy process (Z;,t > 0) drifts towards +o00, under Py,
(Z;,t = 0) stays above any level b < x with positive probability. On this event, the time-changed
process (X, t > 0) also stays above b. This entails [E, (75) = oo and condition (b) in Lemma 2.3 is not
fulfilled. O

2.2. Scale function and weighted occupation times

Notice that the dual process Z:=-Zisa spectrally negative Lévy process with Laplace exponent W,
that is, for any A > 0,

1 5 o2 o0
W(r) = - logEg[e** ] =y + 7,\2 + /0 (7 — 1+ 2z)m(dz) (2.2)

where y is the drift, 7 is the Lévy measure satisfying fooo z A 227 (dz) < oo and 62/2 is the Brownian
coefficient.

As fluctuations of the Lévy process Z will play an important role, we recall the definition of the
scale function W and some of its basic properties. Some classical results on exit problems for spectrally
positive Lévy processes are summarized in the following lemma. For any y, set tj =inf{t >0:Z; >
vy} and T, =inf{t >0:Z; < y}.

Lemma 2.6. Suppose that y > 0. There exists a strictly increasing continuous function W, called scale
function, such that W (x) = 0 for any x < 0 and for any g > 0

/00 e PW(y)dy = L (2.3)
0 Y(g)

For any x e R LS ) IN 1, W) — W(o0):= % €10, oo], W(y) = o(e?”) when y — oo, for
y—>00

’ W(X+)’) y—0o0
any p > 0. Moreover, for any x,y > 0

W(o0) — W(x) _ _ W(y)
Po(z" = d P <tF V=P <N = "7
O(TX < OO) W(OO) an X(TO — 7")C‘H’) O(T—X — T)’ ) W()C 4 y)
and there exist c1, c2 > 0 such that for any x > 0
1
— <Wkx)<cp———. 2.4
T = VW = pay 24)

We refer to Bertoin [4], Chapter VII, and Kyprianou [19], Chapter 8, for proofs. See Propositions
III.1 and VIIL.10 in [4] for (2.4). Scale functions are rarely explicit, and we refer the reader to Kuznetsov
et al. [18]. In the critical stable case, for which W (1) = A% with « € (1, 2], the scale function can be
found for instance in [18], Example 4.17, and W (x) = x""l/ I'(a), for x > 0.

The following theorem about weighted occupation times will allow us to study the Laplace trans-
forms of the first entrance times. Its proof follows closely arguments of Li and Palmowski [20] and is
postponed to the supplement in Foucart et al. [13].

Theorem 2.7. Given a locally bounded nonnegative function w on (0, 00), let W,i“” (x) satisfy

o0
Wl =1,  Ww= / W —00@W@dz forx>0n>0. (2.5
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Givenb>0,if Y 12, W, (b) < 00, then for all x > b,

% o (@
’ n=0""n

3. Main results and strategy of proofs

From now on, unless explicitly stated, we consider the subcritical and critical nonlinear CSBPs, namely
those satisfying y > 0. Recall 7}, :=inf{r > 0: X; < b} for any b > 0 and the scale function W.

3.1. Main results
Our first result is the following necessary and sufficient condition for coming down from infinity.

Theorem 3.1. Assume y > 0. The boundary oo is an instantaneous entrance boundary for the process
(X;,t > 0) if and only if

o 1
/ ———dx < o0. (3.1
xW(l/x)R(x)
Moreover, if (3.1) holds, then for all b > 0, Eoo (Tp) = m(b) < 00, where m is defined on (0, 00) by
CWx-—»b
mibes [ WD g (3.2)
b R(x)

The proof of Theorem 3.1 is deferred to Section 4.

Remark 3.2. One has x\ll(l/x) —> W’ (0+4) = y. In the subcritical case, ¥ > 0, and we see that (3.1)

holds if and only if f R o < oo It is worth noticing that this integral condition is the condition for
00 to be an entrance for the determmlstlc flow (x;,1 > 0) solvmg (1.2). In the critical case, y =0, and
the condition [

We focus now on nonlinear CSBPs satisfying (3.1). In the subcritical case, for which y > 0, one
defines the function ¢ on (0, c0) as
1 [ dx
Qo b~ — / . (3.3)
b

4 R(x)

The following conditions will play a role in the sequel:

h
H, llmsupllmmf ¢(hx) =1 and Hp:foranyh>1, liminf p(x) -1
h—14 Y700 @(x) x—>00 @(hx)

Define for any z > 0 and p > 0,

v . R(x)
R AV e SR oy
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where (x)4 := max(x, 0) is the positive part of x. The next condition can be interpreted as requiring
the function R to have no deep valleys near co:

H3 : limsup lim V(z, p) =0.
p—0+ T
Note that when R is non-decreasing, the function V is identically zero and Hz always holds. These

three conditions frequently appear in the asymptotic analysis of stochastic processes, see, for example,
Buldygin et al. [7] and the references therein.

Theorem 3.3. Assume y > 0 and (3.1). If conditions Hy, Hy and Hs are satisfied, then in Pyo-

. X,
probability, prn) tjol .

To exemplify Theorem 3.3, we will consider branching rate functions with regular variation. Recall
that R is regularly varying at co with index 6 € [0, co) if for any A > 0

R(Ax) Y.
R(x) X—00 ’

(3.5)

The function R is also called slowly varying if 6 = 0. We refer the reader to Bingham et al. [6] for a
reference on those functions. Consider a function R, satisfying (3.5) with 6 > 1. Karamata’s theorem,
see, for example, [6], Proposition 1.5.10, ensures that (3.1) is satisfied and that the function ¢ is reg-
ularly varying at co with index 1 — # < 0. This implies that H; and H, are fulfilled. Moreover, [6],
Theorem 1.5.12, entails that ¢! is regularly varying at 0 with index —1/(6 — 1). If furthermore, R is
assumed to be non-decreasing, then Hj is also satisfied and Theorem 3.3 applies.

In the setting of a regularly varying branching rate R, some refinements of the condition Hj will
enable us to get an almost-sure speed for two important classes of subcritical branching mechanisms.
Recall 7 the Lévy measure of the underlying Lévy process.

Theorem 3.4. Assume y > 0 and R regularly varying at oo with index 0 > 1. In both of the following
cases (a) and (b)
(@) W) —yi~crlt® asx — 0+ for some § € (0,1), ¢ > 0and V(z, ﬁ) =0(z"%%) asz - oo,

(b) there exists v € (0, 00) such that ¥(—v) =0, fol um (du) < oo, and V (z, %ﬁ“z) =0(In(z)"?)
as z — oo,
3(1’ —> 1 Pyo-almost-surely and the speed function ¢~
(0 1504
negative index —1/(60 — 1).

1

we have is regularly varying at O with

Remark 3.5. The first condition in (b) is known as Cramér condition, see, for example, Kyprianou
[19], Chapter 7. It requires that the Lévy measure 7 has an exponential moment. The second condition
on 7 means that there is no accumulation of small jumps. In particular, Cramér condition is satisfied

in the pure diffusive case, for which for any A > 0, W(A) =y X + %2k2, and (b) is fulfilled as soon as

V(z, 2202) = O (In(z)~2) as z — oo. Also notice that if R is increasing, then conditions of V in (a,b)
are fulfilled.

In the following theorem, we study the critical processes started at co when W is stable-like and R
is regularly varying at infinity. Recall the running infinum (X,, ¢ > 0) defined by X, = infy<,<; X.
We find a renormalisation in law of this running infimum. Recall m defined in (3.2) and denote its

right-inverse by m 1.
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Theorem 3.6. Assume that y =0, R is regularly varying at oo with index 6 > «, and V(1) ~ cA® as
A goes to O for a € (1,2] and ¢ > 0. Then oo is an instantaneous entrance boundary and under Py,

1
—>S£;‘” in law as t goes to 0,

X
lim sup 2l =00 asand ;
t—0+ Xt m~(t)

-1

where m™" is regularly varying at 0 with negative index —ﬁ, and Sy ¢ is a positive random variable

with Laplace transform

n

00 n -1
~sa) = [$(STO Yy T i)
]E[e 9]_[Z(F(9—o¢)) HF(:Q—(:—I)a)] forany s >0,

i=1

where T is the Gamma function and the empty product, with n =0, is taken to be 1.

Theorem 3.6 naturally leads to the question whether the critical processes that come down from
infinity, always oscillate widely or not. In the next proposition, we find a class of functions R for which
H is not satisfied and the running infimum of the critical process can be renormalized to converge in
probability towards 1.

Proposition 3.7. Assume that R(x) = g(x)e?* for x > 0 and some constant 6 > 0, and that the func-
tion g is continuous on [0, 00), strictly positive on (0, 00) and regularly varying at co. Then oo is an
instantaneous entrance boundary and in P -probability,

X
_1’ —> 1 in the critical case and ; —> 1 in the subcritical case.
—I(t) t—>0 (1) t—0

Moreover, the speed functions t — ¢~ (t) and t — m~'(t) are slowly varying at 0.

Theorems 3.3, 3.4, 3.6 and Proposition 3.7 are proved in Section 6.
‘We show now how our results apply for explicit branching rates and/or branching mechanisms.

Example 3.8.

(1) If for any x > 0, R(x) = x? for some 6 > 0, then a simple change of variable in (3.1) ensures
that oo is an entrance boundary if and only if fo % dx < oco. This condition was established in

Li [21], Theorem 1.10. Recall that fo ﬁ dx = oo for any W defined as in (2.2). When 0 =1,
we recover that (sub)critical CSBPs do not come down from infinity. However, when 6 > 1 and

y > 0, by Theorem 3.3, the process comes down from infinity at speed ¢ ~! (1) = [y (0 — l)t]ﬁ
(2) If for any x > 0, \Il(x) = cx® for some ¢ > 0 and « € (1, 2], then oo is an entrance boundary

if and only if [ R ) Cdx < 00, see Example 4.17 of [18] for the scale function for W. In this
case, the nonlinear CSBP X is also a stable jump diffusion (with asymmetric jumps), see Doring
and Kyprianou [11]. We recover the integral test established in [11], Theorem 2.2. When for any
x>0, R(x) = x? with 0 > «, the process comes down from infinity, and by Theorem 3.6, its

running infimum comes down at speed m~l(t) = [T@©)/T'® — oz)t]a_lﬂ. See the forthcoming
Remark 5.3 for the explicit form of m.
(3) Ifforanyx >0, R(x) = e for some 6 > 0, then for any subcritical or critical branching mecha-

nism ¥, by Lemma 2.6, f o Wx(l/x) < 00 and by Theorem 3.1, the process comes down from
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infinity. By Proposition 3.7, if y > 0, then the speed is ¢~ (1) = —log(y01) /0 NE) —log(1)/6.
t—0+

—

If y =0, then the running infimum comes down at speed m~ (1) = —log(¥(0)t)/6 AE)
t—0+
—log(t)/6. See the forthcoming Corollary 4.4 for an explicit form of m.

An example of nonlinear CSBP with a non-increasing branching rate R is studied at the end of
Section 5, see Example 5.12.

3.2. Strategy of proofs

In order to establish our main results, we will follow the approach developed by Bansaye et al. in [2,3]
for Kolmogorov diffusions and birth-death processes. It consists in studying the long-term behavior of
Tp, under P, when b goes to co. The main difference with these works lies in the fact that the process
X may have arbitrarily large jumps, which makes its position more involved to follow.

Let b > 0. Recall 7, :=inf{t > 0: Z; < b}. A simple time-change argument gives

‘[}: 1
T .=/0 Rz o (3.6)

We see therefore that T}, is a weighted occupation time for the spectrally positive Lévy process Z with
the function @ = 1/R. We will apply the known results on those functionals of Lévy processes, as well
as Theorem 2.7 for studying the moments and the Laplace transform under P.

Recall the function ¢ defined in (3.3). The map ¢ is strictly decreasing and its inverse function
(p_l is the solution (x;,¢ > 0) to the Cauchy problem (1.2) started from xo = oo. For any b > 0,
@ (b) corresponds to the first passage time of (x;,7 > 0) below the level b and ¢(b) — @(bh) is the
time needed for (x;, ¢ > 0) to go from the level bk to b for any b > 0 and ~& > 1. Observe that Hj is
equivalent to liminfy,_, 14 limsup,_, o, W = 0. Intuitively, the time needed for (x;, ¢ > 0) to go
from bh to b with h > 1, is negligible in comparison to the time needed to reach b when started at co.
The condition H requires therefore that the coming down from infinity does not occur too fast.

We shall see that when H is satisfied, the mean time for the process X, started from oo, to reach b
is equivalent to ¢(b). Under the conditions H; and Hi, the following weak law of large numbers will
occur

Ty
—
Ex[Tp] b—o0

1 in Poo-probability. 3.7

The additional condition H; on ¢ will allow us to transfer our results on 7} as b goes to 0o to
results on the small-time asymptotics under Py, of the running infimum process (X, > 0), defined
by X, = info<s<; X;. In the subcritical case, excursions of (X;, > 0) above its running infimum are
negligible and asymptotics for (X,, ¢ > 0) will provide asymptotics for (X;, 7 > 0).

Getting the almost-sure convergence in (3.7) is more involved. The method requires rather explicit
fluctuation identities, which are available for important classes of branching mechanisms, namely those
with stable-like behaviors and with exponential moments.

In the critical case or when H is not satisfied, the convergence in probability (3.7) will typi-
cally not occur. We shall see that for the critical branching mechanisms considered in Theorem 3.6,
(Tp/EcolTp], b = 0) converges in law as b goes to co.
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4. First entrance times

We prove in this section Theorem 3.1 and provide a formula for the variance of the first entrance time
Tp under P,. Recall the expression (3.6) for 7; under P, for any x € (0, 00).

Lemma 4.1. For any x > b > 0, we have E.[T;] = [, %[W(y —b)— W —x)].

Proof. By the time change, we have

Ex[Tb]zEx[/rh ds ]:/ L/ IP’X(Zsedy,s<rb_)ds
0o R(Z) o RO Jo

_ P W(y—b)—W( —x)
0 R(y)

where for the last equality, we apply Kuznetsov et al. [18], Theorem 2.7 (ii), for an expression of the
potential measure. (]

Proof of Theorem 3.1. We have seen in Lemma 2.5 that in the supercritical case (for which y < 0),
o0 is not an entrance boundary. We treat now the case y > 0. Recall that there is no explosion when
y > 0. Since the scale function is continuous and strictly increasing on [0, 00), using Lemma 4.1 and
the monotone convergence theorem, we see that
X W(y—->b

lim E,[Tp] = Ldy:m(b). 4.1

x—>00 b R(y)
By Lemma 2.3 (b), oo is an entrance boundary, namely (2.1) holds, if and only if m(b) < oo for a

large enough b > 0. By Lemma 2.6, W‘K(Z)b) — 1 for any b > 0 and using the bounds (2.4), one sees
y~>oo

that the last integral is finite if and only if (3.1) holds. Moreover, by applying Proposition 2.4 with the
function 4 (x) = x, we obtain that for any b > 0 such that m(b) < oo, one has m(b) = Exo[Tp].
It remains to establish that if there is ¢ such that m(c) < oo then m(b) < oo for all b > 0. Suppose

that for a constant ¢ > 0, Ex(7;) < co. Then by Lemma 2.6, vag:g

— 1 for b > 0, and thus, from
y—0o0

(4.1) we see that for any constant b > 0, Ex[T}] < 00. O

Lemma 4.2. Under the assumption (3.1), the function m is positive, continuous and strictly decreasing
on (0, 00).

Proof. By the strong Markov property and the absence of negative jumps, for any b < a, m(b) —
m(a) = Exo[Tp — T,] = E4[Tp] > 0 and m is strictly decreasing. Let a > 0 such that x — W) g

R(x)
integrable on (a, co). For any x > a, WI(i’)Ex_)b) < ‘;/((j)) Since the map b Wl(i,);x_)b ) is continuous, by

continuity under the integral sign, the map m is continuous on (a, 00). (]

We now study the Laplace transform of the first entrance time 7j. Define recursively the positive
functions (W,,, n > 0) by

Wo(x) =1, W,,H(x):/w%wn(z)dz, n>0x>0. 4.2)

Note that W (b) = m(b) for any b > 0.



Time-changed Lévy processes started from infinity 1301

Theorem 4.3. If there is b > 0 such that m(b) < 00, then for any 0 < A < 1/m(b), Y 02 A" Wy(b) <
oo and for any x > b, we have

E, [e‘”b] — M

= . 4.3)
Do M Wa(b)
In addition,
1
Eoofe |2 —————— . (4.4)
wle] > s AW (b)
Proof. We show that Zn>0 MW, (b) <oofor0 <A < Wi (b) Recall from Lemma 2.6 that x > W(x)

is nondecreasing. By induction we can show that for any n, the function x € [0, c0) — W, (x) is
decreasing. Then

® W(z—x)
Wig1(x) = ——— Wu(2)dz < Wy (x) Wi (x)
x R(2)
so that W,,(x) < Wi (x)" for any x > 0. Since W (x) —> 0, for any A > 0, there exists b > 0 such that
X—> 00

A< ﬁ.Foranyx > b,
DN (x) < D AW (b) <Y (AW (B))" < o0
n>=0 n>0 n=0

By applying Theorem 2.7 with w(x) = ﬁx), and noticing that lim,_, o, W, (x) =0, n > 1, we obtain
the series representation (4.3). O

According to Theorem 2.7, the formula for the Laplace transform (4.3) holds true more generally at
any A > 0 such that the series ), .| A" W, (b) converges.

We compute explicitly the functions (W,,n > 1) when R(x) = ¢?*. They were first obtained by
Patie in [25] in the theory of PSSMPs.

Corollary 4.4. Suppose that R(x) = e%* for a given 6 > 0 and y > 0. Then for any b > 0, m(b) =
% < oo and for any x > 0,

—nbx
T ¥(6)
Further, (4.3) and (4.4) hold true for any A > 0.

W,(x) = forn>1. 4.5)

Proof. We are going to prove it by induction. By Lemma 2.6, for any x > 0, m(x) = Wi(x) =

s e:‘(’fﬂ) dy = gy < 0o. Suppose that (4.5) holds for n = m. Then for n =m + 1 we have

® W(z—x) * W)
Wm+1(x)=/X TWm(Z)dZ:/(; 9(Z+X)W (z+x)dz
—(m+1)9x

[o/0]
= W(z)e (m+1)0(z+x) dg= —
[T v(6) /o 1‘[’”+l v(jo)

where we used (2.3) in the third equality. The formula is obtained for any n by induction.
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One readily checks that for any x > 0, M —> 0, which ensures that the entire series with
x

Wn(x) s
coefficients (4.5) has an infinite radius of convergence. ]

We see in the next proposition that in the subcritical case the series (4.3) always converges.

Proposition 4.5. Suppose that y > 0 and foo Rd(fc) < 0. Then, for all b > 0, for any A > 0,
Yoo oA Wy(b) < 0.

Proof. Recall the function ¢, defined in (3.3), as ¢(z) = f 0 Rd(‘;) We show by induction and (4.2)
that forall n > 1 and all b > 0, W,,(b) < ‘p(b) . Since for any x > 0, W(x) < W(oc0) = -, one clearly

has Wi (b) = f boo ng’zx)b) dx < (D). Assume that for any b > 0, W, (b) < ‘”(nh!) . The recursion formula
(4.2) entails

W(z b) /
b —W,(2)d — —_
Wyt1(b) = / ()dz < VR( )fp(z)
Since ¢'(z) = — le(z)’ then foo )‘fg():) dz = (p(ffl and W, 1(b) < (n+1)' The result follows by in-
duction. O

Lemma 4.6. Suppose that (3.1) holds. Then for any x > b > 0, IEX[TbZ] =2[Wa(x) — Wh(b) +
Wi(b)(W1(b) — W1 (x))], which can also be written as

7 * du 0 dz B B N B
Ex[Tb]_Z/h xw ), R(Z)[W(z b)—W(z—x)][Wu—b)— Wu-2)]

In particular, we have

Eoo[TF] = 2Wi(b)* — 2Wa(b)

[e%e) 1 2
=2 —Ww b)d
Ub Ry O )y]

R | B |
P e [ — W —bWE —y)d
/b R /b Ry 0T W= dy.

Proof. We have seen in the proof of Theorem 4.3, that for any x > 0, W, (x) < W;(x)" for all n > 0.
Hence, for any 0 < A < ﬁ, Z;’izn(n — DA 2W,(x) < o0o. For any x > b and 0 < A < 1/m(b),
set fy(A) 1= Z;’;O AW, (x) and note that E,[e *T0] = ;‘ ) The function fx 1s twice differentiable

and satisfies f(0) =1, f{(0) = Wi(x) and f/(0) = 2W2(x) Simple computations provide that for
0<xr<1/m),

d?

Bl = (00 o) = FeI D) o0

—2(FL) [ () = Fr W) L) 50072 f(0)

and we get with A =0, Ex[sz] =2[Wr(x) — Wa(b) + Wi (b)(W1(b) — Wi(x))]. Let I} := War(x) —
Wy (b) and let I := Wi (b)(W1(b) — Wi(x)). Recall W; and W, defined in (4.2) and W (b) = m(b).
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Noticing the fact that W(x) = 0 for x < 0, we see that

P W(iz—x) [ Wu-—2) P W(iz—=b) [ Wu-—2)

I = dudz — dudz
b R(iz) J; R(u) b R(z) J; R(u)
_/'OO du YWEz—x)Wl —2) dz—/oo du /” WiE—b)Wu —=z) dz
e R Jp R(2) s Rw) Jy R(z)

——/OO W Wby - W - n]Wa -2
) Rw )y ROV ) )

and I = [;° %W(u —-b) ;7 %[W(z — b) — W(z — x)]. Therefore,

2 _ o [T [T ey e by - W
Ex[Tb]_211+212_2/b xe ), R(Z)[W(z b) =Wz —x)]|[Wu—b) —Wu-2)].

Finally, we let x — oo. Then by the fact that lim,_, o4+ W (x) = 0 decreasingly and Proposition 2.4 (b),
we obtain the desired result. O

Corollary 4.7. Suppose that (3.1) holds. For any b > 0, Vars (Tp) = W (b)? —2W»(b) which can also
be written as

© |
Vareo (T)) = 2/}) mW(x —b) dx/x W[W(y —b)— W(y —x)]dy. (4.6)

Proof. By Lemmas 4.1 and 4.6,

Vareo (Ty) = Eoo[T2] — (BoolTs1)°

1 1
= dx — WO =)W —b)d
/b R(x) fb Ry WO T OW b dy

| |
-2 d — W —-b)W(x —y)d
/b R x/b RO) =Wk —y)dy

> 1 S |
=2 d —WhHh -bWx —->b)d
fb R(x) x/x RO W=Dy

S| S|
) d W(y —b)W(x — y)dy.
/b RO x/b RO) y—DW(x —y)dy

Changing the order of integrals, we have

* 1 © 1
Varoo(Tb)=2/b R(x)dx/x Fy)W(x—b)W(y—b)dy

1 > 1
-2 dx —Whx-=-bW(y—x)d
/b R(x) / Ry "¢ TV —0dy

o] 1 oo 1
=2/b FX)W(x—mdxfx RGO —p = Wo—n]ay. .
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5. Asymptotic behaviors of hitting times

In this section, we study the convergence of (7p/Ex[Tp], b > 0) as b — oco. By applying Theorem 4.3,
we first find conditions on R for a convergence in law to hold.

5.1. Convergence in law
Corollary 5.1. Suppose that R(x) = ¢”*g(x) for x > 0 and some constant 6, > 0 and function g is

regularly varying at oo. Then (3.1) is satisfied and m(b) ~ m as b goes to 0o. Moreover, for any
)\‘ 2 O’

0w\
hm e [ (h) <1+ZH1 1‘11(192)>

Proof. Assume that g is regularly varying with index 6; € R. Set £(x) := x % g(x) for any x > 0. The
function ¢ is slowly varying at co. Recall (4.2) and W;(x) = m(x). For any x > 0

dz. 5.1

Y W (2) e P W(E) L)
W) /0 C(x +2)(x + 2)01 02 G+2) 4= T o €27 ((x+2)

The representation theorem for slowly varying functions, see, for example, [6], Theorem 1.3.1, entails

that for any fixed z > 0, lfx(i)z) — 1. Moreover, by Potter’s theorem, see, for example, [6], Theo-
X—> 00

rem 1.5.6, for any chosen constant C > 1, and large enough x,

£(x) < )
<C|1+ <C(+2). 5.2
Lx+2) ~ =< ) G-
Recall (2.3), [;° WH(ZZ) dz = \1,(9 5- Fix € € (0, 1). Since JoS L+ 2)W(2)e "% dz < o0, by Lebesgue’s
theorem, for x large enough f > WQ(ZZ) fo(i)z) dz < \I}zge) and (5;;1) entails Wi(x) < W In order
W(z)
to find a lower bound, first note that for0 < 8 < 1 Wi(x) > fg 7D (xﬂfgl 6T dz. Applying (2.3)
again, we have for large enough x
B
w 11—
@ gox 1€ (5.3)
o %t W (62)
Thus,
/xﬁ W(Z) & 6—02)( xP W(Z)
Yi
0 Z(x + Z)(x + Z)91 692()6"1‘2) Supye[x’x+xﬁ] {(y)(x +x,3)91 0 6922
1 ¢ oy -
> ) ( al ) € 54
R(x) SUPyelx,x+xh] Z(y) X+ xh W (62)
ﬁ)‘)l - 1and for x large enough
£(x) - £(x) - £(x)

infe(1,2)£(Ax) ~ SUPye[x,x.Hﬂ]g()’) - Spre[l,z]e()tx).
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Applying the uniform convergence theorem, [6], Theorem 1.2.1, to the slowly varying functions £ and
1/¢, we see that both of the bounds above converge towards 1 as x goes to oo. Therefore, for large

enough x,
E(x) ( X )61
=1-e (5.5)

SUPy ey, x-8] £(V) \ X +xP

and thus, for large enough x

(1—¢)? l1+e

O R TS -6)

Recall that Wi (x) = m(x). The inequalities above yield that m (x) ~ m as x goes to infinity. We
proceed to show by induction that for any n > 1, there is m, € N such that for all large enough x,

(1—e)m (1+e)
Wn — n . ’
RO T, WG ~ ) = Ry [T, w6

(5.7)
which immediately yields W, (x) ~ m as x goes to infinity. By letting m| =2 one can
j=1

see that (5.7) holds for n = 1. Assume that (5.7) holds for some n > 1 and m,, > 1. To show (5.7) for
n + 1, we start with the lower bound.

W)W, (x +2) > (I —¢e)m W)
R(x+2) Tl vGe) Jo R(x+ 2t

xB

dz

Wi (x) =
0

(1 — G)mn W(Z)
- 1_[721 W(j6) Jo Rx+ 7+l

dz

B (1 . e)m" xB W(Z) X (n+1)6; e(x) n+1 "
= R H?‘:l U(joh) Jo emthoz\x 42 L(x +2)

Applying (5.3) for (n 4 1)6, and (5.5), we obtain that

Wt () > (1—¢e)n 1—¢
= R, W(i62) W((n + 1)62)

(1 — e)m)H»l
(1 _ 6)n+1 —
RO [T} w(j6)

with my 41 :=m, +n + 2. We now look for the upper bound. One has

(1+e) o0 W(z)
11 V(36) Jo R(x 42!

1+ ~ W) ( () )"“d
S RO w60 Jo e\t +2) ¢

Wn—H(x) =< l—[

By (5.2), (Zé(i)z) yitl < ontl (] 4 7)n+] and since fooo(l + )l e(,fi—ﬁfgz dz < oo, Lebesgue’s theorem
entails

/oo W) ( £(x) )"“d SN
o emtDoz\ ¢(x + z) Zx—>oo U ((n+1)6)
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which allows us to conclude. We deduce from (5.7) and the convergence of the series in Corollary 4.4
that for large enough x, the series anl AW, (x) is convergent for any A > 0. Moreover, for any

fixed n, lim,_, oo (%"(%))n = ]_[’}:1 q\,p ((]'.9;2)). Recall that for b > 0, m(b) = W (b). Then by replacing A

by A/ W1(b) in (4.4) in Theorem 4.3, we get the desired limit. O

Corollary 5.2. Suppose that there exists 1 < a <2 such that for ¢ > 0, V(1) ~cA® as A — 0+. If

R(x) =x%4(x) for x > 0 and 6 > « and ¢ is a slowly varying function at oo, then (3.1) is satisfied and
T;

3t
limp_s 5o Exole Am(b>] =E[e *50] where

o0 n . . -1
_ A(0) rao —ia)
E[e—*Sa6] — - 77 A>0.
[e7] LZE)(F(e—a)) UF(iO—(z‘—l)a) for any 2
. . - oo d
Proof. By the assumption, since § > o and W (1) ~ cA* when A goes to 0, we have [ Xeﬂz(x;‘\p(l/x) <
T(i0—ia)

oo and (3.1) holds. We establish now that the series ), a,A" with a, := [T, Fo—G—Day o
verges forall A > 0. Since o > 1,then I'(i0 — (i — 1)) > I'(10 —i) (i0 —iw) and plainly a,, < m
which ensures the convergence of the series for any A.

Notice that

© W(z—x) 0 W(z)
= —d = —_—
Wi x R(z) ¢ /o (x +2)00(z +x) ‘

/OO W(z) /ooke—le—)»(z+x) dx
NO) Liz+x) " Jo

14
:_/ re 071 / We g, (5.8)
I'©) Jo €(x) ex+2)
For any fixed z, Z(x(i)) 2 1. By Potter’s theorem, for any C > 1 and x large enough, Z(ex(i)z) <

C+z/x)<C+2). Slnce fo W (z)e **(1 + z) dz < 0o, by Lebesgue’s theorem we have

o0 e ) 1
/(; W(z)e 12 dz = —‘I’()»)' (5.9

One thus concludes that

W) ~ L wdk A0t NG 1 (5.10)
M e T o)) 0 W) o T@O) x0(x) '

We are going to prove by induction that for any n > 1

na—n6 1

x Ii0 —ia)
W, (x) o E Fio—G =Dy ST (5.11)
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If it holds for n = m, then

* W(z—x)

Wint1(x) = W

Win(z) dz

1 & T30 —ia) W@ —X) a—mo
~ m l_[ ; ; 0 < dz.
Loy LTG0 — (= D) Je 224

Focussing on the integral term above, one has

*© W(z—x) ma—mo d
. ZQZ(Z)
/OO £(x) W(z) d
é(x) ﬁ(z + x) (z + x)m+DHo—ma ¢
f e m+1o—ma—1 /OO W (e £(x) dz
@(x) '((m+ 1)9 ma) 0 L(x +2)
1 1 (m+1)(@—) /OO Sy (mt 1) (O—a) 1
~— X e A dA
L(x) T((m+ 1) — ma) 0
1 T'(m+1)0 —(m+ Da) Lt D@- 9)
E(x) I'((m+1)0 —ma)
where the equivalence above follows from (5.9). We then conclude that
y(m+Da—(m+1)p mtl T@i6 — i)
Wing1(x) ~ asx — 00

£(x)m+l TG0 =G — Do
and (5.11) holds for any n > 1. The equivalence (5.11) and the convergence of the series anl a, \"

for any A > 0 entail that for large enough x, an | AW, (x) < oo for any A > 0. Finally, by (5.10) and
(5.11) we observe that

. W, (x) ( NG )” L T30 —ia)
llm = l_[
x—o0 (Wy(x))" re—ow) o —G—-Da)

Recall that W1 (b) = m(b). Applying Theorem 4.3 and letting x — oo give the desired result. |

Remark 5.3. If W(L) = cA? for all A > 0 and some ¢ > 0 and R(x) = x? for all x > 0 with 6 > «, we
see by replacing £ by constant function 1 in (5.8) that m(b) = cr%e(e“)b"‘ —% for any b > 0.

Finding a more general condition over ¥ and R for (%, b > 0) to converge in law does not seem
to follow directly from our approach. We now look for conditions entailing convergence in probability.

5.2. Convergence in probability

We first show that under Hj, oo(Tb) ~ (p(b) Recall that ¢(b) is the first passage time below b of

the deterministic flow (x;, 7 > 0) started frorn infinity.
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Lemma 5.4. Assume y > 0 and (3.1). If H; is satisfied, then Eqo[Tp] ) ~ ().
—

e¢]

Proof. By Lemma 4.1,

% W(x—b) 00 W(00)—W (x—b)
Eoo[Tp] Jy “Re dx . b Rw
- 00 1 dx - 00 1 dx
¢ () b ¥ RW b ¥ RW
and for A > 1
00 W(co)—W (x—b) 00 W(00)—W (x—b) bh W (co)—W (x—b)
0 < Ly < w1
— 00 1 dx - o0 1 dx
b ¥y RkX) by R(x)
@(b) — ¢(bh)
<y(W(o)=W(h-1d)+ —————
Therefore,
00 W(00)—W (x—b)
: e .. p(bh)
lim sup =1 & <1 —liminf .
00 I ) b—oo @ (b)
By H;, we have
bh
Jimsupliminf 227 _ 1.
h—14+ b—o0 go(b)
and we get
00 W(00)—W(x—b)
. o ooR(x)x dx
lim sup BT =0. 0
b—o0 b Y RG)
Theorem 5.5. Assume y > 0 and (3.1). If H; and Hj are satisfied, then ETﬁ b—) 1 in Poo-
00 — 00
probability.

Proof. The proof is based on a Chebyshev’s inequality type argument. By Corollary 4.7, for any b > 0
and h > 1

°° W -0, > W(y—b)—W(y—x)dy

Varyo (Tp) =2
woM)=2 | Ry &), R()
<2/°° dx [ Wy —b) - Wy —x) dy
b YR Jxrm—1p R(y)
/‘X’ DD Wy —b) —W(y —x)
2 dy
» YRX) Jx R(y)
=:J1+ /2,
where
* dx o dy
J1 <2 w —W(th-1b
1= V/b YR® iy 7ROy VO T W= DB))
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<2y(W(o0) — W((h — 1)b))e(b)p(bh) <2y (W (c0) — W((h — 1)b))e(b)*

and, since W(y —b) — W(y —x) < W(00) < % then

/s 52/“’ P(x) —@(x + (h — 1)b) &
b Y R(x)
x=00 ®© 1 1
=2 [—p@)(px) —p(x+(—-1)b))| _, + 2/b go(x)(R(x =T R(x)) dx.

Recall V defined in (3.4). The latter integral is bounded above by 2V (b, h — 1) f boo 2(();)) dx. Therefore,

Jr <20 (b)[@(b) — e(bh)]1 4+ 2y @((b)*V (b,h — 1) and forall b> 0 and h > 1,

Varso (7h) p(b)[p(b) — p(bh)]
——— <2y (W(c0) = W((h—1)b)) +2 +2yV(b,h—1) (5.12)
q)(b)z ( ( )) q)(b)2
One further has lim su VaroTh) < 21 — liminfy_ 0o 222) + 2y limsu V(b,h — 1) and
Ppr— oo o2 = b—00 "y (p) Y Pp— o0 )
letting h go to 1, we get by H; and Hj that limsup,, _, ., Y&b) — ¢, O

o(b)?

Remark 5.6. The upper bound (5.12) for the variance of T}, /¢ (b) under Py, has three terms, the first
controls the random fluctuations, the second the speed of coming down from infinity of the determin-
istic flow and the third controls the valleys depth in the neighbourhoods of infinity.

5.3. Almost-sure convergence

We now look for conditions ensuring that (73 /Ex[7], b > 0) converges almost-surely towards 1 under
P~. Recall ¢ defined in (3.3), V defined in (3.4), W the scale function and for any z > 0, set A(z) :=
W(o0) — W(z).

Theorem 5.7. Assume (3.1) and y > 0. If R satisfies the following condition:
Hy: there is a map p : Ry — Ry such that z — zp(z) is non-decreasing, p(z) — 0 and
77— 00

(1) as z goes to 00, p(2) — ¢(z +zp(2)) = O(p(2) A(zp(2))),
(i) thereis ¢ > 1 such that [~ #R(a)z) dz < oo,

(iii) as z goes to 0o, V (z, p(2)) = O(A(zp(2))),

Ty _
then E(T] b:; 1 Pso-a.s.

We will give examples of functions satisfying the assumptions of Theorem 5.7 later in Corol-

lary 5.11. The proof of Theorem 5.7 is based on a strong law of large numbers for tails of random
series, established in Klesov [17] and Nam [24]. Recall that for any z > 0, m(z) = Ex[T;].

Lemma 5.8. Let (z,)n>1 be a positive non-decreasing sequence going to 0o. If

Z Varoo(Tzn) -

()’ 00, (5.13)

n>1
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then

T.
51, Pg-as. (5.14)
m(z,) n—>o0

Proof. Since the process has no negative jumps, under P, for any n > 1, T, = >, 7 with
7 := T, — T3, and by the strong Markov property of the process (X;,t > 0), the random variables
(tk, k > 1) are independent with the same distribution as T, o GTZk , where 0 is the shift operator
(see e.g. [15], p.146). Under P, set for any n > 1, &, :=T,, — m(zy) = D =, (tk — Eco[w]). Ap-
plying [17], Proposition 1, with, in the notation there, t =2, by = 1/m(zx) and & =t — Exoltr], if

> Vareo(tn) _ o then —S2 — _n 1—>OIP’ -a.s. Since T,

, + @ =T, and 7, is inde-

n=1 m(Zn)z m(zy) — m(Zn) Znt
pendent of TI;,.,, Vare (tn) = Vareo(T7,) — VarOO(TZ)H»l) < Varyo(T,) and V;ré(;g) = VL:;Zi)z ) - This
concludes the proof. ]

We now deal with the proof of Theorem 5.7.

Proof of Theorem 5.7. We start by finding a sequence (z,,, n > 1) such that under the assumption Hy,

the series (5.13) converges. Recall from Lemma 5.4 that under H;, m(z) ~ ¢(z) as z goes to co. One

thus only needs to study > VaI&(T )

n>1 . Condition Hy enables us to control precisely the variance of

T, under P, for large n. Applying (5 12) with h = 1 4+ p(z,) (so that (h — 1)z, = z,, p(z,)) provides

Vareo(T7,) ©(zn) — 9z (1 + p(z4)))
— <y Alzup(zn)) + + v Vizn, p(zn)). 5.15
20(2,)> 14 ( np( n)) o) 14 ( ns P( n)) ( )
By the conditions (i) and (iii) in Hu, V;;ff;;) < CA(zyp(zy)) for some constant C > 0. It is

therefore sufficient to identify a sequence (z,,n > 1) such that under the assumption Hy-(ii),
ZZO:I A(zn, p(zn)) < oo. For any fixed constant ¢ > 1, and any ¢ < %, for z large enough

O W(x — ® d
m(z) = %d}c > W((— 1)z)/ R(x) > c1ye(cz).

Note that z +— m(z) is continuous and strictly decreasing in z, and m(z) — 0+ as z — oo. Given
0 < p < 1 and z¢ large enough, for n > 1 recursively define

Zpi=inf{z > zo—1 :m(z) = (1 — p)m(za—1)}. (5.16)

Then by continuity m(z,) = (1 — p)"m(zg). Note that m(z,) > c;y¢(cz,) for all n > 0. Then z,, >
V= %(p_l(cz(l -, n=1,2,... withc; = m(z?) Since z — zp(z) is non-decreasing and z —
A(z) is non-increasing, for any n we have A(z, p(z,)) < A(Ynp(n)).

We now show that Y 7 | A(y,p(yn)) < oo. This will follow by comparison with an integral. set
B :=—log(l — p). For any z €]n,n + 1[, we have y, 11 > Cgo ~L(cpe=P2) =: u(z). Therefore, if

/ A(u(2) p(u(2))) dz < o0, (5.17)

then Z;O 1 Anp(yn)) < 00. By changing of variable and setting v := u(z), one can check that dz =

; m and (5.17) holds if and only if f o % dv < oo which is Hy-(ii). Lemma 5.8 entails

the almost-sure convergence (5.14) along the sequence (5.16).
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To conclude, we now show the almost-sure convergence along any sequence. For any z > z¢ such
that z € [z,—1, 2»[ we have

Tanl TZ T 2 Zn
> >(1- p)— >(l=p)——"—=0-p)
m(zp—1) ~ m(zp—1) m(z) m(zp—1) m(zn)
Therefore, 1 — p < liminf,_, % <limsup,_, ., mTZ 5 < ﬁ. Since p can be arbitrarily close to 0,
the almost-sure convergence to 1 is established. ]

Remark 5.9. The condition Hy-(iii) requires somehow that the fluctuations of the Lévy process prevail
over those of the function R. We provide here an alternative condition which does not involve the
function A but only R. Set condition Hy-(iii’): There exists a decreasing function V and ¢ > 1 such

that V (z, p(z)) < V(z) for large enough z and [* %
By comparing the series anl V(zn, p(zn)) with the integral above, we check that under Hy-(iii’),
anl V(zn, p(z)) < 0o. By repeating the arguments of the proof, from (5.15), we get that Hy-(iii)

can be replaced by Hy-(iii’) in Theorem 5.7.

dv < o0.

Condition Hy is difficult to verify in general. The next lemma further simplifies Hy-(i) and Hy-(ii)
for R regularly varying.

Lemma 5.10. Assume that R is regularly varying with index 0 > 1. If there exists a map p : Ry —
R such that 7 — zp(z) is non-decreasing, p(z) —> 0, +2 @) _ s bounded for large enough z and
7— 00

> AGzp(2)
S BEED) 4z < oo, then both Hy-(i) and Hy-~(ii) hold.

Proof. A simple application of the mean value theorem provides the following useful bound for con-
dition Hy-(1):

dy(z) =

1 ((p(z) —QD(Z+ZP(Z))> < zp(2) (5.18)

AGp() 0@ = AP@)P@) ettt e pen RW)

Since R is regularly varying at oo with index 6, R takes the form R(x) = x?£(x), where £ is a slowly
varying function at co. By (5.18), one has

d, zp(2) 1 E(Z)
(2) < sup
AEp(2) @R uelez(14peeni L)

By the uniform convergence theorem for slowly varying function, see, for example, [6], Theo-

rem 1.2.1, we have sup, ), 2(+p@)I féu) —> 1. Moreover, go(z)R(z) ~ (9 — 1)z. Therefore, the
’ 7—> 00
map d, is bounded as soon as z is bounded. The condition H4 (11) is readily equivalent to

fOO Azp(2)
Z

_p@
Azp(R)
dz < o0. O

We now apply Lemma 5.10 and Theorem 5.7 to different branching mechanisms (those in the setting
of Theorem 3.4). Recall that we denote by m the Lévy measure.

Corollary 5.11. Assume y > 0 and R regularly varying at oo with index 0 > 1. Then (3.1) is satisfied.
Set the conditions
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(@) WA) —yi~crAlt® as A — 04 for some § € (0, 1), ¢ > 0 and

1 R(u) ) 51
Viz, — ) i=sup| ——— —1 =0(z7% as 7 — o0; 5.19
( ﬁ) u>I:z)<R(u+ﬁ) " =) (5-19)
(b) There exists v € (0, 00) such that ¥(—v) =0, fol um (du) < oo and
2Inl R
V(z, . nZ) = Sup(* - 1> =0(n()%) asz—o0.  (5.20)
vz u=z \ R(u + ;lnln(z)) +

If either condition (a) or condition (b) is satisfied, then Poo-almost-surely, TbTb] b—) 1.
—

Proof. By Karamata’s theorem, see, e.g., [6], Proposition 1.5.10, (3.1) is satisfied. We next verify the
conditions of Lemma 5.10. Assume first that condition (a) holds. By Lemma 2.6,

/OO(W(oo) — W(x))e ™ dx
0

LACONI

Y W)

G/ W(00) + AW (o0) —
AL/ W (00) + cAlH9)

A
~ W(oo)zc)\‘sf1 as A — 0.

By the Tauberian theorem, see, for example, [4], p.10, we have A(x) = W(oo) W(x) ~ cl)c"3 as

. 2 j—
x — oo with ¢] = CIY‘(IZ(OO&)) . Then Azp() ~ c1(zp@) % and A(’;;Z()Z)) iy H 2 p(z)' 9. Choose
p2) = Then z > zp(z) is non- decreasmg, and 2 ~  L78/2-1/2 \yhich is bounded. Since

A(zp(z)) 72— 00 ot

[ 5%“ < 00, we have that [* A(Zp ©) 4z < 00 and we conclude by Lemma 5.10 that Hy-(i) and Hy-

(ii) hold true. Condition (5.19) corresponds to Hy-(iii) for p(z) = z~'/2. Since R is regularly varying

with index 6 > 1, one can readily check that ¢ satisfies H;. Theorem 5.7 thus applies.

Assume now that condition (b) holds. Recall from Lemma 2.6 that for any x > 0, IP’O(I)C+ < 00) =
W(c0)=W(x)

Woo)y By Cramér’s theorem, see, for example, [19], Theorem 7.6, we have

WO0+)
W(—v)

xlgrgoe IP’O( <oo)=

cy € [0, 00)

with ¢, = 0 if ¥/(—v) = co. We can check from (2.2) that the assumption fol um (du) < oo entails

Y’ (—v) < 0o. Therefore, ¢, > 0 and W(c0) — W(x) ~ %”e"’x as x goes to 0o. Choose p(z) = 21?}1“

as 7

for large z. The map z — zp(z) is non-decreasing, p(z) —> 0 and moreover A(zp(z)) ~
7—> 00

@ 2 _p@
> A(zp(z)) yvey AGp(@)

i ( 77 < 00 andthen [ A(Z”(Z)) dz < 0o. By Lemma 5.10, Hy-(i) and Hy-

(ii) are satisfied. Condition (5.20) corresponds to ]HI4-(111) with p(z) = %ﬁ"z and finally Theorem 5.7
applies. (]

1n<z)2

is bounded for z

goes to co. Therefore lnlnz In(z)? as z goes to oo and z >

large enough. Note that [

We close this section by providing an example of a regularly varying branching rate R with valleys
in any neighborhood of co.
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Example 5.12. Let 0 > 1,0 <v < 1 and xg > 0. Assume that R(x) = X+ C‘)’C#) for all x > xo.
The function R is not monotonic on (b, 0o) for any b > x( and simple calculations provide that for any
p > 0 and large enough z, V(z, p) < Cpz!~V for some constant C > 0. One can check that (5.20) is
always fulfilled. Moreover, V (z,1/4/z) < Cz'/27" and (5.19) holds when v > 142.

As noticed in the proof of Corollary 5.11, Hy-(i) and Hy-(ii) are verified and (5.19) corresponds to
Hy-(iii). Instead of (5.19), we may thus verify Hy-(iii’) as defined in Remark 5.9. Set V(z) :=CzV/*,
when v > 1/2, V is decreasing and foo @ dz < oo. Therefore, when v > 1/2, H-(iii’) holds and one

concludes by Theorem 5.7 that Poo -almost-surely, T[Th] b—) 1.
—

6. Speeds of coming down from infinity

In this final section, we show how to invert the results obtained on (73, b > 0) in the previous section
to study the speed of coming down from infinity. We prove Theorem 3.3, Theorem 3.4 and Proposi-
tion 3.7.

6.1. Running infimum at small times

Recall Theorem 3.1. Under (3.1), the function m is well-defined, positive continuous and strictly
decreasing. We write m~! for its inverse function. Note that Eoo (T;,-1(,) =t and m~!(t) — oo as
t — 0+. Let X, :=infg<s<; X, t > 0 be the running minimum process for X. Under P, the asymp-
totic behavior of 7}, for large b is associated to the small time asymptotic behavior for X,.

Lemma 6.1. Assume that (3.1) holds.

(@) Suppose that for any h > 1, liminfy_, o0 (Elxx)) > 1 and that we have

T,/m(b) — 1 in Ps-probability as b — oo. (6.1)

Then under P, 71( 5~ 1 in probability as t — 0+.
(b) Suppose that for any h > 1, liminf,_, r:l((hxx)) = oo and that T, /m(b) converges in law under

Poo. Then under Puo,

_1(0 — 1 in probability as t — 0+.

Proof. We show (a). By assumption, for any & > 0, there exists a constant ¢;, € (1, 00) such that
liminfy_ oo %hxx)) >c¢,. Forh>1,0<p <c,, 6 >0and¢ > 0small enough,
IP)OO(Thm_l(t) S t) == IP)OO(Thm_I(t) S EOO[Tm_l(t)])

]P) < Thm_](t) < ]EOO[Tm_l([)] )
PN E ool Tim-1(6] ~ Eool Tym-1(0)]

Thm=1(1) )
Pool =—7——<c,— 0.
OO<E00[Thml(t)] h

v
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Similarly,

Tm_l(l‘)/h - EOO[Tm—l(t)] >
Boo[Tw=1y/n] ™~ EoolTn-15)/1]

T _
ZP&(% . +p>,
ool L-10y/n] ~ Ch

Poo(Ty-1y/n = 1) = IP)c><><

Then for ¢, — p > 1, & + p <1 and for all ¢ > 0 and all ¢+ small enough, by (6.1) we have
Poo (Thp-1(y <1, T, -l(t)/h >1)>1—¢.Observe that X7, =b and X, decreases in 7. Then Poo (X, €
[m= @)/, m™ (0)h]) = Poo (2 € [T,y1yp> Typ11y/0]) = 1 —&. Since & is arbitrary, lim, 04 Poo (X, €
[m=Y(t)/h,m™ (t)h]) = 1. The desired limit in (a) follows by letting & — 1+.

The proof for (b) is similar and we leave it to interested readers. O

We now identify conditions under which lim;_, o4 X,/X; = 1 P-a.s., that is, for ¢ close to 0, the
sample path of X, is “almost” a decreasing function with relatively small upward fluctuations.

Proposition 6.2. Assume y > 0 and (3.1). Then Pog-a.s., lim,_, o+ §— =1.

Proof. Recall the first exit times r;r and 7, for the Lévy process Z, see Section 2.2. For any b > 0,
set Tb+ :=inf{t > 0: X, > b} the first exit time of X above b. Since the process X comes down from
infinity, from Lemma 2.3, there exists b > 0 such that E,[7,] < 0o. Observe that, since the process X
is a time-change of process Z, for b < by < x < by and Yy = Xo = x, we have {7}, < T;Z'} = {tb_1 <
r};g }and {7}, > Th';} = {r}; > r};; }. Then, the fluctuations of X can be studied via the fluctuations of Z.
Given a > 1, for any § > 0 and sequence (a,),>1 1= (a1+"‘3)n21, choose m large enough so that
am > band W(a,41 —ay—1) > W(00)/2 for all n > m. Further choose k large enough so that akd (a‘S —
1) >1.Thenforalln >1,
1+n§ak6 ((18

Apik+1 — Anik =4 - 1) = ay — ap-2,

which implies W (a;1x+1 — an+k) = W(a, — an—2). It follows that

i Py, (T, <To,) = i (1 Widn+1 — an) >
an \"a,4 an—1) — — —_
n=m+1 ! n=m+1 W(an+l an—l)
2 00
~ W(o0) Z (W(a”-H —ap—1) — Wan41 — an))
=m+1
2 n'—k—1
=< W (o0) n/ll_I)l’loo{ :;Fl(w(arH»] —an—1) — W(antk+2 — an+k+l))
n/
+ Z W (an+1 —an—l)}
n=n'—k
= X (k+1)W(o0) < o0, 6.2)

W (c0)
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where we used Lemma 2.6 in the first equality. Since the process X comes down from infinity, by the
strong Markov property and the lack of negative jumps for X,

IP’OO(TJ;H 007, <T4_, 001, )="Pa (T,

a n+1

< Tan—l)’

where 6 is the shift operator, see, for example, [15], p. 146. Applying the Borel-Cantelli lemma, by
(6.2) we have Po.-a.s. for all n large enough,

T} o061, =T, o0, 6.3)
It follows from (6.3) that Pus-a.s., for any ¢ small enough, ¢t € [T,,, T,,_,) implies that X; €
(an—1,ap+1) and consequently, 1 > %j > Z"J =a~2. Since T,, — 0 as n — oo under Py, and § > 0
is arbitrary, the limit then follows by letting § — 0+. O

The following result finds a condition on ¥ under which lim, o4+ X, /X; =1 fails.

Proposition 6.3. Assume W (L) ~ cA® as A goes to 0, for some a € (1, 2] and ¢ > 0. Suppose that X
comes down from infinity, then Poo-a.s. limsup;_, o X =o00.
a4y

Proof. From Lemma 2.6 and the Tauberian theorem, one sees that W (1) ~ cA% as L — 0+ for some
constant ¢ > 0 is equivalent to W (x) ~ ¢’x*~! as x — 0o. Using Lemma 2.6 and the same time-change

techniques as in the proof of Proposition 6.2, we see that for a > 1,

W(an+l_an)
i Par (T < Tort) = Jim, Par (2guss < 2gums) = 1= lim, oy

an+l _an a—1 a a—1

Since the process comes down from infinity, for any a > 1 and n > 1, Poo (T,;s-1 < 00) = 1. By the
strong Markov property and (6.4)

o
ZIP’ n+1 007, <Tan7109Tun)=ZPurl(Tn+l < T n- 1) 00.
n=m n=m

Applying the Borel-Cantelli lemma we have Py;-a.s. for infinitely many n, Ta‘,t 007, <Tpm-1007,,

and limsup, % > a Pyo-a.s for all @ > 1. Thus, limsup,_, ¢, % =00 Pys-a.s. |
ELS =t

6.2. Proofs of the main results

By Lemma 6.1, we can now identify the speeds of coming down from infinity for different rate func-
tions. We shall need the following result on functions satisfying H; and H,. We refer the reader to
Buldygin et al. [8], Theorem 3.1 and Theorem 6.2, see also Djur¢i¢ and Torgasev [10].

Lemma 6.4. Assume that ¢ satisfies H| and Hy. For any nonnegative functions u, v on Ry such that
u(x) ~ v) and u(x) — 0, we have go_l(u(x)) ~ (p_l(v(x)). If p(x) ~ g(x) for some
X—>0Q X—>0Q X—>0Q X—> 00

nonnegative decreasing function g on Ry, then ¢~ (1) '\6 g L.
t—0+
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Proof of Theorem 3.3. Under H;, Lemma 5.4 and Proposition 5.5 entail m(b) ~ go(b) and the

convergence in probability towards 1 of (7, /m(b), b > 0). Thus, since H, entails hm 1an_>00 o (szx)) >

1 for any & > 1, by Lemma 6.1, in Py,-probability —> 1. By Proposition 6.2, X ~ X;

G Nt —0+
almost-surely and Theorem 3.3 follows since by Lemma 6.4, m 1(t) ~0 o1 (). O
t—0+

Proof of Theorem 3.4. By the assumption, R is regularly varying at oo with index 6 > 1 and
Corollary 5.11 ensures that (3.1) is satisfied and P,-almost-surely, % —> 1. By Lemma 5.4,

m(b) ~ @) and Lemma 6.4 entails mflb(T”) —> 1 Py-a.s. Since for any & > 1 and for any
b—00 b—o0
t € (Tpp, Tp), we have b < X, < hb. Then — b < X, < _bh Therefore, Py, almost-surely,

m=N(Tpp) — m=1@) — m=1(Tp)

liminf, o+ and limsup,_, ¢ — < h. Since h can be arbitrarily close to 1, we have

X,
—‘(t) = E

X,
limsup, m_,(t) = liminf;_ o+

—‘(t)

z(, =1 P-a.s. By Proposition 6.2, X, ~ X; Py-as. and
(1) t—0+

since by Lemma 6.4, m~L(t) N(,) ¢~ 1(1), we have that
t—0+

1 — 1 Pyo-a.s. Moreover, [6], Theo-
(M —o0+

~1is regularly varying at 0 with mdex -1/ —-1). ]

rem 1.5.12, entails that ¢

Proof of Theorem 3.6. Assume W(A) ~ cA® with o € (1,2] and ¢ > 0 and R regularly varying
at oo with index 0 > «. We have seen in Corollary 5.2 that (3.1) is satisfied. The first statement
limsup, o, % = oo is given by Proposition 6.3. For any ¢ > 0 and any y > 0,

=t

T I ST
iy =) =Pt =D =Feol Son S0 = mom 1y )

By (5.10), m is a regularly varying function with index ¢« — 6 < 0 at oo and

t —
m(ym=H()

m(m~! (1)) o—a a
nOm=10)) t_)—0>+ y'~¢%. By Corollary 5.2, for any y > 0, IPOO( 71(0 <y) —> P(S, 4" =) By [6],

Theorem 1.5.12, m~! is regularly varying at O with index ﬂ. ]

Proof of Proposition 3.7. Assume R(x) = xelﬂ(x)egﬂ for 0; € R and 6, > 0, where £ is a slowly
varying function at co. We have seen in Corollary 5.1 that (3.1) is satisfied and the inequal-

2
ity (5.6) yields that for some € > 0 and large enough x, r:l”(gcxh)) > (lljr? I%fixx)).
R(hx) mx)

liminfy_ Ry = 00, we have liminfy_ iy = O° and by Corollary 5.1 and Lemma 6.1, in

Since for h > 1,

Poo-probability —> 1 and Proposition 6.2 entails X, ~ X;. It remains to show that, when

1()1 t—>0+

y >0, m™l@) ~ —1(z). By Corollary 5.1, m(x) ~
t—0+ x—

1
s PEIRM) and ¢(x) N 9zyR(x) (for the

latter equivalence, consider W(A) = yXA and note that W| = ¢). Therefore, m(x) — & por
o) 150 YO)"
Y(6r)

any A > ~6 and u > q,(g 3> for large enough x, pup(x) > m(x) > k(p(x) and for ¢ small enough
o 1 (t/u) <m~(r) < ¢! (Ar). By Elez and Djurci¢ [12], Theorem 1.1-(d), since ¢ (x)/¢(cx) —> o0
X—> 00

—1;

is slowly varying at 0, and Z— oo, ]

foranyc> 1, ¢ O o
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