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Let B be a fractional Brownian motion with Hurst parameter H € (0,1/2) and p : R — R a polynomial
function. The main purpose of this paper is to introduce a Stratonovich type stochastic integral with respect
to B whose domain includes the process p(BH ). That is, an integral that allows us to integrate p(BH )
with respect to B which does not happen with the symmetric integral given by Russo and Vallois (Probab.
Theory Related Fields 97 (1993) 403—421) in general. Towards this end, we combine the approaches utilized
by Le6n and Nualart (Stochastic Process. Appl. 115 (2005) 481-492), and Russo and Vallois (Probab.
Theory Related Fields 97 (1993) 403—-421), whose aims are to extend the domain of the divergence operator
for Gaussian processes and to define some stochastic integrals, respectively. Then, we study the relation
between this Stratonovich integral and the extension of the divergence operator (see Leén and Nualart
(Stochastic Process. Appl. 115 (2005) 481-492)), an 1t6 formula and the existence of a unique solution of
some Stratonovich stochastic differential equations. These last results have been analyzed by Alos, Leén
and Nualart (Taiwanese J. Math. 5 (2001) 609-632), where the Hurst paramert H belongs to the interval
(1/4,1/2).

Keywords: derivative and divergence operators in the Malliavin calculus sense; Doss transformation;
fractional integrals and derivatives; Itd formula; Malliavin calculus for fBm; Stratonovich stochastic
differential equation; symmetric stochastic integration

1. Introduction

Fractional Brownian motion (fBm) with Hurst parameter H € (0, 1) is a centered Gaussian pro-
cess BH = { BtH :t € [0, T']} with covariance function (see Mandelbrot and Van Ness [25])

1
R(t,s):=E(BIB) = 5(sZH +2H =), s,1e[0, T (1.1)

It is well known that B is not a semimartingale for H # 1/2 (see, for instance, Liptser
and Shiryaev [24], Nualart [28] or Rogers [33]). So, we cannot use the classical Itd’s calculus to
define stochastic integrals with respect to fBm as it is done for Brownian motion B'/2. Therefore,
it is necessary to apply or develop different approaches in order to consider some interpretations
of stochastic integral with respect to B . Hence, in the literature, there are different points of
view to deal with this problem. Thus, the main purpose of this paper is to define a stochastic
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integral of Stratonovich type and to analyze an It6’s formula for it, for any H < 1/2. Also, as an
application of this Itd’s formula, we show the existence and uniqueness for the solution to some
Stratonovich stochastic differential equations driven by fBm.

For the Brownian motion (i.e., H = 1/2), important applications of the classical 1t6’s stochas-
tic calculus to different areas of human knowledge are based on integrals of Itd and Stratonovich
sense, and their change of variables formulae. But, sometimes the nature of the phenomenon that
is being studied requires to work with integrals whose domains include processes not necessarily
adapted to the underlying filtration, as it is in the analysis of finantial markets with an insider (see,
for example, Le6n, Navarro and Nualart [21]). In order to resolve this problem, several authors
have employed the Skorohod integral (or divergence operator § in the Malliavin calculus) and
the forward integral introduced by Russo and Vallois [35]. Both are extensions of Itd’s integral
in the sense that they agree with it if the integrand is a square-integrable and adapted process
to the filtration generated by B!/2. Moreover, it is possible to get estimations of the moments
of § via the Malliavin calculus as it is done in Nualart [29], while the forward integral given
by Russo and Vallois [35] is difficult to handle, in general, because it is a limit in probability.
Fortunately, we can estimate the moments of the forward integral using the Malliavin calculus
and its relation with the divergence operator §, if we restrict its domain to a set of processes that
satisfy suitable condition in the Malliavin calculus sense. Furthermore, Russo and Vallois [35]
have introduced an integral in the Stratonovich sense, the so called symmetric integral, that is
related to the operator § via the Malliavin calculus.

For H € (0, 1), Decreusefond and Ustiinel [12] have utilized the calculus of variations to con-
sider the divergence operator and an integral in the Stratonovich sense with respect to B¥, and
their Itd’s formulae. It is worth mentioning that these formulae do not include the case analized
in Theorem 4.1 below. For paths with g-variation along a sequence of partitions and g-times
continuous differentiable functions, with ¢ € 2N, Cont and Perkowski [8] construct a pathwise
integration theory to get a change of variables formula, where the involved integral is defined
as a pointwise limit of compensated Riemann sums. Carmona, Coutin and Montseny [5] have
defined a stochastic integral with respect to BY as the limit of integrals with respect to semi-
martingales. The construction of these semimartingales is based on the integral representation
BH — fo Kpg(,s) ng /2 given in Decreusefond and Ustiinel [12] (see also Nualart [28], or Man-
delbrot and Van Ness [25]). That is, the semimartingales are obtained by smoothing the kernel
K g, and the Malliavin calculus techniques are used to handle with this limit and to analyze an
Itd’s formula for H > 1/6. Moreover, Alos, Mazet and Nualart [3] have utilized the calculus of
variations to study the divergence operator and a Stratonovich integral with respect to Gaussian
processes of the form fé K(t,s) stl /2, t € [0, T]. As an application, they obtain Itd’s formulae
for H > 1/4 (see also Decreusefond [11] for an associated analysis with Alos, Mazet and Nualart
[3]). In general, the forward and symmetric integrals in Russo and Vallois [35] are integrals with
respect to processes that are not necessarily semimartingales. So, it is natural to consider these
integrals with respect to either fBm, or another processes. For instance, the symmetric integral
defined in Russo and Vallois [35] with respect to BH H > 1/4, (resp. H > 1/6) has been used
to analyze an Itd’s formula in Gradinaru, Russo and Vallois [17] (resp. Russo and Tudor [34]).
For cubic variation continuous processes, Errami and Russo [15] work with the symmetric inte-
gral in Russo and Vallois [35] to get a change of variables formula and the existence of a unique
solution to SDEs through Doss method (see Doss [13]).
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In the case that H > 1/2, it is natural to interpret the integral with respect to B as a pathwise
Riemann-Stieltjes integral (i.e., w by w), for any a-Ho6lder continuous stochastic process with
a > 1— H (see Young [38]), due to fBm having B-Holder continuous paths, for every g < H.
It turns out that the integral of Young type agrees with the forward and symmetric integrals (see
Russo and Vallois [36]). Lin [23], and Dai and Heyde [10] have dealt with the L2() convergence
of the Riemann sums. Note that this approach is useful for this case (i.e., H > 1/2) when we are
working with stochastic differential equations driven by fBm because the Riemann—Stieltjes in-
tegral, in general, has B-Holder continuous paths, for every 8 < H. In order to improve this
pathwise approach, Zihle [39] (resp. Zihle [40]) has employed the fractional calculus to give an
extension of the Riemann—Stieltjes integral (resp. of the forward integral given by Russo and Val-
lois [35]). In Alos and Nualart [4], it is developed a stochastic calculus for fBm via the Malliavin
calculus. In particular, they have established that the forward and symmetric integrals in Russo
and Vallois [35] are the same if the integrand satisfies some conditions involving the derivative
operator in the Malliavin calculus sense. These integrals are equal to divergence operator plus a
trace term (see also Duncan, Hu and Pasik-Duncan [14], where the integrals are defined as the
limit of Riemann—Wick sums).

For H < 1/2, Alos, Leén and Nualart [1] have pointed out that the forward integral
fOT BM dBH~ does not exist. But the Stratonovich integral fOT B o dBH, in the Russo and
Vallois [35] sense, is always well-defined, which has been observed by Cheridito and Nualart
[7]. The existence of a unique solution to SDEs driven by fBm and an It&’s formula similar to
that in Theorem 4.1 below hold in the following situations:

(i) H > 1/4 and the Stratonovich stochastic integral is the symmetric integral in Russo and
Vallois [35], which is a limit in probabiliy. This is done by Alos, Leén and Nualart [1]
using the Malliavin calculus.

(if) H > 1/4 and the integral is defined by means of the rough path theory (see Coutin and
Qian [9]).

(iii) H > 1/6 and the symmetric integral defined by Russo and Vallois [35] is given as a uni-
formly limit in probability. The results can be found in Gradinaru et al. [16] and Nourdin
[26].

(iv) H <1/6 and the integral is a renormalized Stratonovich integral. This is also stated in
Gradinaru et al. [16] and Nourdin [26].

We remark that in Statements (iii) and (iv), the Itd6’s formula is satisfied for f € C®(R) and
f e CY T (R), respectively. Here » > 2 is an integer such that (2r + 1)H > 1/2. Moreover,
concerning SDEs, the diffusion coefficient belongs to C"# (R), where ny € N depends on H.
In the present paper, the Itd’s formula is established for f € C*(R) satisfying suitable growth
conditions and the integral coincides with those considered in Statements (i) and (iii) if the
integrand satisfies suitable conditions (see Theorem 4.1 below). On the other hand, still in the
case H < 1/2, the approach utilized by Carmona, Coutin and Montseny [5] was followed by
Alos, Mazet and Nualart [2] to obtain sufficient conditions for the existence of an integral with
respect to Gaussian processes of the form fé (t—s5)*d le/ 2, where o € (0, 1/2). Concerning the
divergence operator with respect to B¥ (resp. Gaussian processes), its domain has been extended
by Cheridito and Nualart [7] (resp. by Le6n and Nualart [22]). In Cheridito and Nualart [7], the
authors use the extended divergence operator in order to establish that, for H € (1/6,1/2) and
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g € C*(R), the Russo and Vallois symmetric integral fOT g'(BI') 0 dB! exists and is equal to

g(BITL’ ) — g(0) (i.e., the It6’s formula is satisfied), while the integral fOT(BSH Yod BSH does not
exist for every H € (0, 1/6]. Also, Hu, Jolis and Tindel [18] have considered an extension of
the divergence operator with respect to a Gaussian process X to deal with change of variables
formulae of Stratonovich and Skorohod type. To do so, they use the Malliavin calculus to see that
the process r — V f(X;) belongs to the domain of the extended divergence operator, for any f €
C2(R4, R) with suitable growth conditions. Then, they study the relation between the extended
Skorohod integral and the Young integral given by the rough paths theory of V f(X) with respect
to X (see Cass and Lim [6] for a similar relation). In this way, they get a Stratonovich change of
variables formula for f € C?"(R, R), where n depends on the path regularity of the Gaussian
process X. In Kruk and Russo [20], the authors examine problems similar to those in Hu, Jolis
and Tindel [18]. Concerning B H with H € (0, 1/2), Privault [31] has introduced Skorohod type
integrals to obtain an Itd’s formula via Malliavin calculus, for f € Ci (R). Furthermore, Nualart
and Taqqu [30] have also treated with the Skorohod integral with respect to Gaussian processes
to obtain an [t6’s formula, which includes the fBm case with H € (1/4, 1/2).

The first purpose of this paper is to introduce a Stratonovich type stochastic integral with
respect to the process B (i.e., an integral related to the symmetric integral in Russo and Vallois
[35]), via the stochastic calculus of variations, in the case that H < 1/2. To do so, we manipulate
the ideas developed by Cheridito and Nualart [7], and Ledn and Nualart [22]. In this way, we
define an integral such that fOT p(BH)odBH exists, for every real polynomial function p. Also,
for H < 1/2, we state a relation between this Stratonovich integral and the extended divergence
operator studied in Le6n and Nualart [22] following the ideas in the proof of Theorem 2 in Alos,
Leo6n and Nualart [1], which requires that H belongs to the interval (1/4, 1/2). The second aim of
this article is to study an Itd’s formula for this integral, which gives an existence and uniqueness
result for the solution of some SDEs driven by fBm.

In order to clarify the purposes of this paper, now we give an idea of the definition of our
integral (see Definition 3.1 below). The reader can see Section 2 for details.

Let H be the reproducing kernel Hilbert space associated with B . Then, by Nualart [28],
there is a linear operator 7 : % C L*([0, T]) — L*([0, T]) such that [T ;2,77 = Ihl3. for
all h € H. Thus, we say that a suitable process u is weak Stratonovich integrable if and only if
there exists a square-integrable random variable fOT u;od BtH such that

T 1 T
F,/ u odBH> :lim<F,—/ us(BH — B ds> ,
< 0 t t 2@ £40 e 0 S( (s4+e)AT (s 8)V0) 129

provided this limit exists for every smooth functional F' such that DF belong to the domain
of the operator 7*7. Here, D is the derivative operator with respect to B in the Malliavin
calculus sense, and 7™ is the adjoint operator of 7. It turns out that such a family of smooth
functionals F is large enough to characterize the random variable fOT urod B,H . Note that this
definition follows the ideas developed in Leén and Nualart [22], and Russo and Vallois [35].

In order to get our It6’s formula, for ¢ > 0, we introduce the process

BH,a 1 !

H H
t T e 0 (B(s+8)AT —B(S_g)vo) ds, tel0,T],
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and use the fundamental theorem of calculus to have
£t B")

t 1 t
= £(0, 0)+f0 3 f(s, B™)ds + 2—8/0 BXf(s,BSH)(Bg+S)AT —B(’j_g)vo) ds

1 t
o /0 (00 £ (5. BE) — d £ (5. BY)) (B0 or — BI., o) ds.

Hence, we only need to prove that

1 t
(Fogz [ 0r B =0 BN B0 = B 0) )
0 L2(Q)

converges to 0, as ¢ |, 0, where F is as before. Towards this end, we use the duality relation
between the operator D and the extended divergence operator in Cheridito and Nualart [7], and
Le6n and Nualart [22]. But, unlike Alods, Leén and Nualart [1], we do not need to apply a norm
of a Sobolev space given by the Malliavin calculus to see this convergence since now it is enough
to analyze it using basically the norm of the space L*(Q2 x [0, T]).

The paper is organized as follows. Section 2 contains the framework and the basic tool that
we need to state our results. Section 3 is devoted to define the integral of Stratonovich type and
to associate it with the extended divergence operator given in Cheridito and Nualart [7], and
Leén and Nualart [22]. In Section 4, we establish an 1td’s formula for the indefinite Stratonovich
integral and we consider one-dimensional SDEs in the Stratonovich sense driven by fBm. Finally,
in Section 4.2, we deal with some auxiliary results, which are part of the proof of the Itd’s
formula.

2. Preliminaries

In this section, we establish the framework that is considered in this paper. Although some results
in this section are known, we prefer to provide a self-contained exposition for the convenience
of the reader.

Throughout the article, C stands for a generic constant whose value may change from line to
line.

2.1. Fractional integrals and derivatives

Consider a < b and an L' ([a, b])-function f.Fort €[a,b] and B € (0, 1), the fractional integrals
of f are defined as

1 t B 1 b _
If+f,=m/a(t—r)ﬂ Lf dr, and If_f,zﬁﬂ)/; r—0f1f.dr.
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For any p > 1, we denote by [ +(LP) the image of L? ([a, b]) by 4> and similarly for I’3 (LP).
The inverses of the operators I 1f o+ and I 5 are called fractional derivatives, and are defined as

follows. For f € a+(Lp) and ¢ € [a, b] we set

1
oS = aw ra-g ((f —a)f +ﬁ/ )1“’ dr) @D

where we apply the convention f. =0 on [a, b]. In the same way, for f € Iff (LP) and t €
[a, b], we set

DY _fi=L"—lim

( fi b fimf d)
ST OINCEDE '

—_ 2.2
+h 4e (r —n)1F8 ' 22)
By Samko, Kilbas and Marichev [37] (Remark 13.2), we have that, for p > 1, f € Ia’3+(L1’)
(resp. f € Iff (L?)) if and only if f € L?([a, b]) and the limit in the right-hand side of (2.1)

(resp. (2.2)) exists. In this case, f = If+(D5+f) (resp. f = If_(Df_ ).

2.2. Fractional Brownian motion

The purpose of this section is to give the notation and results on fractional Brownian motion
(fBm) that we use in this article. We refer to Nualart [28] or Nualart [29] for a detailed exposition
of this subjet.

Henceforth, T € (0,00) and B¥ = {B/ :t € [0, T1} is a fBm with Hurst parameter H €
0,1/2).

The reproducing kernel Hilbert space 7, associated with B¥ | is the closure of the linear span
of the indicator functions {19, € [0, T']} with respect to the scalar product

(110,115 110,51} = R(2, 5),

where R is introduced in (1.1). It is well known that 1j9 ;) — B/? can be extended to an isometry
between H and the Gaussian space generated by B!. This isometry is denoted by ¢ — B (¢)
and allows us to consider B as an isonormal Gaussian process on . Moreover, the space H is
densely and continuously embedded in Lz([O, T)) and, with o = % —H,

H= {f [0, 71— R:3¢r € Lz([O, T]) such that f(u) = u® (I%_ (sfaqbf(s)))(u)},
is a Hilbert space equipped with the inner product
(f 81 =Culdr, dg)r2¢0.17)

Here Cyy = ma(2a — 1)(I'(1 +2) sin(—w ) ~!. Hence, we can use the linear operator 7 : H C
L%([0,T]) — L*([0,T]) givenby T f =C ;1/2¢f. This operator have the following properties
(see Le6n and Nualart [22]):
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(P [Thlp2o, 1) = lhlp, forall h € H.

(P2) Jy :={h€H:TheD(T*)} is a dense subset of H, where D(T™*) stands for the do-
main of the adjoint of the operator 7.

(P3) Tp2qo.ry ={T*Th:h € Jy} is dense in L*([0, T)).

Note that (P1) yields that 7 is a closed operator on L2([0, T']). Therefore, D(T*) is a dense
subset of L%([0, T1]) (see Reed and Simon [32], Theorem VIII.1). Furthermore, it is proven in
Ledn and Nualart [22] (Proposition 4.2) that if g : [0, T] — R is such that u — u® g(u) belongs
to I§, (L4([0, T1)) for some ¢ > a~' v H~!. Then, g € D(T*) and for u € [0, T,

(T*g)(w) = C}J u="Dg, (s &(s)) w).

2.2.1. The derivative operator

Let S (resp. S (Lz([O, T1))) be the class of all smooth random variables of the form
F=f(B"¢n0,....B" ()  (resp. F = f(B"(@1),.... BT (dn)g),  (23)

where ¢; isin H,i=1,...,n, (resp. g € L%([0,T))) and fe C;O(R"). Thatis, f:R" — Ris
a C*-function such that f and all its partial derivatives have polynomial growth.

The derivative of the smooth random variable F' given by (2.3) is the H (resp. H® L2([0, T))-
valued random variable D F defined by

29
DF = Zl a_j;(BH((p]), ey BH(¢n))¢l

9
<resp. DF = E a—i(BH(¢1),---,BH(¢n))¢i ®8)-
i=1

It is well known that D is a closable operator from L2(Q) into L2(Q2;#) (resp. from
L2(Q; L%([0, T])) into L?>($; H ® L*([0, T1))). The domain D2 (resp. DV2(L2([0, T]))) of
the closure of D (also denoted by D) is the completion of S (resp. S (L*([0, T1))) with respect
to the norm

IFIt,=E(F*+IDF[3) (resp. ”F”%,Z,LZ([O,T]) = E(|F|iz([0,T1) + |DF|§-[®L2([0,T])))‘
In this paper, we also consider the operator

D7 St C L*(Q) — L*(2 x [0, T])
define by

D7 (F)=T*TDF, FeSr, (2.4)

where ST is the class of smooth random variables in S of the form (2.3), but ¢; is in Jy,
i=1,...,n.In the appendix of Le6n and Nualart [22], it is stated that this operator is closable
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from L2(2) into L2(2 x [0, T']). The domain of its closure (also denoted by D7) in L3(Q) is
the set Dlr’z. It means, ]]]);’-2 is the completion of the smooth random variables S with respect to
the norm

IFI 5= E(F P+ |[T*TDF |20 1)-

Moreover, it is proven in the appendix of Ledn and Nualart [22] that if F € ID);’-z, then we have
that F € D2, TDF belongs to D(T*) w.p.1 and

DT F =T*TDF.

2.2.2. An extension of the divergence operator

The divergence operator § (with respect to B?) is the adjoint of the derivative operator D given
in Section 2.2.1. It means, a random variable u in LZ(2; H) belongs to the domain of the diver-
gence operator, denoted by D($), if and only if there is a square-integrable random variable §(u)
satisfying the duality relation

E(FS)) = E((DF,u)y), forany F eD"2 (2.5)
The divergence operator satisfies the following result.

Lemma 2.1. Let F € D'2 and u € D(8) such that Fu € L*(Q; H) and (F8(u) — (DF, u)y) €
L%(Q2). Then, Fu belongs to D(5) and

F8(u)=58(Fu)+ (DF, u)y.

An extension of § is obtained in Leén and Nualart [22] using the operator D7 introduced in
(2.4). This extended divergence is defined in the following.

Definition 2.2. Let u € L2(Q x [0, T]). We say that u belongs to D(47) if and only if there
exists §7(u) € L?() such that

E((DTF.u)12q0.1)) = E(FéT(w)), forevery F € St. (2.6)
In this case, the random variable §7(u) is called the extended divergence of u.

Remarks 2.3.

(i) Property (P2) in Section 2.2 implies that the operator &7 is well-defined and we can figure
out D(87) by means of Property (P3) and the chaos decomposition of a square-integrable
process (see Ledn and Nualart [22]).

(if) Leén and Nualart [22] have pointed out that BY € (D(87) \ D(8)), for H € (0, 1/4).

(iii) By Ledn and Nualart [22] (Theorem 3.2), D(§) C D(§7) and §7 agrees with § on D(§).
We observe that this also follows from (2.5). Indeed, let F € ST, then

E(F8(u)) = E((DF,u)y) =E((TDF,Tu)200.17) = E(DTF, u)12q0.77)-
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3. The Stratonovich integral

The purpose of this section is to define our stochastic integral of Stratonovich type and to state a
relation between this integral and &7

Remember that the operator 7 : H C L*([0, T]) — L*([0, T]) and the set S are given in
Sections 2.2 and 2.2.1, respectively.

The following definition is inspired by that of Russo and Vallois [35], and by Definition 2.2.

Definition 3.1. Let u = {u, : t € [0, T']} be a measurable process with integrable paths such that
E((fOT lu;| dt)P) < oo for some p > 2. We say that u belong to D((SEH) if there exists a square-
integrable random variable fOT u; odBH such that

T T
1
F’/ I/ltOdBH> :11m<F’ f u BH —BH_ ds> ’ (31)
< 0 t 2@ €0 2¢ Jo S( (s+e)AT (s S)\/O) @

provided this limit exists for every F € Sy. In this case, fOT u; o dBH is called the weak
Stratonovich integral of u with respect to the fBm B

Remarks 3.2.

(i) Note that fOT Ug (Bg+s)/\T — B(I;I—s)vo) ds is a square-integrable randon variable due to
SUP<s<T |BH|isin LP(Q), for any p > 1.
(i) Property (P2) in Section 2.2 implies that there is at most one square-integrable random

variable fOT u;od B,H such that (3.1) holds for every F € S7.
(iii) Let G € S7 be a bounded random variable and u € D(SEH). Then, Gu also belongs to
BH
D(6g ) and

T T
/ Gu, odB[ =G/ urodBl.
0 0

(iv) Consider a process u = {u; : t € [0, T]} with S-Holder continuous paths such that g +
H > 1and |lullg + llulloc = (SUP; (0.7 '";_j“,;') + sup, (0.7 || is in LP(£2), for some
p > 2. Then, by Russo and Vallois [36] (Proposition 3 and Lemma 1), we have that
ue D((SgH) and fOT u; odBH agrees with the integral given by Young [38] of u with

respect to BY

Russo and Vallois [35] have introduced the symmetric integral of u with respect to BY as

(1 (T H H
lsli%(%/() Ug (B(s-',-g)/\T - B(s—a)VO) ds)’

where the limit is in probability. In Cheridito and Nualart [7], it has been pointed out that B is
in the domain of this integral, but (BH)2 is not in this domain if H € (0, 1 /6]. Moreover, Alos,
Leén and Nualart [1] (Theorem 2) have stated a relation between the symmetric integral in Russo
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and Vallois [35], and the divergence operator with respect to B’ . In particular, they have proven
that the equality

T

1

/ B oaBH =5(B") + ET” 3.2)
0

is satisfied for H € (1/4,1/2).
In our case, using the ideas of the proof of Theorem 2 in Alos, Le6n and Nualart [1], we have
the following result.

Proposition 3.3. Let H < % Then, B belongs to D((SEH) and

T
1
/ B odB =57 (BY) + §T2H.
0

Remark 3.4. As we have already pointed out, Leén and Nualart [22] have showed that BH ¢
(D7) \ D(B)), for H < 1/4. So, we have that (3.2) holds even for H < 1/4 if we write 1

instead of 8. It means, we now utilize that B € D(87). Note that Leén and Nualart [22] (Theo-
rem 3.2 and Proposition 4.4) and this proposition imply

T
/ Bf odBl = %(12(1 ® D)+ T = %(3;{)2
0

is true even for H < 1/4. Furthermore, In Section 4 (Theorem 4.1), in particular, we see that

p(B) e D(s g H), for any real polynomial function p. The proof of this fact does not require
that the integrand is in D(§7). We think that the proof of Proposition 3.3, together with the one
of Theorem 4.1, explains how we can handle the existence of a Stratonovich integral introduced
in Definition 3.1.

Proof. Let ¢ > 0. Then, Lemma 2.1 yields
T H(pH H
/() Bs (B(s+s)/\T - B(s—s)\/O) ds
T T
= [ 5(BSH1[(s—8)\/0,(s+8)AT](')) ds +/ (110,51> L[(s—£)vO0,(s+6)AT]) H dS
0 0

T T
= fo 5(351[(s,g)vo,(s+g)m(.)) ds + /0 (R(s,(s+&)AT) = R(s, (s — &) V0))ds.

Hence, (1.1), Remark 2.3.(iii) and Fubini theorem imply that, for any F € S,

1 T H H H
2_8E(F/() Bs (B(S+8)AT - B(s—s)\/O) ds

1 T "
= %E(\/(; <DTF()7 B‘y 1[(S—8)V0,(S+8)/\T]('))LZ([O’T]) dS)
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1

+4s

T
E(F/ [(s+&) AT)" = ((s—e)v0)*
0

_((s+8)/\T—s)2H+(s—(s—s)\/O)zH]ds>

T 1 (r4+e)AT
= E(/ D7—F(r)<— / BH ds) dr>
0 2e Jir—e)vo

T
+ iE(F/ [(s+&)AT)" = ((s—e)v0)*"
4e 0

—(s+e) AT —s)zH +(s—(s—e) vO)zH]ds>,
which converges to E(/OT DrF(s)Bfds+ HF fOT s2H=14s), as ¢ | 0. Therefore, Le6n and
Nualart [22] (Proposition 4.4) and (2.6) give that B belongs to D(S?H) and

T
1
/ BH o dBH =57(B) + 5Tz”.
0

Thus, the proof is complete. O

Remark 3.5. In the introduction we have already pointed out that the forward integral
fOT BM dBH~ does not exist. That is, I~ (¢) := %fOT Bf’(Bngs)AT — BH)ds does not con-
verge in probability, as ¢ |, 0. Indeed, for & small enough, proceeding as in the last proof we can

get that E(F 17 (¢g)) is equal to a suitable term plus the quantity
T
—EE(F)EZH_l, (3.3)

which diverges to —oo, as ¢ |, 0. Similarly, for the backward integral fOT BSH d BSH +. we consider
the integral 17 (g) := é fOT BSH (BSH — Bg—s)vo) ds. So, proceeding as in the last proof, we have
that E(FI™"(g)) is equal to a suitable term plus

T
EE(F)SZH_I, 3.4)
which diverges to co.
The Stratonovich integral is well-defined because
! TBH(BH - B 0)ds= l(r(e)+1+(»s))
s (s+e)AT (s—e)V0 ) ’

2¢ Jo

and, consequently, the terms (3.3) and (3.4) cancel each other.
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Notice that Remark 3.5 shows the importance of the fact that the integral studied in this paper
is of Stratonovich type. Other consequence of the last proof is the following result, which is quite
similar to Theorem 2 in Alos, Le6én and Nualart [1].

Theorem 3.6. Let p > 2 and u € DV2(L%([0, T1)) N LP(Q x [0, T]) N D(87) a process such
that

(1) For each ¢ > 0 small enough, we have that
(1 (B ey = Bli—eyv0) = (Dt Tis—eyvo,s+eaT1)2) € LX),

for almost all s € [0, T].
(ii) There exist a square-integrable random variable Tr Du such that

1 r
E(FTVDM) =11m—E<F/ (DMS, 1[(S—8)V0,(S+8)AT])H>7
€0 2¢ 0

forany F € St
Then, u belongs to D((SEH) and

T
/ ug odB! =87(u) + TrDu.
0

Proof. In order to see that the result is satisfied, in the proof of Proposition 3.3, we only need to
change BsH and Ipo s by us and Duy, respectively. Indeed, remember that DBSH = lo,s5]- ([

4. An Ito’s formula

In this section, we analyze an It6 formula for the Stratonovich type stochastic integral given in
Definition 3.1.
Henceforth, Ce]’z([O, T1] x R) stands for all functions f such that f € C L2([0, 71 x R) and

max{| £ (t,x)|, |8 £, %), |0x f (2. %)

’

IZf(t, )|} < cexp(Clx]),
for (¢, x) € [0, T] x R. Here, ¢ and C are two positive constants. Also, we use the conventions

1 1

BH’e ——
! 2¢e 0

(B epnr = B{_spv0)ds. forte[0,T]and e >0, (4.1)
and

t T
/usodeH :=f (usljo,i1(s)) 0dB, forte[0,T].
0 0

Now, we are ready to establish the Itd formula. Some details of its proof are provided in
Section 4.2 as auxiliary lemmas so that the main ideas used in this proof can be appreciated.
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Theorem 4.1. Let f € Co*([0, T x R). Then, for t € [0, T1, 0, f (-» B¥)110.1(-) € D(ag”) and
t t

f(t.BH) = r(, 0)+/ O f (s, Bf)dHf df(s,Bf)odB!. 4.2)
0 0

Remark 4.2. The symmetric integral in Russo and Vallois [35] of (B)? with respect to B
does not exist for any H < 1/6 (see Cheridito and Nualart [7]). But, as a consequence of (4.2), we
have that the integral fOT p(BH) odB! is well-defined, for any polynomial function p : R — R.
Proof. Lett € [0, T] and € > 0. Then, the fundamental theorem of calculus leads to write

£(t. B™)

t 1 t

= £(0, 0)+/0 3 f(s. BI"*)ds + E/o O f (s, BI)(BE oy a7 — B{_epv0) ds
t 1 t

= £(0, 0)+f0 3 f (s, BI#)ds + E/0 A f (5. B (Bl oynr — BE_yv0) ds

1 t
+ 2—€f0 (0 f(s. BI®) = 0x f (5. BI)) (B{LLoynr — B _o)v0) ds. (4.3)

Note that Lemmas 2.1 and 4.14, Ledén, Navarro and Nualart [21] (Lemma 2.1), Nourdin [27]
(property (4.13)), Nualart [28] (Section 2.1) and (4.14)—(4.16) below lead us to write

1 t
17 = e [0 0B =0 o BB = BEy.0) s
t
=5, 8((0x £ (s, BI®) = 0 f (52 BI)) Lits—e)v0.(s4)n11) ds

1 t
+ 5/0 (07 £ (s. BHF)DBIE — 07 £ (5. B ) 1(0.51. Lis—epvo.(s+e)aT1)py dS- (44)

Now, we deal with the first term in the right-hand side of last equality. From Remark 2.3.(ii7) and
Fubini theorem, we can deduce that, for F € S,

F [t
E<2_/0 5((8xf(s, sts) - 3xf(s, BsH))1[(S—8)\/0,(s+5)/\T])dS)

&

1 t
= E<g/0 (DTF, (axf(s, BSH“?) — axf(s, BSH))1[(s—a)\/O,(s—i—s)/\T]>L2([0,T]) dS)

1/2

< (& [ s 8) —0up (5.8 as)

t/1q (s+&)AT 2 1/2
X <E/ (—/ DTF(r)dr> ds)
0 \28 Jis—e)v0
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' 172 (s+e)AT ) 172
< (E/ (3« £ (s, B?) — 0, £ (5. B)) ) ( / / (DTF (1)) drds)
0 (s—e)V0

‘ 1/2
< (E [ s 8 a1 s Bf))zds)
0
(t4+e)AT 2 1/2
x <E/ (DTF(r)) dr) )
0

Hence, using that f is in Cel’z([O, T1 x R), Nourdin [27] (property (4.13)), together with (4.16),
(4.4) and Lemmas 4.15 and 4.16 below, we get lim; o E(FI)) = 0, for every F € S7. There-

fore, due to (4.3) and Lemma 4.13, s — 9, f (s, BSH) 110,11 (s) belongs to D((SEH) and (4.2) holds.
Thus, the proof is complete. O

4.1. Stochastic differential equations of Stratonovich type
The aim of this section is to study the existence and uniqueness for the solution of some

Stratonovich type stochastic differential equations.
Consider the stochastic differential equation

t t
X =x9 +/ b(s, Xg)ds +/ o(s, Xy) odBf, tel0,T]. 4.5)
0 0
Here, xo e Rand b, 0 : [0, T] x R — R are two measurable functions.
Definition 4.3. We say that a measurable process X = {X,,t € [0, T']} is a solution to (4.5) if
and only if, for each t € [0, T], (o (-, X.)1[0,17(*)) € D((SfH) (see Definition 3.1) and equality

(4.5) holds w.p.1.

4.1.1. Some linear differential equations

Here, we deal with the existence of a unique solution to the linear stochastic differential equation
of the form

t t
thxo—i—/ b(s)Xsds+/ oXsodBSH, te[0,T], 4.6)
0 0

with xg,0 € Rand b € L' ([0, T).
As an application of Theorem 4.1, we can state the following result.

Proposition 4.4. Let b : [0, T] — R be a continuous function. Then, the process

t
Xt:xoexp</ b(s)ds—}—aB,H), te[0,T], .7
0

is a solution to equation (4.6).
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Remark 4.5. Note that X is a continuous process that belongs to L? (€2 x [0, T']), for any p > 2.

Proof. The result is an immediate consequence of Theorem 4.1. Indeed, we only need to observe
that the function

t
f(t, x) =xoexp</ b(s)ds ~|—ax), (t,x)e[0,T] xR,
0

belong to Cel’z([O, T] x R). O

In order to establish the uniqueness for the solution to equation (4.6), we now obtain some
properties of the process X introduced in (4.7). Towards this end, we proceed as in Kohatsu-
Higa, Le6n and Nualart [19].

In this section, we use the notation

t 1 t
Yt€=x0+/ b(s)Yy ds—i—Z/ oYy (B{yoynr — Bl _cpv0)ds. 1€[0.T],
0 0

where ¢ > 0 and Y is a process with integrable paths. Furthermore, we consider a function ¥ :
R—[0,1]in CI;X’ (R) (i.e., ¥ and all its derivatives are bounded), such that

1 =1,
Wx)_{o, if x| > 2.

In the following result, for m € N, i, : R — R represents the function v, (x) = ¥ (x/m)x
and {F, :n € N} € S(L?([0, T])) is a sequence that converges to B in L?(2; L%([0, T])) and
almost surely, where F;, has the form

Ny
Fo=>" fin(B" (¢10)..... B (¢i,.0))8in: (4.8)

i=1

with g, , € CY([0,T] and f,-,n(BH(qﬁl,n), e, BH(¢>,-,“,,)) € S7. Note that there is such a se-
quence due to B¥ € L*(Q; L*([0, T])) and Property (P2). We point out that we can have that
F,,(0) = 0. Indeed, we can change F,, by F,¥,,, where v, : Ry — [0, 1] is a function in Cgo Ry
such that

. 2
~ 1’ lfti_,
I)0n(t): n 1
0, if0<r<-.
n

Lemma 4.6. Let X be the process defined in (4.7). Then,

lim lim limE(FXf exp(—mﬁm (Fn(t)))) = E(FX, exp(—aB,H)), 4.9)

m—>00n—0o0 g0

foralmost all t € [0, T], forall F € ST.
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Remark 4.7. The set {r € [0, T'] : (4.9) holds} is independent of the random variable F.

Proof. Since F exp(—o ¥, (F,(¢))) belongs to ST, for ¢t € [0, T] and n, m € N, then
lsiﬁ)lE(FXf exp(—o Y (Fu(1)))) = E(FX; exp(—0o¥m (Fn(1)))).

Consequently, now it is easy to finish the proof using the definitions of v, and F,,. ]

Lemma 4.8. Let X be the process defined in (4.7). Then,

o F (!
lim lim hmE[i /0 Xsexp(—awm(Fn(s)))(Bg +8)AT—Bg_8)v0)ds

m—0o0on—>o0 g0

t
_F /O XE exp(—0¥im (Fu )0, (Fa () (s)ds] _o,
foralmost allt €0, T], forall F € ST.

Proof. Lett € [0, T], ¢ > 0 and n, m € N. So, the fundamental theorem of calculus yields
1
X; exp(=oym(Fa()) = 0+ /0 b(s)X; exp(—=0 Y (Fu(s))) ds
o [! " u
+ Efo X exp(—=0Ym (Fu())) (B Leynr — Bls—epv0) ds

t
—6/0 X exp(—0 Y (Fu(5))) ¥y (Fu () Fy(s) ds. (4.10)

Therefore, by Lemma 4.6, we only need to show that

t
lim lim E[F f b(s) X exp(—awm(n(s)))ds}
0

m—0o0n—0o

t
=E[Ff b(s) X exp(—oBf)ds:|. 4.11)
0
Note that

[ [/ 106X, lexp(-o v (1)~ exol-o 8] s

1/2

< C(E/OT IFXslzds>I/Z(EfOT(eXp(—Wm(Fn(s))) —exp(—ffo’))zdS)

1/2

< (& [ expl-otm(Fr(6) ~ exp(-o i (B)) s
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T , A\
+ C<E/ (exp(—o Y (BL)) — exp(—o BY)) ds) ,
0

which implies that (4.11) holds. Thus, the proof is complete. ]

Now, we imitate the ideas developed in Kohatsu-Higa, Le6n and Nualart [19] to prove the
uniqueness for the solution of (4.6). So, we introduce the family .4 of all the processes ¥ such
that

(i) Y is a continuous process that is in L? (2 x [0, T]), for some p > 2.
(if) There exists a sequence {F, : n € N} C S(L*([0,T])) that converges to B in
L2(; L2([O, T1)) and almost surely. Moreover, we assume that F), is as in (4.8), with

gin € C1([0,T1), g:.n(0) =0and f; (BT (¢1,0),.... B (¢i,.n) €ST.
(iii) For almost all r € [0, T'],

lim lim hmE(FYgexp( awm(F (t)))) (FYtexp( O'BIH)),

m—oon—00 g,

forall F € St.
(iv) For almost all ¢ € [0, T'],

o [ F [
lim lim hmE[Z /O Yy exp(—0 ¥ (Fu () (Bl o) nr — Bl_opv0) ds

m—>00n—>00 g0

t
F fo Y exp(—0vm (Fa(9)) ¥ (Fa(s)) FL (s)dsi| _o,

forall F € St.

We are ready to show the uniqueness for the solution to equation (4.6).
Proposition 4.9. Let Y € A be a solution of equation (4.6). Then, Y = X in L (2 x [0, T]).
Proof. We have that (4.10) is also true when we write Y and Y?¢ instead of X and X?, respec-

tively. Hence, using the definition of the family .A and proceeding as in the proof of Lemma 4.8,
we can establish the equality

t
E(FY;exp(—oB)) = E|:F<x0 + / b(s)Ysexp(—o BY) ds)},
0
for almost all ¢ € [0, T], for all F € S7. Finally, since S is a dense set of L%(Q), then, we have
t
Yrexp(—oB) = xo + / b(s)Yyexp(—o B)ds, almost surely.
0

Therefore, the continuity of the process Y gives that Y; exp(—o BtH ) = xp exp( fot b(s)ds), which
yields the result. ]



Stratonovich integral 2453

4.1.2. Reduced stochastic differential equations

Now we consider the equation
t
thxo—i—/ o(X;)odBe, rel0,T]. (4.12)
0

Here and in the remaining of this section, o € Cbz(R).
An auxiliary tool to deal with equation (4.12) is the solution to the ordinary differential equa-
tion

da(x,y) =o(alx,y)), xeR\{0},
a(0,y)=y.

(4.13)

Note that this equation has a unique solution because o is a Lipschitz function. By Doss [13], we
have

dyar(x,y) = exp(/x o’ (ae(s, y)) ds).
0

Then, following the pathwise representation for one-dimensional Stratonovich stochastic differ-
ential equations due to Doss [13], we state the following result.

Proposition 4.10. Assume that o € Cl% (R). Then, the process
X, =a(B,x0), 1€[0,T],
is a continuous solution to equation (4.12).

Proof. We claim that o belongs to CL} ’2([0, T1 x R). Indeed, (4.13) imply

|or(x, x0)| = <Ixol + Ixlllofloo, x €R.

x0 + /X a(a(u,xo)) du
0

Using (4.13) again, we also have |dya(x, xg)| = |o(x(x,x0))| < |lo]lco and |8§a(x,xo)| =
lo’ (a(x, x0))o (@(x, x0))| < lollscllo’|lso. Thus, our claim is satisfied. Hence, the result is an
immediate consequence of Theorem 4.1. (]

As in Section 4.1.1, now we analyze some properties of the process X in Proposition 4.10.
Let ¢ > 0. The solution of the equation

1 t
X, =x0+ Z/ o (Xs.e) (Bl epnr — Bi_opv0)ds. 1€[0,T],
0

is the process X; . = oe(BtH"s, x0), which, for p > 2,isin LP (2 x [0, T]) and, fort € [0, T'], X; ¢
goes to X; in LP(2) due to «(-, x9) € Cel’z([O, T] x R) and (4.16) below. Moreover, Doss [13]
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(Lemma 2) and the estimations for « obtained in the proof of Proposition 4.10 allow us to get

l_iigliigE(Fa(—Bﬁ’g, X::)) = E(Fa(-B, X,)) = E(Fa(-B}, (B, x0))) = E(Fxo),
& &

for every F € St
As a consequence, we have the following lemma.

Lemma 4.11. Let X be given in Proposition 4.10,t € [0, T] and F € S7. Then,

o 1 [ :
it £(F| 2 [ (o8 X)) (Bl 0r — By 0)

[ H,§ H H
+ Z/o 3)70‘(—3; “, XS,E)U(XX,s)(B(He)AT - B(s—s)v()) ds}) =0.

Proof. Asin the proof of Lemma 4.8, we only need to apply the fundamental theorem of calculus
to the process s — a(—BI, a(B*, xp)). U

Now we take advantage of above properties of the process X (given in Proposition 4.10) in
order to introduce the set A. We say that a process Y belongs to the family .4 if and only if

(i) Y is a continuous process in L (2 x [0, T']), for some p > 2.
(ii) There exist two sequences {F}, : n € N} and {F,:n eN}of processes such that
(@) F,, F, € CY([0,T]) and F,(0) = F,(0) =0, forall w € Q and n € N.
(b) F, and F, goto B in L2(2; L2([0, T])).
(iii) The solution of the equation

t
Yf:xo—i—/ G(Y;’)F,Z(s)ds, tel0,T],
0

is such that
() limy— o0 E(FY]') = E(FY;),forallt €[0,T] and F € ST
(d) Forallt €[0,T]and F € ST,

lim lim E(Fa(—F,@),Y"))=E(Fa(-B/.1,)).

m—oon—0oo

(e) Forallz €[0,T] and F € ST,

t
lim lim E(F[—f o(a(—Fnu(s), Y]))F, (s)ds
0

t
+ [ e Easr. )12 G0 5] ) =0
0

We are ready to state the uniqueness for the solution to equation (4.12).
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Proposition 4.12. Let Y € A be a solution to equation (4.12). Then, Y = X, where X is defined
in Proposition 4.10.

Proof. Applying the fundamental theorem of calculus to the process s - (at(—Fp, (s), Y!')) and
the definition of the family fl, we can deduce that

a(—B.Y)=xo, tel0,T]
Finally, we obtain the assertion of the proposition by utilizing Doss [13] (Lemma 2) in order to

see that the last equality is equivalent to Y; = a(BtH , X0) = X;. It means, the proof is complete. [

4.2. Auxiliary results

The purpose of this section is to study some auxiliary lemmas in order to avoid a long and tedious
proof of Theorem 4.1.

Lemma 4.13. Let f € C22(10, T]1 x R) and t € [0, T1. Then, in L%(R), we have
t t
f(t, B =1im £ (¢, B/"*) and / 3 f (s, B ds :nm/ 3 f (s, BI%) ds.
el0 0 &0 Jo

Proof. Let? € (0, T] and O < ¢ < ¢. Then, (4.1) and the change of variables formula imply

H 1 t+e e
B/ = — / BH . ds—/ BH ds). (4.14)
2e \Ji—¢ 0

Hence, the continuity of B implies that B,H ¢ converges to B,H ,as ¢ | 0, w.p.1. Moreover, for
0 <t <eg, wehave

1 t+e

BHE = > B . ds, (4.15)
I3
which, together with (4.14), implies
sup ’BSH’8| <2 sup ‘BYH| (4.16)
5€[0.7T] 5€[0.7]

Thus, the result is a consequence of the facts that, for any ¢ > 0, exp(c sup;¢(o, 7 |BSH e L)

(see Theorem 4.2 in Nourdin [27]) and f € Ce]’z([O, T1 x R), and the dominated convergence
theorem. O

Lemma 4.14. Let a,b € [0, T] and € > 0 be such that a < b + ¢. Then, fb+8 BH _ds belongs

a sAT
to DV2 and

b+e b+e
<D/ Bﬁrds,¢> =/ (1{0,sAT]> @)1 ds, for ¢ € H.
a H a
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Proof. From the continuity of B¥ and (sup,¢(o 7 1B |) € L*(2), we obtain

n—1

b+e " "
/ B, rds= lim Bt,-/\T(ti+1 — 1),
; |0 &=

where the limit is in L2(2) and 7 = {fa=1t9<t <- - <t, =b+ ¢} is apartition of the interval
[a, b + €]. Consequently, [ bte gH

SAT
order 1 and, therefore, it is in D'-2.

Finally, the Fubini theorem and (2.5) imply that, for ¢ € H,

b+e
<D/ BH . ds,¢>
a H
b+e b+e
=E(<D/ BgTds,¢> ):E(8(¢)/ BgTds)
a H a
b

b+e +e
= [ @t yas= [

Thus, the proof is complete. ]

ds is a square-integrable random variable in the chaos of

Lio,sAT], @)1 ds.

Lemma 4.15. Let f € CL2([0, T] x R). Then

el0

1 & 2
1imE<<£/0 (03 f (s, BIF)DBI® — 07 f (5, B ) 110,51, 1is—ev0.s4e)nT1 )y |ds> >=0-

Proof. Let e < T/2. Then, (4.1) and the change of variables formula give
1 t+¢e

Bl = —

> BH ds, 1el0,¢)

Consequently, from the fact that f € C;’z([O, T] x R), (1.1), (4.16) and Lemma 4.14, we have

1 £
g/ (03 f (s, B*)DBI* — 02 f (5, B ) 110,51, Lts—epvo.is+e)a71)gy | d

1 1 s+&

=3 8 21 (s, B 8)23 / (10,1 Loster) du — 32 £ (s, BE) (10,47, Ljo,ser) | ds
&
1 H.,e 1 ste 2 H
8 f( B;"*)— R(u,s+&)du—0; f(s, By )R(s,s +¢)|ds

~ 2 2¢e J,

C e 1 s+e
<—exp<C sup |BH|)f (Z_f |R(u,s+£)|du+|R(s,s+£)’>ds

s€[0,T] 0 & Je

< Cexp(C sup ’BSHDEZH,
5€[0,T]
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which goes to 0 in L?(R), as ¢ | 0, because exp(C supgepo, 77 |BSH|) € L*() (see Theorem 4.2
in Nourdin [27]). Thus, the result is true. [l

Lemma 4.16. Let f € CL2([0, T] x R) and t € [0, T]. Then,

1 [ 2
limE<<—/ (02 f (s. BE-5)DB* — 92 £ (s. B ) 1104, 1[(s—s>v0,(s+s)AT])H|ds) ) =0.
e0 2e Jine

Proof. Let0 <& <t/2 <T/2. Then, (4.14) yields

1 t
Z/ |<8§f(s, B:-I’S)DB!{’S — 83f(s, Bfl)l[()’s], l[sfe,(s+s)AT]>H|dS

_28

1 s+e
<3 f( BsH’E)D{Z/ u/\T du} — Bgf(s, BXH)I[(),S], 1[3_8’(S+8)AT]> ‘ds
s H

—&

t &
<8§f(sv BAH’E)D/ B;[ du, 1[5—8,(S+£)/\T]>
0 H

=If+ I “.17)

1
+ﬁ

‘ds

Now, we decompose the proof into three parts.
Step 1: Here, we deal with the convergence to zero of 128 in LZ(Q), ase | 0.
By Lemma 4.14 and (4.16), we obtain

e 1
2= 4 2

Cex Csu BH 2 e
P Peton % D(/ /|R(u,(s+s)AT)—R<M’S—8>|d”ds
& e 0

t &
—i—/ / |R(u,(s+s)AT)—R(u,s—8)|duds>
2¢ JO

. Cexp(C SUPse(0,7] |BSH|)

8 f( BSH’S)/Og(R(u,(S—ke)/\T)—R(u,s—a))du ds

&2 (126,1 + 15,2)' (4.18)

Note that (1.1) implies

2¢e 5
5, <ce* / / duds = Ce*?H (4.19)
e 0

and, foru € (0,e) and v € (¢, T],

|3UR(U, u)| - H((v _ M)ZHfl . UZH’])
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which, together with the mean value theorem, allows us to obtain,
e " 2H—1 2H-1
15, <Ce {(s —2¢) —((s+e)AT) }duds
’ 2e JO
t

— Cszf {s =261 — (s + &) AT) "V ds. (4.20)
2¢e

Therefore, for 0 <t < T and ¢ small enough, we have

t

I,< C82/ {s —2e)71 — (s + &)} ds
’ 2

£

= Ce?[(t —26)* — (1 + £)*7 + (3e)*H] < Ce¥T2H. 4.21)

Also we could have that r = T'. In this case, (4.20) gives that, for ¢ small enough,

T—¢
I3, §C82/ {s —2e)*~1 — (s + &)~} ds
2

&€

T
+c»32/ {(s —2e)* =1 —(1)*H 1} ds
T—¢

= Cé? (T —26)* — ()27 + (3e)?) — T2~ 1g| < Ce?H. (4.22)

1
77 (

Resuming, we have showed that 12's converges to zero in Lz(Q), as ¢ — 0, due to inequalities
(4.18)—(4.22) and Nourdin [27] (Theorem 4.2).

Step 2: In this part of the proof, we prove that I{ goes to zero in L*(Q),as ¢ — 0.

From (4.17), we can write

1 t
Iy < 5/8 (32 £ (s, BI®) = 07 f (50 BI)) 10,51, Ts—es4ernt1)yy | ds

1 t 1 s+e

d Yo (off [ at] ) o] o
e Je € Js—e H

=1 +1f,. (4.23)

We first consider / f | in the case that # < T. Then, for & small enough, the mean value theorem
and (1.1) imply

1
If‘:%/ |3 (s. BY"*) =03 £ (5. B ) (RGs.5 +€) = Ris.s — &) ds
t
= %\/\ |a)%f(s, BSH’S) — aff(s’ BYH)|((S +8)2H — (s —S)ZH)dS

t
< H/ |02 f (s, BF#) — 82 f (s, BF)|(s — &)* ' ds. (4.24)
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Similarly, for t = T and ¢ small enough, the mean value theorem gives

1 T—¢
=4 / |02 (s, B) = 02 f (5. BI)[(Gs + 0% — (s —e)*) ds
&
1 T

+4 |02 f (s, BE#) — 02 f (s, BEY|(T* — (s — &) + " — (T —5)*") ds
T—¢

T
< H [0 B =82 (s B = e s
&
T
[ (o8I = 0o, B(T =52 5=,
T—¢

which, together with Nourdin [27] (Theorem 4.2), the fact that f € Cel’z([O, T] x R) and (4.24),
allows us to deduce that / f,l goes to zero in LZ(Q), as ¢ — 0. So, in order to see that the claim

of Step 2 holds, we only need to see that I{ , also goes to zero in L*(R), as ¢ | 0, because of
(4.23). Toward this end, we first assume that # < T'. In this case, we use Lemma 4.14 and the
notation G = C exp(C sup;¢( 77 |BI]) to establish that, for ¢ small enough,

£ G !
Iia = 42
&

<CG/t
=62 :

Thus, for t = T and ¢ small enough, we can conclude

s+
/ [R(u,s +&)—R(u,s —&)— R(s,s +¢)+ R(s,s — 8)] du|ds

s+e oH
/ [(s+e—u)? —(u—(s—e)™" |du|ds=0. (4.25)

T s+e
If’ZSCg / [R(u/\T,(s—l—g)/\T)
T—¢ —

—R(u/\T,s—e)—R(s,(s+8)AT)+R(s,s—8)]du ds

G T
=C—
&2 Jr_e

s+e
/ [(T —unT)*

)2H

—(u/\T—(s—e) ds

G T s+e
SC—/ / 2" duds = CG2H,
T—e Js—e

+ &2 — (T —5)*"] du

g2

Hence, (4.25) yields that If , — 0 in L%(Q),as€ | 0.
Step 3: Finally, (4.17), and Steps 1 and 2 imply that the result is true. Consequently, the proof
is finished. ]
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