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HYPERBOLIC HYPERSURFACES IN THE COMPLEX PROJECTIVE

SPACES OF LOW DIMENSIONS

MANABU SHIROSAKI

§1. Introduction

There have been a number of results for hyperbolic hypersurfaces in the
complex projective spaces (cf. [AS], [BG], [D], [K], [MN], [N], [S] and [Z]). In
particular, J. P. Demailly [D] constructed a remarkable example of hyperbolic
hypersurfaces of degree 11 in JP3(C). On the other hand, the author [S] gave
hyperbolic hypersurfaces of degree 13" in Pn(C) whose complements are com-
plete hyperbolic and hyperbolically imbedded in Pn(C). In this paper, we give
hyperbolic hypersurfaces in the complex projective spaces of dimension 2, 3 and
4. For example, we construct hyperbolic hypersurfaces in P3(C) of degree 31
whose complements are complete hyprebolic and hyperbolically imbedded in
P3(C), and hyperbolic hypersurface of degree 36 in P4(C).

Acknowledgment. The author would like to thank the referee for many
helpful comments.

§2. A holomorphic mapping into a hypersurface in Pn(C)

Let n, q and d be positive integers such that q > n + 1 and d > (q - I ) 2 .
Let V be a set of q column vectors in C" + 1 . We make the following as-
sumptions.

(Al) The vectors in V are in general position.
(A2) Take any k with 0 < k < min{«,# — n — 2}. Then, for any distinct

vectors t?o,.. , vn, wo,..., u& in V and any d-ih roots of ωo, . . . , ωk of - 1 , the n + 1
vectors Vj — COJUJ (0 < j < k) and Vj (k+\ < j < ή) are linearly independent.

(A3) Take any k with 1 < k < mm{n,q — n — 1}. Then, for any distinct
vectors t?0,... ,»Λ,«i,... ,uk in V
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We define a hypersurface S(V) assoicated with V in Pn(C) by

veV

where z-v = vozo H h vnzn for v = '(vo,...,υn).

Now, let / be a holomorphic mapping of C into Pn(C) with a reduced
representation / = (/0,... ,/„) such that f(C) cz S(V), i.e.,

veV

where / v = vofo + + υnfn for v = '(v0,..., ι>rt).
The following generalized BoreΓs lemma is due to H. Fujimoto and M.

Green (cf. [F, Corollary 6.4] and [G, p. 70]):

LEMMA 2.1. Let f : C —• S(V) be a holomorphic mapping. If d > (q - I) 2,
then there exists a decomposition V = Vo U V\ U U Vf of V with
%V >2 (1 <j <{) such that

(i) v e Vo if and only if f D Ξ O ,
(ii) for u,υ e V\ Vo, (/•«)/(/• ») w constant if and only if there exists j with

\<j<t such that u,veVj,

( ί ϋ ) Σ v e v t f ' v ) d = ° f ° r each J with l ^ J ^ S

Put kj := %Vj — 1 for 1 < j < £ and ko = |JFo. Then, we may assume
fci > > fc^ by changing indices. In this situation, we call V — Vo U Fi U
U ̂  the first kind of decomposition of F by /, and [ko\k\ + 1,... ,/^ + 1) its
type. Set

Vo = {'?>,..-JS)
and

Then, by Lemma 2.1, there exist nonzero constants caj' such that

(2.1) / (»ω - ω ω ^ ) = o (l < μ < kj, l < j < /)

and

(2.2) l + (ω(/V + . . + (ω^V = 0 (1 < ; < / ) .

F o r brevity, we write w]P for Vμ—ωμΌμ. The equations of (2.1) and

/ Vμ = 0 (1 < // < A:o) can be represented as

/•/ (0) (0) (1) (1) ( 0 O0\ ίc\ n\

LEMMA 2.2. If there exists a nonconstant holomorphic mapping f : C —>
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(i) 0 < k0 <n- 1,
(ii) 1 <kj <n-\ for \<j<ί,
(iii) the rank of the matrix

w «0ί greater than n — \.

Proof The assertions (i) and (ii) follow from the assertion (iii) and the
assumptions (Al) and (A2). Hence we prove only (iii).

We assume that the rank of the matrix {vγ , . . . , vk
, wk\

w\',..., wk

}) is greater than n — 1. Then there exist a non-singular (n + 1) x
(n -f l)-matrix P and an entire function h such that fP = (0,... ,0, A). Hence,

/ = (co : : c#i), where (c 0 , . . . , cΛ) is the (n + l)-th row of P~ι. Q.E.D.

In the rest of this section, we assume that there exists a nonconstant
holomorphic mapping / : C —> S(V).

LEMMA 2.3. ko + kx <n-2.

Proof Assume the contrary. Then ko + k\ > n — 1.
(i) The case of ko + k\ > n. In this case, by Lemma 2.2, there exist not all

zero constants a\,..., a^, b\..., bn-kx such that

= β l (.I" - ωί%?») + •.. + «,, ( ^ - coy") + btv® + + »„-*, ̂ 'Λ, = 0.

This contradicts (Al).
(ii) The case of ko + k\ = n — 1. In this case, / > 2. It follows from

Lemma 2.2 that there exist constants aμ,..., a^, έyi,..., ^ 0 such that

for 1 < j < &2 By Cramer's formula we have

Λ w (2) (i) (i) (0) (oh

Λ 1 ( 2 ) _ ' i ? 0 ' ' ' ' ' fei ' 1 > ? /:0 J

.,(2) «(0 «(0 «(°) „(0)^

which contradicts (2.2) and (A3). Q.E.D.

LEMMA 2.4. ko + %{j\ 2 < j < / and A:7 = 1} < n - 2.
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Proof. Assume k0 + 11 {7;2 < j < £ and kj = 1} >n- I. Take m such that

2 <m < ί, /-m+l+ko = n-\ and km = = k<? = 1. Then, by Lemma

2.2, v[V-ω\X\vf\...,v%\v^-Jrψ,...,vγ-ω^ are linearly de-
pendent, which contradicts (A2). Q.E.D.

LEMMA 2.5. k0 + &i + (t{y; 2 < 7 < ί and Λ, = 1} < « - 1.

Proof. By Lemma 2.3, it is enough to consider the case where
ί > 2. Assume ko + fci + tt{y; 2< j <ί and fcy = 1} > «. Take m such that
2 <m </, / — rn-\-\+ko + k\=n and &m = = kf = 1. Then, by Lemma
-» -> (0) (0) (1) (1) (1) (1) (1) (1) (m) (m) (m) U) U) (/)

are linearly dependent. This contradicts (A2). Q.E.D.

§3. Hyperbolidty of hypersurfaces in Pn(C) (n = 2, 3 and 4)

In this section, we prove the hyperbohcity of S( V) in the case where n = 2,3
and 4. By Brody's criterion for hyperbohcity ([B]), it surffices to show that there
exists no nonconstant holomorphic mapping f : C -> S(V).

THEOREM 3.1. Ifn = 2, then S(V) is hyperbolic.

Proof Suppose that S(V) is not hyperbolic. Then there exists a non-
constant holomorphic mapping f: C -+ S(V). By Lemma 2.3, we see
k0 + k\ < 0. This contradicts kx>\. Q.E.D.

The least degree of the hyperbolic hypersurfaces in Theorem 3.1 is 4.

THEOREM 3.2. If n = 3 and q>5, then S(V) is hyperbolic.

Proof Suppose that S(V) is not hyperbolic. By Lemma 2.3, we see
ko + k\ < 1. This implies that ko = 0 and k\ = 1. Since k\ > > kj > 1, we
have that k\ — = &/ = 1 and hence q — 2^. If q > 5 is odd, then no such
decomposition occurs. If q > 5 is even, we get

Ao + SO'; 1 < 7 < ^ and ̂  = 1} > 3,

which contradicts Lemma 2.4. Q.E.D.

The least degree of the hyperbolic hypersurfaces in Theorem 3.2 is 16.

THEOREM 3.3. If n = 4 and q = 7, ί/*e« S'(F) w hyperbolic.

Proof Suppose that S(V) is not hyperbolic. By Lemma 2.3, we see ko +
&i < 2. Since q = 7, it is easy to see that the only possible types of decom-
position of the first type are of types (0;3,2,2) and (1;2,2,2). For these two



228 MANABU SHIROSAKI

types, we have

ko + k\ + tt{y; 2 < y < 3 and &7 = 1} > 4.

This contradicts Lemma 2.5. Q.E.D.

K. Masuda and J. Noguchi [MN] gave an example of hyperbolic hyper-
surface of degree 196 in P4(C). The least degree of hyperbolic hypersurfaces in
Theorem 3.3 is 36.

§4. A holomorphic mapping omitting a hypersurface

Let n, q and d be positive integers such that q>n+l and d >
(q-\)q+l. Let F be as in §2. Assume that (Al), (A2) and (A3). Let
/ : C -> Pn(C) with a reduced representation / = (/0,... , / J such that f(C) Π
S(V) =0, i.e.,

veV

for an entire function α without zeros. The following Lemma due to M. Green
plays an essential role (cf. [G, p. 73]):

LEMMA 4.1. Let f: C -> Pn(C)\S(V) be a holomorphic mapping. If
d > (q — \)q + 1, then there exists a decomposition K = K o U F i U Uϊ£U Vf+\
of V with Vt+\Φ§ such that

(ii) v e Vo if and only if f v = 0,
(iii) for u,v e V\Vo, (f «)/(/ v) is constant if and only if there exists j with

1 < j < 14-1 such that U.VEVJ,

(iv) Σve v (/ ' v) Ξ 0 ^ r α̂cA 1 < y < /,
(v) t? G ί^+i // α«rf o«/y // (/ ι?)/α w constant,

Put kj := %V} - 1 for 1 < j < ί + 1 and A;o := fF 0 . We may assume that
kι > • • • > k(. We call V = Vo U Vx U U V( U VM the second kind of de-
composition of V by /, and (ko;k\ + l,...,k^+ l;k^+\ + 1) its type.

Set

and

Then, by Lemma 4.1, there exist nonzero constants orj' such that

(4.1) / (»ω - ω ^ Λ ) E O (1 < μ < kj, 1 < j < i)



HYPERBOLIC HYPERSURFACES 2 2 9

and

(4.2) i + ( ωp y + ... + ( ω θ y = o (1 < ; < / ) .

If k{+\ > 1, then there exist nonzero constants ωjf+^ such that

(4.3) / .(„(/+!) _ ω ( f + D ^ + » ) Ξ θ { l < μ < k ί + { )

However, there is no relation corresponding to (4.2) for cθμλ\ By (4.1), (4.3)

and / Vμ ΞΞ 0, we have the following: If k^+\ = 0, then

f( (0) (0) (1) (1) iβ) {β)\ (ί\ (\\

and if k^+\ > 1, then

LEMMA 4.2. If there exists a nonconstant holomorphic mapping f : C
C)\4S(F), then
(i) O<Λo < w - 1,
(ii) 1 <kj<n-\ (1 < 7 < / ) ,
(iii) z/ A:/+i = 0, the rank of the matrix

( (o) (0) (i) (l) (/) (0\

is not greater than n — 1, α^J // fc/+i > 1, the rank of the matrix

Vk0 ' Wl ' * ' Wk{ ' ' > W\ > * ' '(v{0) v{0) w{l) w{l)

w «o/ greater than n — 1,
(iv) 0 < ^ + i < « - 1.

In the rest of this section, we assume that there exists a nonconstant
holomorphic mapping / : C —> Pn(C)\S(V). By the same way as in the proof
of Lemma 2.3, we have the following lemma:

LEMMA 4.3. (i) ko -f k\ <n—\.

(ii) If / > 2, ίAew ko + kχ <n-2.
(iii) /:0 + fc/+i < Λ - 1.
(iv) 7/* / > 1, //̂ « A:o + ^/+i < Λ - 2.

By the same argument as in the proof of Lemma 2.4, we also get the
following lemma:

LEMMA 4.4. k0 + U{y; 2<j<ί and k} = 1} < « - 2.

Furthermore, we can show the following lemma by the same method as in
the proof of Lemma 2.5:
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LEMMA 4.5. (i) k0 + k\ + tJ{y; 2 < y < ί and kj = 1} < n - l .

(ii) fc0 + kM + |J{y; 1 < j < £ and k} = 1} < n - 1.

§5. Hyperbolicity of complements of hypersurfaces

In this section, we prove that Pn(C)\S(V) is complete hyperbolic and
hyperbolically imbedded in Pn(C) in the case where n — 2,3 and 4. We first
recall the following criterion for hyperbolicity of complements of hypersurfaces
(cf. [L, Theorem 3.3]):

LEMMA 5.1. Let She a hyperbolic hyper surface in Pn(C). Then Pn{C)\S is
complete hyperbolic and hyperbolically imbedded in Pn(C) if and only if there
exists no nonconstant holomorphic mapping f : C —• Pn(C)\S.

THEOREM 5.2. Ifn = 2 and q>4, then P2(C)\S(V) is complete hyperbolic

and hyperbolically imbedded in P2(C).

Proof By Theorem 3.1, S(V) is hyperbolic. Suppose that there exists a
nonconstant holomorphic mapping / : C —• P2(C)\S(V). If ί = 0, then k$ +
Λ/+i < 1 by Lemma 4.3. Since q > 4, this is absurd. Hence € > 1. By Lemma
4.3, we see ko + k\ < 1. We also have kf+\ — 0 by Lemma 4.3. Thus we
conclude that the only possible type of decomposition of the second kind is of
type (0; 2 ,2 , . . . , 2; 1). This contradicts Lemma 4.5. Q.E.D.

THEOREM 5.3. Ifn = 3 and q>6, then P3(C)\S(V) is complete hyperbolic
and hyperbolically imbedded in P3(C).

Proof By Theorem 3.2, S(V) is hyperbolic. Suppose that there exists a
nonconstant holomorphic mapping / : C —> P3(C)\S(V). As in the proof of
Theorem 5.2, we have £ > 1. If ί — 1, then ko + k\ < 2 by Lemma 4.3. In this
case, it is clear that

k0 + [k\ + 1) + (k2 + 1) = q > 6.

Thus we see k2 > 2, which contradicts Lemma 4.3. If £ > 2, then ko + k\ < 1 by
Lemma 4.3, (ii). This gives that ko = 0 and k\ = 1. Thus the only possible type
of decomposition of the second kind is of (0;2,2,... ,2]kf+\ + 1). Hence
2/ + k/+\ + 1 = q > 6. On the other hand, by Lemma 4.5, we get k{+\ + { < 2,
and hence kf+\ < — 1. This is absurd. Q.E.D.

The least degree of the hypersurfaces in Theorem 5.3 is 31.
We next consider the case where n = 4 and q = 9. We first notice the

following: Suppose that there exists a decomposition of the first kind is of
(0;3,3,3) of V by /. Then there exist nonzero polynomials F\,...,FS of the
determinants of column vectors such that Fj are independent of / and
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Fj(υ\,..., vg) = 0 for some j , where V — {υ\,..., v$}. Indeed, by Lemma 2.2, we
have

vψ - α ^ = aβ{vψ - ωψvψ) + an ( ^ - ω\%^) + aj2{vψ - ωψv^)

for j = 2,3. By applying Cramer's formula to

vψ = -{anωψ + ajlωψ)^ + anvψ + aflvψ + {ωψ - ajOω[J))v{

o

J) + ajov[j\

we have

d e t r » ( 1 ) υU) v(l) vU) vU)) άet(v{l) υ{l) vU) vU) vU))
_ α e i ^ Q ,v2 ,v2 ,v0 ,vx ) aei{v0 , r 1 ,v2 ,v0 ,vx )
~ d t r i ; ( 1 ) r ( 1 ) υW vU) vU))' detrι; ( 1 ) ι;(1) υW vU) vU)), ι / 2

and

,v<?\v{

2

l\v{

0

J\v\j))

Hence, ωx and ω 2 can be written as rational functions of the above deter-
minants. Then, we have by (2.2)

ίdetίt ; ( 1 ) »(1) i/2 ) v{2) v{2)) άet(v{3) v{l) v{l) v{3) v{l))

άet(v{l) v{l) v{2) v{2) v{2))άct(v{l) v{3) v{l) v{3) v{3))\d

= 0.

Hence, by permutations, we get polynomials Fj with the above property, and the
number of polynomials s is 9!. Also, if there exists a decomposition of the
second kind of (0; 3,3; 3) of V by /, then Fj(vu..., v9) = 0 for some / By the
same way, if there exists a decomposition of the second kind of (0; 3,3,2; 1) of V
by /, then we have nonzero polynomials G\,..., Gt such that G& are independent
o f / a n d Gk(v\,... ,vg) =0 for some k. Indeed, by Lemma 4.2, we have

»f - ωf \f = an(.</>
for 7 = 1,2. By Cramer's formula, we get

detίi; ( 2 ) »(1) vW v{l) v{3) ω{3)v{3))

; ( 2 ) v{l) v{l) v{l) v{3) - ω{3)v{3))'
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Note that ωf^ is a d-th root of —1. By (2.2) we get polynomials G&, and the
number of polynomials t is 9! x d. Let Y be a proper algebraic subset of C 4 5

defind by

THEOREM 5.4. If q = 9 and V φY, then PA(C)\S{V) is complete hyperbolic
and hyperbolically imbedded in P4(C).

Proof Suppose that there exists a nonconstant holomorphic mapping
/ : C -> S(V). Then by Lemmas 2.3 and 2.5, it is easy that the only possible
type of decomposition of the first kind b y / i s of type (0; 3,3,3). If P4(C)\S(V)
is not Brody hyperbolic, then we also see that the only possible types of de-
composition of the second kind are of types (0;3,3;3) and (0; 3,3,2; 1) by
Lemmas 4.3 and 4.4. Hence V φ Y yields our assertion. Q.E.D.

By Theorem 5.4, we obtain hyperbolic hypersufaces of degree d > 73 in
P4(C) whose complements are complete hyperbolic and hyperbolically imbedded

in P\C).

Example 5.5. Let vλ = '(1,0,0), v2 = '(0,1,0), 03 = '(0,0,1), v4 = ' ( * ,* , c)
and V = {01,02,03,04}. The condition (Al) is equivalent to abcφO, (A2) to
adφ - 1 , bd Φ - 1 , cd Φ - 1 , and (A3) to ad + (-b)dΦ0, bd + (-c)dΦ0,
cd + {—a)d φ 0. Hence, if α,£, c satisfy the above conditions and d > 13, then
the hypersurface in P2(C) defined by

zd + z* + zd + (az0 + bzi + cz2)
d = 0

is hyperbolic and its complement is complete hyperbolic and hyperbolically
imbedded in P2{C). Suppose that this hypersurface has a singular point
(Po '- Pi : Pi)- τ h e n p$~ι + a(ap0 + bpx -f cp2)

d~x = 0, /̂ f"1 + £(Λ/?0 + ^ j +

cp2)
d~l = 0 and ^f"1 + c(ap0 + Z>̂7X + cp2)

d~l = 0. It is trivial that P := ap0 +
bpλ + c/?2 # 0. Hence we have p0 = ωP, px = ηP and p2 = ^ P for some
(d — l)-th roots ω,η,ξ of —α, —Z?, —c, respectively. Hence we get ωa + ηb +
ξc = 1. Therefore, this hypersurface is smooth if ωα + ^ + £c 7̂  1 for any
(d — l)-th roots ω,η,ξ of —a,—b,—c, respectively. For example, if a =1/2,
b— l/4,c= 1/8, these four conditions are satisfied.

M. B. Zaindenberg showed in [Z] that the existence of a smooth hyperbolic
hypersurface of degree 5 in P2(C) whose complement is complete hyperbolic and
hyperbolically imbedded in P2(C). On the other hand, K. Azukawa and M.
Suzuki [AS] gave an explicit equation defining such a hypersurface of degree 14.
The degree 13 of our example is lower than it.
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