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## § 1. Introduction.

Let $\Omega \subset \boldsymbol{R}^{n}$ be an bounded open domain with $C^{\infty}$-boundary $\Sigma=\partial \Omega$. We consider the following so called "first boundary value problem".

$$
\left\{\begin{array}{l}
L(u) \equiv\left(a^{k \jmath} u_{x_{k}}\right)_{x_{j}}+b^{k} u_{x_{k}}+c u=f \quad \text { in } \Omega  \tag{P}\\
\left.u\right|_{\Sigma}=0,
\end{array}\right.
$$

where $u_{x_{k}}=\partial u / \partial x_{k}$, etc., and the summation convention such as $\left(a^{k \jmath} u_{x_{k}}\right)_{x_{j}}$ $=\sum_{k, j=1}^{n}\left(a^{k j} u_{x_{k}}\right)_{x_{j}}$ are used. Without loss of generality, we can assume that $a^{k j}=a^{j k}$ (see the following condition [A.1]). Throughout this paper, we pose the following assumptions:

$$
\begin{equation*}
a^{k j}, b^{k}, c, f \in C^{\infty}(\bar{\Omega}) \text { and real valued. } \tag{A.1}
\end{equation*}
$$

[A.2]

$$
a^{k j} \xi_{k} \xi_{j} \geqq 0 \quad \text { for all }(x, \xi) \in \bar{\Omega} \times \boldsymbol{R}^{n} .
$$

$$
\begin{equation*}
c<0, \quad c-b_{x_{k}}^{k}<0 \quad \text { on } \bar{\Omega} . \tag{A.3}
\end{equation*}
$$

$$
\begin{equation*}
a^{k j} \xi_{k} \xi_{j}>0 \quad \text { for all }(x, \xi) \in \Sigma \times\left(\boldsymbol{R}^{n} \backslash 0\right) . \tag{A.4}
\end{equation*}
$$

Under some additional assumptions for the boundary behavior of the coefficients replaced by [A.4], Kohn-Nirenberg [5], [6] and Oleinik [7], [8] proved several existence, uniqueness and regularity theorems for the problem [P]. For example, from their results we have the following theorem. (see e.g. [8] Chap. I, §5).

Theorem 1.1. If in addition to [A.1], [A.2], [A.3], we assume that

$$
\begin{equation*}
a^{k J} \nu_{k} \nu_{\jmath}>0 \quad \text { for all } x \in \Sigma \text {, } \tag{A.5}
\end{equation*}
$$

where $\nu=\left(\nu_{1}, \cdots, \nu_{n}\right)$ is the unit normal vector for $\Sigma$ at $x$, then for any $f \in C^{\infty}(\bar{\Omega})$, there is a uniquely determined weak solution $u \in L^{2}(\Omega)$ of $[\mathrm{P}]$. Moreover, there

[^0]is a constant $C$ independent on $f$ such that
$$
\|u\|_{0, \Omega} \leqq C\|f\|_{0, \Omega} .
$$

Here the weak solution of $[\mathrm{P}]$ is defined by the following manner: Let $L^{*}$ be the adjoint of $L$, i.e.

$$
L^{*}(v) \equiv\left(a^{k \jmath} v_{x_{j}}\right)_{x_{k}}-\left(b^{k} v\right)_{x_{k}}+c v .
$$

Then
Definition 1.2. $u \in L^{2}(\Omega)$ is called the weak solution of [P] if

$$
\int_{\Omega} u L^{*}(v) d x=\int_{\Omega} v f d x
$$

is verified for all $v \in C^{\infty}(\bar{\Omega})$ with $\left.v\right|_{\Sigma}=0$.
Of course the weak solution equals the classical (strong) solution if $u \in$ $C^{2}(\Omega) \cap C^{0}(\bar{\Omega})$.

The solution whose existence is guaranteed in Theorem 1.1 is known as the weak limit of the solutions $u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ as $\varepsilon \rightarrow+0$ of the following approximate elliptic boundary value problems $\left[\mathrm{P}_{\mathrm{\varepsilon}}\right]$ :
$\left[\mathrm{P}_{\varepsilon}\right]$

$$
\left\{\begin{array}{l}
L_{\varepsilon}(u) \equiv L(u)+\varepsilon \Delta u=f \quad \text { in } \Omega, \\
\left.u\right|_{\Sigma}=0 .
\end{array}\right.
$$

Several facts are known concerning the regularity of the weak solution $u \in L^{2}(\Omega)$ of $[P]$ (see especially [6], [8]). Among those results it is remarkable that; in order to assure that $u \in C^{m}(\bar{\Omega}), c$ must sufficiently be small (i.e. $c \leqq-c_{0}$ on $\bar{\Omega}$ for sufficiently large $c_{0}>0$ ) and the modulus $c_{0}$ of the smoothness are determined by $m$ and the values of the derivatives of $a^{k j}$ (resp. $b^{k}$ ) up to order 2 (resp. 1). Especially, in general, $c_{0}$ is an increasing function of $m$ and we cannot assert $u \in C^{\infty}(\bar{\Omega})$ for finite $c_{0}$.

Example. Let $\Omega=\left\{x \in \boldsymbol{R}^{n} ;|x|=1\right\}$ and let $L$ be given by

$$
L u \equiv|x|^{2} \Delta u+c u=0 .
$$

By a result of [8] it is easy to see that for any $m \in \boldsymbol{N}$ there is a constant $c_{0}=$ $c_{0}(m)$ such that

$$
\begin{equation*}
\text { if } c \leqq-c_{0} \text { on } \bar{\Omega} \text {, then the weak solution } u \in L^{2}(\Omega) \text { is in } C^{m}(\bar{\Omega}) \text {. } \tag{1.1}
\end{equation*}
$$

But there are no $c_{0}>0$ for which (1.1) is true for $m=\infty$. In fact, if we take $u=|x|^{\alpha}-1(\alpha>0)$, it is clear that $u$ is the weak solution of [P] for $c=-\alpha(\alpha-2)$ $-\alpha n$. Note that $u \notin C^{[\alpha]+1}(\bar{\Omega})$ unless $\alpha \in N$.

The aim of this paper is to find a sufficient condition for the weak solution to be $u \in C^{\infty}(\bar{\Omega})$. In doing so, we use the $L^{2}$-method which was used in [5] rather than the maximum principle method used in [7]. Our main result is stated in $\S 3$ as Theorem 3.1.

In $\S 2$ we shall prove some estimates for the solutions $u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ of the approximate problems $\left[P_{\varepsilon}\right]$. In $\S 3$, by using those estimates, we shall give a sufficient condition for $u \in C^{\infty}(\bar{\Omega})$. In $\S 4$, as applications, we show examples of smoothness and non-smoothness of solutions of some simple boundary value problems. The relations between regularity of solutions of boundary value problems and hypoellipticity of operators will also be noted. Our examples contain a case where the operator is not hypoelliptic but all the solutions of the boundary value problem belong to $C^{\infty}(\bar{\Omega})$.

Our assumption [A.4] in Theorem 3.1 seems to be too restrictive. In fact, as will be indicated in $\S 4$, without [A.4], one will be able to prove regularities of solutions of the boundary value problem on a certain set containing the neighbourhood of $\Sigma_{2}$ and $\Sigma_{3}$ as long as we assume that $\Sigma_{2}, \Sigma_{3}$ and $\Sigma_{0} \cup \Sigma_{1}$ are disjoint. (For definitions of $\Sigma_{0}, \cdots, \Sigma_{3}$ see e.g. [8]). One powerful method for the proof of this fact will be the method of the stochastic differential equations (probability methods). In this connection, we refer to [2], [3] and [9]. In this paper, however, we have used only the $L^{2}$-method. Hence our condition (3.2) for the regularity of solutions may only be interesting on the set where all the vector fields $X_{0}, X_{1}, \cdots, X_{n}$ degenerate. (For the definition of $X_{0}, \cdots, X_{n}$ and the relations between $X_{0}, \cdots, X_{n}$ and the regularity problem see [4], [8] and $\S 4$ of this paper).

I would like to express my sincere gratitude to professor Yoshikazu Hirasawa for his encouragements and advices.

## § 2. Inequalities.

In this section we shall prove some basic inequalities by using mainly the technique used in [5]. Though, in [5], [6], it is proved that for any $m \in \boldsymbol{N}$, there is a sufficiently large constant $c_{0}>0$ such that if $c \leqq-c_{0}$ on $\bar{\Omega}$, then [P] has a unique solution $u \in C^{m}(\bar{\Omega})$, the modes of dependence of $c_{0}$ with respect to $a^{k j}, b^{k}$ are not clarified. Especially, it is not possible to decide whether the solution belongs to $C^{\infty}(\bar{\Omega})$ or not. We shall somewhat clarify this situation by accurate estimates. But in doing so, we have to pose rather strong restriction [A.4] for the behavior of the coefficients $a^{k j}$ near the boundary.

We shall use the following standard notations:

$$
\begin{aligned}
& \|\mathfrak{u}\|_{0, \Omega}^{2}=\int_{\Omega} \mathfrak{u} \cdot \overline{\mathfrak{u}} d x, \quad(\mathfrak{u}, \mathfrak{b})=(\mathfrak{u}, \mathfrak{b})_{\Omega}=\int_{\Omega} \mathfrak{u} \cdot \overline{\mathfrak{b}} d x, \\
& \|\mathfrak{u}\|_{\mu, \Omega}^{2}=\sum_{|\alpha| \leqq \mu}\left\|\partial^{\alpha} \mathfrak{u}\right\|_{0, \Omega}^{2},
\end{aligned}
$$

where $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \cdots \partial_{n}^{\alpha} n, \partial_{j}=\partial / \partial x_{j}$. If we write

$$
X_{j}=a^{k j} \partial_{k}, \quad X_{0}=b^{k} \partial_{k},
$$

we have

$$
L_{\varepsilon}(u)=\varepsilon \Delta u+\partial_{j} X_{j} u+X_{0} u+c u .
$$

As in [5], we introduce the following bilinear form $Q_{\varepsilon}$ associated with $L_{\varepsilon}$ :

$$
\begin{equation*}
Q_{\varepsilon}(\mathfrak{u}, \mathfrak{v}) \equiv \int_{\Omega}\left\{\varepsilon \partial_{j} \mathfrak{u} \cdot \partial_{j} \overline{\mathfrak{v}}+X_{j} \mathfrak{u} \cdot \partial_{j} \overline{\mathfrak{v}}+\frac{1}{2}\left(\mathfrak{u} \cdot X_{0} \overline{\mathfrak{v}}-X_{0} \mathfrak{u} \cdot \overline{\mathfrak{b}}\right)-\frac{1}{2}\left(2 c-b_{x_{j}}^{\jmath_{j}} \mathfrak{u} \cdot \overline{\mathfrak{v}}\right\} d x .\right. \tag{2.1}
\end{equation*}
$$

Note that when $\mathfrak{u}, \mathfrak{v} \in C^{\infty}(\bar{\Omega}),\left.\mathfrak{u}\right|_{\Sigma}=0,\left.\mathfrak{v}\right|_{\Sigma}=0$, then by partial integrations, we have

$$
\begin{equation*}
Q_{\varepsilon}(\mathfrak{u}, \mathfrak{b})=-\left(L_{\varepsilon}(\mathfrak{u}), \mathfrak{b}\right) . \tag{2.2}
\end{equation*}
$$

Remark 1. In what follows, all the functions $u, u_{\epsilon}$ which appear as solutions of the boundary value problems are real valued. But since, in $\S 2$, we have to consider the functions $A u_{\varepsilon}$ where $A$ is a differential operator with a complex coefficient, we use the above notation (*) instead of

$$
(u, v)=\int_{\Omega} u \cdot v d x
$$

In the followings, when we use the roman letters $u, u_{\varepsilon}$ to represent functions, it always means that they are real valued functions.

By [A.2] and [A.3], we have

$$
\begin{equation*}
C_{1}\|u\|_{0}^{2} \leqq\left(-\frac{1}{2}\left(2 c-b_{x_{j}}^{\jmath_{j}}\right) u, u\right) \leqq Q_{\varepsilon}(u, u) \quad \text { for any } u \in C^{\infty}(\bar{\Omega}), \tag{2.3}
\end{equation*}
$$

where $C_{1}$ is a positive constant. Further, if there are an open set $U \subset \Omega$, some positive constant $C_{2}$ and some $m, 0 \leqq m \leqq n-1$, such that

$$
\begin{equation*}
a^{k j} \xi_{k} \xi_{j} \geqq C_{2} \sum_{j=m+1}^{n} \xi_{j}^{2} \quad \text { for all }(x, \xi) \in \bar{U} \times \boldsymbol{R}^{n} \tag{2.4}
\end{equation*}
$$

then we have

$$
\begin{gather*}
C_{2_{j}} \sum_{m+1}^{n}\left\|\partial_{j} u\right\|_{0, v}^{2}+\left(-\frac{1}{2}\left(2 c-b_{x_{j}}^{J}\right) u, u\right) \leqq Q_{\varepsilon}(u, u)  \tag{2.5}\\
\text { for all } u \in C^{\infty}(\bar{\Omega}) .
\end{gather*}
$$

Note that if $L$ is elliptic on $\bar{U}$ (i.e. $m=0$ ), then

$$
C_{2}\|u\|_{1, U}^{2} \leqq Q_{\varepsilon}(u, u) \quad \text { for all } u \in C^{\infty}(\bar{\Omega}) .
$$

Remark 2. If $m=n$, the condition (2.4) is meaningless. Then, by the condition (2.4), we shall understand that we do not impose any conditions at all.

When we estimate $\|u\|_{\mu, \Omega}$, it is convenient to introduce the following operators:

$$
A=\varphi D^{\alpha}, \quad A^{*}=D^{\alpha} \cdot \varphi \cdot=\varphi D^{\alpha}+\sum_{j \in \alpha} D_{j} \varphi \cdot D^{\alpha-\jmath}+\cdots
$$

where $\varphi$ is a real valued function in $C_{0}^{\infty}(\Omega)$ and $D^{\alpha}=D_{1}^{\alpha_{1}} \cdots D_{n}^{\alpha_{n}}, D_{j}=1 / \imath \partial / \partial x_{\rho}$. Further we have used the following abbreviations:

$$
D^{\alpha-j}=D_{1}^{\alpha_{1}} \cdots D_{j}^{\alpha_{j}-1} \cdots D_{n}^{\alpha_{n}},
$$

and the sum $\sum_{j \in \alpha}$ means that $j$ are taken from all possible indices which appear in $\alpha=\left(\alpha_{1}, \cdots, \alpha_{n}\right)$ counting its multiplicities $\alpha_{\rho}$. Accordingly we have

$$
\sum_{j \in \alpha} D_{j} \varphi \cdot D^{\alpha-\jmath}=\sum_{j=1}^{n} \alpha_{j} D_{j} \varphi \cdot D_{1}^{\alpha_{1}} \cdots D_{j}^{\alpha_{j}-1} \cdots D_{n}^{\alpha_{n}} .
$$

In Lemma 2.5, it will also be used the following abbreviations:

$$
D^{\alpha-j+k}=D^{\alpha-\jmath} D_{k}=D_{1}^{\alpha_{1}} \cdots D_{j}^{\alpha_{j}-1} \cdots D_{k}^{\alpha_{k}{ }^{k+1}} \cdots D_{n}^{\alpha_{n}} .
$$

Lemma 2.1 (c.f. [8]). Let $M$ and $N$ be differentzal operators of order not higher than 1 with real coefficients. Then for any $u \in C^{\infty}(\bar{\Omega})$, we have

$$
\begin{align*}
2 & \left\{(M A u, N A u)-\left(M u, N A^{*} A u\right)\right\} \\
= & 2([M, A] u,[N, A] u)+\left(\left(A-A^{*}\right) M u,[N, A] u\right)+\left(M u,\left[N, A-A^{*}\right] A u\right) \\
& -(M u,[[N, A], A] u)+\left(\left(A-A^{*}\right) N u,[M, A] u\right)+\left(N u,\left[M, A-A^{*}\right] A u\right)  \tag{2.6}\\
& -(N u,[[M, A], A] u)+\left(M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right),
\end{align*}
$$

where by definition $[X, Y]=X Y-Y X$ for any two operators $X$ and $Y$.
Proof. First note that by definition and partial integrations,

$$
(A u, v)=\left(u, A^{*} v\right) .
$$

By using further partial integrations,

$$
\begin{aligned}
& 2\left\{(M A u, N A u)-\left(M u, N A^{*} A u\right)\right\} \\
&=(M A u, N A u)-\left(M u, N A^{*} A u\right)+(M A u, N A u) \\
&-\left(M A^{*} A u, N u\right)+\left(M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right) \\
&=([M, A] u, N A u)-\left(M u,\left[N, A^{*}\right] A u\right)+(M A u,[N, A] u) \\
&-\left(\left[M, A^{*}\right] A u, N u\right)+\left(M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right) .
\end{aligned}
$$

From the second and the third term in the right hand side, we have

$$
\begin{aligned}
(M A u & {[N, A] u)-\left(M u,\left[N, A^{*}\right] A u\right) } \\
= & ([M, A] u,[N, A] u)+\left(\left(A-A^{*}\right) M u,[N, A] u\right) \\
& +\left(M u,\left[N, A-A^{*}\right] A u\right)-(M u,[[N, A], A] u) .
\end{aligned}
$$

From the first and the fourth term in the right we have a similar formula. Combining these formulas we have (2.6).

Lemma 2.2. Let (2.4) be true for some $m, 0 \leqq m \leqq n-1$ and some $U \subset \Omega$. Then for any $\alpha,|\alpha|=\mu, \varphi \in C_{0}^{\infty}(U)$ and solutions $u=u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ of $\left[\mathrm{P}_{\varepsilon}\right]$, there is a constant $C>0$ such that

$$
\sum_{\rho=m+1}^{n}\left\|\varphi \partial^{\alpha} \partial_{j} u\right\|_{0, \Omega}^{2} \leqq C\left(\|f\|_{\mu, U}^{2}+\|u\|_{\mu, U}^{2}\right) .
$$

Proof. By (2.5), it is sufficient to prove that

$$
\left|Q_{\varepsilon}\left(\varphi \partial^{\alpha} u, \varphi \partial^{\alpha} u\right)\right| \leqq C\left(\|f\|_{\mu, U}^{2}+\|u\|_{\mu, U}^{2}\right) .
$$

Let $A=\varphi D^{\alpha}$. Then $Q_{\varepsilon}\left(\varphi \partial^{\alpha} u, \varphi \partial^{\alpha} u\right)=Q_{\varepsilon}(A u, A u)$ and

$$
\begin{aligned}
Q_{\varepsilon}(A u, A u) & =Q_{\varepsilon}(A u, A u)-Q_{\varepsilon}\left(u, A^{*} A u\right)+Q_{\varepsilon}\left(u, A^{*} A u\right) \\
& =Q_{\varepsilon}(A u, A u)-Q_{\varepsilon}\left(u, A^{*} A u\right)-\left(f, A^{*} A u\right) .
\end{aligned}
$$

Note that

$$
\left|\left(f, A^{*} A u\right)\right|=|(A f, A u)| \leqq \frac{1}{2}\left(\|f\|_{\mu, U}^{2}+\|u\|_{\mu, U}^{2}\right) .
$$

Next, we have to estimate the term

$$
\begin{equation*}
Q_{\varepsilon}(A u, A u)-Q_{\varepsilon}\left(u, A^{*} A u\right) \tag{2.7}
\end{equation*}
$$

This term can be decomposed into the several terms of the form

$$
\begin{equation*}
(M A u, N A u)-\left(M u, N A^{*} A u\right) \tag{2.8}
\end{equation*}
$$

according to (2.1). Here the possible pairs of $M$ and $N$ are the followings:

$$
\begin{aligned}
& M=N=\partial_{j} ; \quad M=X_{j}, \quad N=\partial_{j} ; \quad M=X_{0}, \quad N=1 ; \\
& M=1, \quad N=X_{0} ; \quad M=\left(2 c-b_{x_{k}}^{k}, \quad N=1 ; \quad j=1,2, \cdots, n .\right.
\end{aligned}
$$

Thus it is enough to estimate these terms of the form (2.8) appearing in (2.7).
If we note that $A=\varphi D^{\alpha},|\alpha|=\mu, \varphi \in C_{0}^{\infty}(U)$ and the fact that $M, N$ are operators of order not higher than 1, we have, by Lemma 2.1,

$$
\begin{aligned}
& \left|(M A u, N A u)-\left(M u, N A^{*} A u\right)\right| \\
& \quad \leqq C\|u\|_{\mu, U}^{2}+\frac{1}{2}\left|\left(M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right)\right|
\end{aligned}
$$

In fact, in (2.6), each terms except the term $\left(M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right)$ can be estimated by $C\|u\|_{\mu, U}^{2}$ by means of partial integration. Further, if we note $a^{k j}=a^{j k}$, we have that, in (2.7), the term of the form ( $\left.M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right)$ may only appear when $M=1, N=X_{0}$ and $M=X_{0}, N=1$. But then, we have

$$
\left|\left(X_{0} u, A^{*} A u\right)-\left(u, X_{0} A^{*} A u\right)\right| \leqq\left|\left(\left[A^{*}, X_{0}\right] A u, u\right)\right|+\left|\left(\left[A, X_{0}\right] u, A u\right)\right|
$$

$$
\leqq C\|u\|_{\mu, U}^{2} .
$$

This proves the lemma.
Corollary 2.3. Let $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}, \alpha_{m+1}, \cdots, \alpha_{n}\right), \nu=\sum_{k=1}^{m} \alpha_{k}$. Then, for the solution $u=u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ of $\left[\mathrm{P}_{\varepsilon}\right]$, we have

$$
\begin{equation*}
\left\|\varphi \partial^{\alpha} u\right\|_{0, \Omega}^{2} \leqq C\left(\|f\|_{\mu, U}^{2}+\|u\|_{2, U}^{2}\right) . \tag{2.9}
\end{equation*}
$$

Especrally, of (2.4) is valid for $m=0$, then

$$
\begin{equation*}
\left\|\varphi \partial^{\alpha} u\right\|_{0, \Omega}^{2} \leqq C\|f\|_{\mu, U}^{2} \tag{2.10}
\end{equation*}
$$

Proof. Easy by Lemma 2.2 and the induction arguments.
The following lemma, which is trivial from Corollary 2.3 when $\bar{V} \Subset \Omega$, is a well known fact in the theory of elliptic boundary value problems and we shall omit the proof. (see e.g. [1] §9).

Lemma 2.4. Let $V \subset \Omega$ be an open subset (we may allow the case when $\bar{V} \cap \Sigma$ $\neq \emptyset)$. Suppose $L$ is elliptic on $\bar{V}$. Then for the solution $u=u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ of $\left[\mathrm{P}_{\varepsilon}\right]$, we have

$$
\|u\|_{\mu, V}^{2} \leqq C\|f\|_{\mu, \Omega}^{2},
$$

where $C$ is independent on $\varepsilon$.
Let $\omega \subset \Omega$ be the maximal set on which $L$ is not elliptic. In what follows, we shall call this set the non-elliptic set of $L$ in $\Omega$. By the assumption [A.4], we can take a sufficiently small neighbourhood $\hat{\omega}$ of $\omega$ such that $\hat{\omega} \cap \Sigma=\emptyset$.

Lemma 2.5. Suppose that (2.4) is valid for some $m, 0 \leqq m \leqq n$, and for $U=\Omega$. Then for any fixed (small) $\delta>0$, any $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}, 0, \cdots, 0\right),|\alpha|=\mu$, and solutions $u=u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ of $\left[P_{\varepsilon}\right]$, we have the following inequality.

$$
\begin{align*}
\left(-\frac{1}{2}\left(2 c-b_{x_{j}}^{J}\right) \partial^{\alpha} u, \partial^{\alpha} u\right)_{\hat{\omega}} \leqq & \sum_{\beta=\left(\beta_{1}, \ldots, \beta_{\beta}=\mu, 0, \cdots, 0\right)}\left\|\partial^{\beta} u\right\|_{0, \hat{\omega}}^{2} \\
& +\sum_{k=1}^{m} \sum_{s \in \alpha}\left(b_{x_{s}}^{k} \alpha^{\alpha-s+k} u, \partial^{\alpha} u\right)_{\hat{\omega}} \tag{2.11}
\end{align*}
$$

$$
\begin{aligned}
& +\frac{1}{2} \sum_{k, \jmath=1}^{m} \sum_{s, l \in \alpha}\left(a_{x_{s} x}^{k j} \partial^{\alpha-l+\jmath} u, \partial^{\alpha-s+k} u\right)_{\hat{\omega}} \\
& +C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right),
\end{aligned}
$$

where the constant $C>0$ is independent on $\varepsilon$.
Remark 3. For the meaning of the condition of the above lemma when $m=n$, see Remark 2 of this section.

Proof. Take and fix a real valued function $\varphi \in C_{0}^{\infty}(\Omega)$ with $\varphi \equiv 1$ on $\hat{\omega}$ and $\varphi \geqq 0$ on $\Omega$. Then from (2.3),

$$
\begin{aligned}
\left(-\frac{1}{2}\left(2 c-b_{x_{j}}^{J}\right) \partial^{\alpha} u, \partial^{\alpha} u\right)_{\hat{\omega}} & \leqq\left(-\frac{1}{2}\left(2 c-b_{x_{j}}^{J}\right) \varphi \partial^{\alpha} u, \varphi \partial^{\alpha} u\right)_{\Omega} \\
& \leqq Q_{\varepsilon}\left(\varphi \partial^{\alpha} u, \varphi \partial^{\alpha} u\right) .
\end{aligned}
$$

Let $A=\varphi D^{\alpha}$. Then $Q_{\varepsilon}\left(\varphi \partial^{\alpha} u, \varphi \partial^{\alpha} u\right)=Q_{\varepsilon}(A u, A u)$ and

$$
\begin{aligned}
Q_{\varepsilon}(A u, A u) & =Q_{\varepsilon}(A u, A u)-Q_{\varepsilon}\left(u, A^{*} A u\right)+Q_{\varepsilon}\left(u, A^{*} A u\right) \\
& =Q_{\varepsilon}(A u, A u)-Q_{\varepsilon}\left(u, A^{*} A u\right)-\left(f, A^{*} A u\right) .
\end{aligned}
$$

Note that for any $\delta>0$,

$$
\left|\left(f, A^{*} A u\right)\right|=|(A f, A u)| \leqq \frac{1}{4 \delta}\left\|\varphi \partial^{\alpha} f\right\|_{0, \Omega}^{2}+\delta\left\|\varphi \partial^{\alpha} u\right\|_{0, \Omega}^{2} .
$$

In what follows, the symbol $\delta$ generically stands for a positive constant which can be taken as small as we like. Further, by using (2.10) of Corollary 2.3, we have

$$
\left\|\varphi \partial^{\alpha} u\right\|_{0, \Omega}^{2} \leqq\left\|\partial^{\alpha} u\right\|_{0, \hat{\omega}}^{2}+C\|f\|_{\mu, \Omega}^{2}
$$

Thus it is sufficient to estimate the term (2.7), i.e.

$$
\left\{Q_{\varepsilon}(A u, A u)-Q_{\varepsilon}\left(u, A^{*} A u\right)\right\} .
$$

This term can be decomposed into several terms of the form (2.8) where the possible pairs of $M$ and $N$ are the same as in the proof of Lemma 2.2 . Thus we shall estimate each terms of the form (2.8) appearing in (2.7). Since $\varphi \equiv 1$ on $\hat{\omega}$, we have $A-A^{*}=0$ on $\hat{\omega}$. Combining this fact and Corollary 2.3, we can estimate all the terms of (2.6) containing $A-A^{*}$ by $C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right)$. (Integration by parts was used in obtaining these estimates). Thus it is enough to estimate the terms of the following form:

$$
\begin{aligned}
& I_{1}=([M, A] u,[N, A] u), \quad I_{2}=(M u,[[N, A], A] u), \\
& I_{3}=(N u,[[M, A], A] u), \quad I_{4}=\left(M A^{*} A u, N u\right)-\left(M u, N A^{*} A u\right) .
\end{aligned}
$$

i) Suppose $M=\partial_{\jmath}$. From $\partial_{\jmath} \varphi \equiv 0$ on $\hat{\omega}$, we have $\left[\partial_{\jmath}, A\right] u=0$ on $\hat{\omega}$. Thus

$$
\begin{aligned}
\left|I_{1}\right| & =\left|\left(\left[\partial_{\rho}, A\right] u,[N, A] u\right)_{\Omega}\right|=\left|\left(\left[\partial_{j}, A\right] u,[N, A] u\right)_{\Omega_{1} \hat{\omega}}\right| \\
& \leqq C\|f\|_{\mu, \Omega}^{2} .
\end{aligned}
$$

Here we have used the fact that $\left[\partial_{\jmath}, A\right],[N, A]$ are operators of order $|\alpha|=\mu$ and we have used Corollary 2.3. The same estimates are true when $M=\partial_{0}$ is replaced by $N=\partial_{J}$. Next, in the case $N=1$ or $M=1$, it is easy to see that

$$
\left|I_{1}\right| \leqq C\|f\|_{\mu, \Omega}^{2}
$$

Thus the term $I_{1}$ is harmless.
ii) The term $I_{2}$ is also harmless. In fact, when $N=\partial_{,}$or $N=1$, the term $[N, A] u$ vanishes on $\hat{\omega}$. Hence these terms can be estimated by $C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right)$. On the other hand, when $N=X_{0}$, we have $M=1$. So clearly this term can be estimated by

$$
\delta \sum_{|\beta|=\mu}\left\|\partial^{\beta} u\right\|_{0, \hat{\omega}}^{2}+\frac{C}{\delta}\|u\|_{\mu-1, a}^{2},
$$

for any small fixed $\delta>0$.
iii) The term $I_{3}$ can be easily estimated by $C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right)$ except when $M=X$, and $N=\partial_{\jmath}$. When $M=X_{\jmath}, N=\partial_{\jmath}$, we have

$$
\begin{aligned}
(N u,[[M, A], A] u) & =(-1)^{\mu}\left(\partial_{j} u,\left[\left[a^{k j} \partial_{k}, \varphi \partial^{\alpha}\right], \varphi \partial^{\alpha}\right] u\right)_{\Omega} \\
& =(-1)^{\mu}\left(\partial_{j} u,\left[-\sum_{s \in \alpha} a_{x_{s}}^{k x_{s}} \partial^{\alpha-s+k}, \varphi \partial^{\alpha}\right] u\right)_{\Omega}+[*] \\
& =(-1)^{\mu}\left(\partial_{j} u, \sum_{s, l \in \alpha} \varphi \cdot a_{x_{s} x_{l}}^{k j} \partial^{\alpha-s+k} \cdot \partial^{\alpha-l} u\right)_{\Omega}+[*] \\
& =-\sum_{s, l \in \alpha}\left(\partial^{\alpha-l+\jmath} u, a_{x_{s} x l}^{k j} \partial^{\alpha-s+k} u\right)_{\hat{\omega}}+[*] .
\end{aligned}
$$

Here [*] are the terms which can be estimated by the quantity $C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right)$. Thus, when we note (2.1) and (2.6), the total contribution of $I_{3}$ in (2.7) is

$$
-\frac{1}{2} \sum_{s, l \in \alpha}\left(\partial^{\alpha-l+\jmath} u, a_{x_{s} x_{l}}^{k j} \partial^{\alpha-s+k} u\right)_{\hat{\omega}}+[*] .
$$

iv) If we note $a^{k j}=a^{j k}$ we have that, in (2.7), the term $I_{4}$ may only appear when $M=1, N=X_{0}$ and $M=X_{0}, N=1$. Thus when we note (2.1) and (2.6), the total contribution of $I_{4}$ in (2.7) is

$$
\begin{aligned}
\frac{1}{4}\left\{\left(A^{*} A u, X_{0} u\right)-\left(u, X_{0} A^{*} A u\right)\right\}- & \frac{1}{4}\left\{\left(X_{0} A^{*} A u, u\right)-\left(X_{0} u, A^{*} A u\right)\right\} \\
& =\frac{1}{2}\left\{\left(X_{0} u, A^{*} A u\right)-\left(u, X_{0} A^{*} A u\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2}\left\{\left(\left[A^{*}, X_{0}\right] A u, u\right)+\left(\left[A, X_{0}\right] u, A u\right)\right\} \\
& =\frac{1}{2}\left\{(-1)^{\mu}\left(\left[\varphi \partial^{\alpha}, b^{k} \partial_{k}\right] \varphi \partial^{\alpha} u, u\right)_{\Omega}+\left(\left[\varphi \partial^{\alpha}, b^{k} \partial_{k}\right] u, \varphi \partial^{\alpha} u\right)_{\Omega}+\left[{ }^{*}\right]\right. \\
& =\frac{1}{2}\left\{(-1)^{\mu} \sum_{s \in \alpha}\left(\varphi b_{x_{s}}^{k} \partial^{\alpha-s+k} \cdot \partial^{\alpha} u, u\right)_{\Omega}+\sum_{s \in \alpha}\left(\varphi b_{x_{s}}^{k} \partial^{\alpha-s+k} u, \partial^{\alpha} u\right)_{\Omega}\right\}+\left[{ }^{*}\right] \\
& =\sum_{s \in \alpha}\left(b_{x_{s} k}^{k} \partial^{\alpha-s+k} u, \partial^{\alpha} u\right)_{\hat{\omega}}+[*] .
\end{aligned}
$$

Here [*] are the terms which can be estimated by $C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega)}^{2}\right)$.
Combining the above results, we have for any small $\delta>0$,

$$
\begin{aligned}
\left(-\frac{1}{2}\left(2 c-b_{x_{j}}^{\prime}\right) \varphi \partial^{\alpha} u, \varphi \partial^{\alpha} u\right) \leqq & \delta \sum_{\mid \beta 1=\mu}\left\|\partial^{\beta} u\right\|_{0, \hat{\omega}}^{2} \\
& +\sum_{k=1}^{n} \sum_{s \in \alpha}\left(b_{x_{s}}^{k} \partial^{\alpha-s+k} u, \partial^{\alpha} u\right)_{\hat{\omega}} \\
& +\frac{1}{2} \sum_{k, j=1}^{n} \sum_{s, l \in \alpha}\left(a_{x_{s},}^{k} x_{l} \partial^{\alpha-l+\jmath} u, \partial^{\alpha-s+k} u\right)_{\hat{\omega}} \\
& +C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right),
\end{aligned}
$$

where the constant $C$ may depends on $\delta$ but is finite for each fixed $\delta>0$. Note that when $m+1 \leqq j \leqq n$ or $m+1 \leqq k \leqq n$, we can estimate the terms

$$
\delta \sum_{|\beta|=\mu}\left\|\partial^{\beta} u\right\|_{0, \hat{\omega}}^{2}, \quad\left(b_{x_{s}}^{k} \partial^{\alpha-s+k} u, \partial^{\alpha} u\right)_{\hat{\omega}}, \quad\left(a_{x_{s} x_{l}}^{k j} \partial^{\alpha-l+\jmath} u, \partial^{\alpha-s+k} u\right)_{\hat{\omega}},
$$

by a quantity of the form

$$
C\left(\|f\|_{\mu, \Omega}^{2}+\|u\|_{\mu-1, \Omega}^{2}\right)+\delta \sum_{\beta=\left(\beta_{1}, \cdots, \beta_{\beta_{m}}=n, \cdots, 0\right)}\left\|\partial^{\beta} u\right\|_{0, \hat{\omega}}^{2},
$$

by using (2.9) of Corollary 2.3. Thus we have the desired estimate and this proves the lemma.

## § 3. A sufficient condition for regularity of solutions.

In this section we shall prove the following theorem.
Theorem 3.1. Consider the problem [P] under the conditions [A.1.], [A.2], [A.3] and [A.4]. Further we assume that (2.4) is true for some $m, 0 \leqq m \leqq n$ and for $U=\Omega$. If

$$
\left\{\begin{array}{lll}
a_{x_{k} x_{j}}^{k} \leqq 0, & b_{x_{k}}^{k} \leqq 0, & k, j=1,2, \cdots, m,  \tag{3.1}\\
a_{x_{s} x_{l}}^{k}=0, & b_{x_{s}}^{k}=0, & k, \jmath=1,2, \cdots, m, k \neq s, l ; j \neq s, l,
\end{array}\right.
$$

is valid on the non-elliptic set $\omega \subset \Omega$ of $L$, then the weak solution $u \in L^{2}(\Omega)$ of $[\mathrm{P}]$ belongs to $C^{\infty}(\bar{\Omega})$.

Proof. The weak solution $u \in L^{2}(\Omega)$ of [P] is given by the weak limit of the solutions $u_{\varepsilon} \in C^{\infty}(\bar{\Omega})$ of [ $\mathrm{P}_{\varepsilon}$ ] in $L^{2}(\Omega)$. Thus, if we prove for any sufficiently small $\varepsilon>0$ and any $\mu \in N$, that

$$
\left\|u_{\varepsilon}\right\|_{\mu, \Omega}^{2} \leqq C\|f\|_{\mu, \Omega}^{2}
$$

we have

$$
\|u\|_{\mu, \Omega}^{2} \leqq \lim _{\varepsilon \rightarrow 0}\left\|u_{\varepsilon}\right\|_{\mu, \Omega}^{2} \leqq C\|f\|_{\mu, \Omega}^{2},
$$

and by the well known Sobolev's lemma we have $u \in C^{\infty}(\bar{\Omega})$. (see e.g. [1]).
Now we shall take and fix a function $\varphi \in C_{0}^{\infty}(\Omega)$ such that $\varphi \equiv 1$ on $\hat{\omega}, \varphi \geqq 0$ on $\Omega$, where $\hat{\omega}$ is a small neighbourhood of $\omega$ such that $\hat{\omega} \cap \partial \Omega=0$. Then we have

$$
\left\|u_{\varepsilon}\right\|_{\mu, \Omega}^{2} \leqq C\left(\left\|\varphi u_{\varepsilon}\right\|_{\mu, \Omega}^{2}+\left\|u_{\varepsilon}\right\|_{\mu, \Omega_{1} \hat{\omega}}^{2}\right),
$$

and the second term of the right can be estimated by $C\|f\|_{\mu, \Omega}^{2}$ by Lemma 2.4. Next we shall prove that

$$
\left\|\varphi u_{\varepsilon}\right\|_{\mu, \Omega}^{2} \leqq C\left(\|f\|_{\mu, \Omega}^{2}+\left\|u_{\varepsilon}\right\|_{\mu-1, \Omega}^{2}\right) .
$$

In doing so, by Lemma 2.2, it is sufficient to prove

$$
\sum_{\alpha}\left\|\varphi \partial^{\alpha} u_{\varepsilon}\right\|_{0, \Omega}^{2} \leqq C\left(\|f\|_{\mu, \Omega}^{2}+\left\|u_{\varepsilon}\right\|_{\mu-1, \Omega}^{2}\right)
$$

for $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}, 0, \cdots, 0\right),|\alpha|=\mu$. Now, from the assumption (3.1) and Lemma 2.5, we have: For any small $\delta>0$, we may take a neighbourhood $\hat{\omega}$ of $\omega$ so small that

$$
\begin{array}{r}
\left(-\frac{1}{2}\left(2 c-b_{x_{k}}^{k}\right)-\left(\frac{1}{2} \sum_{k, j \in \alpha} a_{x_{k} x_{j}}^{k j}+\sum_{k \in \alpha} b_{x_{k}}^{k}\right) \partial^{\alpha} u_{\varepsilon}, \partial^{\alpha} u_{\varepsilon}\right)_{\hat{\omega}}  \tag{3.2}\\
\left.\leqq C\|f\|_{\mu, \Omega}^{2}+\left\|u_{\varepsilon}\right\|_{\mu-1, \Omega}^{2}\right)+\delta\left\|u_{\varepsilon}\right\|_{\mu, \hat{\omega}}^{2} .
\end{array}
$$

Further, we may assume that there is a positive constant $d_{0}$ such that

$$
-\frac{1}{2}\left(2 c-b_{x_{k}}^{k}\right)-\left(\frac{1}{2} \sum_{k, j \in \alpha} a_{x_{k} x_{j}}^{k j}+\sum_{k \in \alpha} b_{x_{k}}^{k}\right) \geqq d_{0}>0 \quad \text { on } \hat{\omega} .
$$

Of course it may be necessary to choose $\hat{\omega}$ small enough for each fixed $\mu$ but such $\hat{\omega}$ will exist. Thus if we take $\delta$ so small and if we take the sum of (3.2) all over $\alpha,|\alpha|=\mu$, we have

$$
d_{0} \sum_{|\alpha|=\mu}\left(\partial^{\alpha} u_{\varepsilon}, \partial^{\alpha} u_{\varepsilon}\right)_{\hat{\omega}} \leqq C\left(\|f\|_{\mu, \Omega}^{2}+\left\|u_{\varepsilon}\right\|_{\mu-1, \Omega}^{2}\right)+\hat{\delta}\left\|u_{\varepsilon}\right\|_{\mu, \hat{\omega}}^{2}
$$

where $\hat{\delta}$ can be taken so that $d_{0}-\hat{\delta}>0$. Note that, though the constant $C$ depends
on $\delta$ and $C \rightarrow \infty$ as $\delta \rightarrow 0$, once we fix a small $\delta>0$, then $C$ is determined as a finite positive constant. Thus we have proved that

$$
\sum_{|\alpha|=\mu}\left\|\partial^{\alpha} u_{\varepsilon}\right\|_{0, \hat{\omega}}^{2} \leqq C\left(\|f\|_{\mu, \Omega}^{2}+\left\|u_{\varepsilon}\right\|_{\mu-1, \Omega}^{2}\right)
$$

and by induction we have

$$
\sum_{|\alpha|=\mu}\left\|\partial^{\alpha} u_{\varepsilon}\right\|_{0, \Omega}^{2} \leqq C\|f\|_{\mu, \Omega}^{2},
$$

for some constant $C$ not depending on $\varepsilon$. This proves the theorem.
Remark. In the proof of the theorem, the condition [A.4] was used to get the estimate

$$
\left\|u_{\varepsilon}\right\|_{\mu, \Omega \hat{\omega}}^{2} \leqq C\|f\|_{\mu, \Omega}^{2} .
$$

Thus, if we can prove this inequality by one or other methods without supposing [A.4], the proof of the theorem runs the same. Especially, this will be possible if $L$ can be written locally by the second order ordinary differential equations in each neighbourhoods of the points in $\Omega \backslash \omega$ by taking appropriate local coordinates.

Finally we show a simple example which is an extension of the example in $\S 1$.
Example. Let $\Omega \subset \boldsymbol{R}^{n}, 0 \in \Omega$ and

$$
L u \equiv a(x) \Delta u+c(x) u=f .
$$

Suppose that i) $a(x)>0$ if $x \neq 0, a(0)=0$, ii) $c(0)<0$. Then if iii) $a_{x_{k} x_{j}}(0)=0$ for all $k, j=1,2, \cdots, n$, the weak solution of $[\mathrm{P}]$ belongs to $C^{\infty}(\bar{\Omega})$. In fact $L$ can be written in the form

$$
L u \equiv\left(a(x) u_{x_{k}}\right)_{x_{k}}-a_{x_{k}}(x) u_{x_{k}}+c(x) u .
$$

Note that from i) and iii), we can write

$$
a(x)=\sum_{|\alpha|=4} a_{\alpha} x^{\alpha}+0\left(|x|^{5}\right) .
$$

Hence it is clear that $a_{x_{k}}(0)=0$ and hence the conditions of the theorem are fulfilled.

## §4. Examples and comments.

Before showing examples, we shall recall some results on the hypoellipticity of operators of second order. Suppose

$$
\begin{aligned}
L u & \equiv\left(a^{k \jmath} u_{x_{k}}\right)_{x_{\jmath}}+b^{k} u_{x_{k}}+c u \\
& =\partial_{\jmath} X_{j} u+X_{0} u+c u=f
\end{aligned}
$$

satisfies the conditions [A.1] and [A.2]. Where $X_{j}=a^{k j} \partial_{k}, j=1,2, \cdots, n, X_{0}=$ $b^{k} \partial_{k}$. Let

$$
\begin{aligned}
\mathcal{L}= & \mathcal{L}\left(X_{0}, X_{1}, \cdots, X_{n}\right) \\
= & \text { The Lie algebra with the Lie bracket }[A, B]=A B-B A \\
& \text { generated by } X_{0}, X_{1}, \cdots, X_{n} .
\end{aligned}
$$

Then it is known that:
Let $x^{0} \in \Omega$ be a point. If we can take $n$ elements
in $\mathcal{L}$ which are linearly independent at $x^{0}$,
then $L$ is hypoelliptic near $x^{0}$.
(see e.g. [8] Chap. II, §6). If $L$ satisfies [A.1], [A.2], [A.3], [A.5] and it is hypoelliptic at each points on $\bar{\Omega}$, we can assure that the weak solution belongs to $C^{\infty}(\bar{\Omega})$ without any further conditions on the coefficients of $L$. But we must distinguish the local regularity of solutions and the regularity of solutions of boundary value problems. In fact they have both similar aspects and different aspects. For example, on one hand, the condition (4.1) is related to the derivatives of the coefficients $a^{k j}, b^{k}$ up to any order, on the other hand, in the known regularity theorems of the boundary value problems, the order of regularity is measured by a constant which depends only on the derivatives of $a^{k j}$, resp. $b^{k}$, up to order 2, resp. 1. Neverthless, there seems to be a similar aspects. That is, it seems that, in the boundary value problems, the flow determined by the vector fields $X_{0}, X_{1}, \cdots, X_{n}$ have an essential role in the propagation of regularity of the solutions. As have already been pointed out in [8] in connection with the global hypoellipticity, it seems that the integral manifolds of $X_{0}, X_{1}, \cdots, X_{n}$ and the directions of $X_{0}$ (we have to distinguish positive and negative directions of $X_{0}$ ) have a certain role in the propagation of regularity (especially they will carry the regularity of the boundary data to the interior regularity of solutions).

We conjecture that the following type of results will be valid:
Assume the conditions [A.1], [A.2], [A.3] and [A.5]. Further assume that the following conditions are satisfied: For any $x^{0} \in \Omega$ we can find a curve $\mathcal{C}$ joining $x^{0}$ with some point $x^{1} \in \Sigma$ such that
i) $\mathcal{C}$ can be constructed by joining finitely many integral curves $l_{1}, \cdots, l_{s}$ of $X_{0}, X_{1}, \cdots, X_{n}$.
[C] ii) If $l_{0}$ is an integral curve of $X_{0}$, the direction of $X_{0}$ and the direction of the curve $\mathcal{C}\left(x^{1} \rightarrow x^{0}\right)$ must coincide.
iii) If there is a singular point $x^{0}$ of all the vector fields $X_{0}, X_{1}, \cdots, X_{n}$, then $x^{0}$ must be a limit point of the flow of $X_{0}$ of positive directions.

Then the weak solution $u \in L^{2}(\Omega)$ of $[\mathrm{P}]$ belongs to $C^{\infty}(\bar{\Omega})$.
Now we shall study some examples. For the simplicity we restrict our con-
siderations to the two dimensional case.
Let

$$
\begin{gathered}
\Omega=\left\{(x, y) \in \boldsymbol{R}^{2} ; x^{2}+y^{2}<4\right\}, \quad \Omega_{1}=\left\{(x, y) \in \boldsymbol{R}^{2} ; x^{2}+y^{2}<1\right\}, \\
\Omega_{2}=\Omega \backslash \bar{\Omega}_{1} .
\end{gathered}
$$

Take and fix a function $\varphi \in C^{\infty}(\bar{\Omega})$ such that $\varphi>0$ on $\Omega_{2}, \varphi \equiv 0$ on $\bar{\Omega}_{1}$. Let $N \subset \Omega$ be the non-elliptic set of $L$.

Example 4.1. Let

$$
L u \equiv\left(\left(\varphi+x^{2 k}\right) u_{x}\right)_{x}+u_{y y}+b^{1} u_{x}+b^{2} u_{y}+c u=f .
$$

Here $X_{1}=\left(\varphi+x^{2 k}\right) \partial_{x}, X_{2}=\partial_{y}, X_{0}=b^{1} \partial_{x}+b^{2} \partial_{y}$ and $N=\{(x, y) ; x=0,|y| \leqq 1\}$. Suppose that $b^{1}, b^{2}$ and $c$ satisfy [A.3]. If $b^{1} \neq 0$ on $N$, we have that $L$ is hypoelliptic on $\bar{\Omega}$. Thus we shall restrict to the case $b^{1}=0$ on $N$. Then the sufficient conditions for $u$ to belongs to $C^{\infty}(\bar{\Omega})$ in Theorem 3.1 is

$$
\left(x^{2 k}\right)_{x x}=2 k(2 k-1) x^{2 k-2}=0, \quad b_{x}^{1} \leqq 0 \quad \text { on } N .
$$

The first condition is valid if $k>1$. Note that the second condition means that

$$
b^{1}(x, y)=-\beta(y) x+0\left(x^{2}\right), \quad \beta(y) \geqq 0 \quad \text { on } N .
$$

Further, for simplicity, consider the case when

$$
b^{1}(x, y)=b^{1}(x)=-\beta x+0\left(x^{2}\right), \quad b^{2}(x, y) \equiv 0,
$$

where $\beta$ is a positive constant. Then in terms of the flows of the vector field $X_{0}$, it can be stated that:

Near $N$, all the flows determined by $X_{0}$ flow into $N$.
Note that if $x^{0} \in \Omega \backslash N, x^{0}$ can be joined with some point $x^{1} \in \Sigma$ by an integral curve of $X_{2}=\partial_{y}$. Further, if $x^{0} \in N$, it can be joined with some $x^{1} \in \Sigma$ by an integral curve of $X_{0}$ such that the direction $x^{1} \rightarrow x^{0}$ coincides with the direction of $X_{0}$ and $x^{0}$ is a limit point of the integral curve (c.f. our conjecture [C]).

In this case, $L$ is not hypoelliptic on $N$. But by our theorem, the weak solution belongs to $C^{\infty}(\bar{\Omega})$.

Example 4.2. Let

$$
L u \equiv\left(\left(\varphi+y^{2 k}\right) u_{x}\right)_{x}+u_{y y}+b^{1} u_{x}+b^{2} u_{y}+c u=f .
$$

Here $X_{1}=\left(\varphi+y^{2 k}\right) \partial_{x}, X_{2}=\partial_{y}, X_{0}=b^{1} \partial_{x}+b^{2} \partial_{y}$ and $N=\{(x, y) ; y=0,|x| \leqq 1\}$. Since
 the weak solution is in $C^{\infty}(\bar{\Omega})$. On the other hand, the condition of Theorem 3.1
is $b_{x}^{1} \leqq 0$ on $N$. Of course it is not necessary. Note that if our conjecture [C] is true, the unnecessity of the condition $b_{x}^{1} \leqq 0$ on $N$ will follow.

Example 4.3. Let

$$
L u \equiv\left(x^{2}+y^{2}\right)^{k} u_{x x}+u_{y y}+b^{1} u_{x}+b^{2} u_{y}+c u=f .
$$

We have $N=\{(0,0)\}$. If $b^{1}(0,0)=0$, we cannot use the sufficient condition (4.1) for hypoellipticity. On the other hand, the condition of Theorem 3.1 is $b_{x}^{1}(0,0)$ $\leqq 0$, that is, $b^{1}(x, y)=-\beta(y) x+0\left(x^{2}\right), \beta(y) \geqq 0$ on $N$. For simplicity, if we consider the case when $b^{1}(x, y)=-\beta x+0\left(x^{2},|y|\right), b^{2}(x, y) \equiv 0$, in terms of the flow determined by $X_{0}$, this can be stated that:

Near the origin, all the flows of $X_{0}$ must flow into the $y$-axis.
Note that if our conjecture [C] is true, since $X_{2}=\partial_{y}$, all the weak solution $u \in L^{2}(\Omega)$ will belong to $C^{\infty}(\bar{\Omega})$ provided that the condition [A.3] is satisfied (and no other conditions concerning $b^{1}$ and $b^{2}$ will necessary).

In the same way we can treat the equation

$$
L u \equiv\left(x^{2}+y^{2}\right)^{k}\left(u_{x x}+u_{y y}\right)+b^{1} u_{x}+b^{2} u_{y}+c u=f .
$$

In this case, if $b(0,0)=0$ or $b^{2}(0,0)=0$, the sufficient condition (4.1) cannot be used. The condition of Theorem 3.1 is $b_{x}^{1} \leqq 0, b_{y}^{2} \leqq 0, b_{y}^{1}=b_{x}^{2}=0$ at ( 0,0 ). Especially, this condition is satisfied if $b^{1}=-\alpha x+0\left(x^{2}+y^{2}\right), b^{2}=-\beta y+0\left(x^{2}+y^{2}\right)$ where $\alpha, \beta$ are positive constants. Thus the vector field $X_{0}$ can be apploximated by $-\alpha x \partial_{x}$ $-\beta y \partial_{y}$ and thus the above condition can be restated that:

Near the origin, all the flows of $X_{0}$ must flow into the origin.
Note that, in this case too, we can relate the above facts with the conjecture [C].
Example 4.4. Consider the equation

$$
L u \equiv \varphi \Delta u+b(x) u_{x}+c u=f .
$$

By Theorem 3.1, if $b_{x} \leqq 0$ on $\Omega_{1}$, all the weak solution is in $C^{\infty}(\bar{\Omega})$ provided that $c-b_{x} \leqq 0$ on $\Omega$. For example, this is valid if $b \equiv$ const. But it is not applicable if e. g. $b(x)=x^{2}+1$. It is quite likely that for this equation, all the weak solution is in $C^{\infty}(\bar{\Omega})$ provided that $c<0$ and $c-b_{x}<0$ on $\bar{\Omega}$.

Example 4.5. Consider the equation

$$
L u \equiv \varphi \Delta u+b^{1} u_{x}+b^{2} u_{y}+c u=f .
$$

First note that $L$ is not hypoelliptic on $\Omega_{1}$. The condition of Theorem 3.1 is

$$
\begin{equation*}
b_{x}^{1} \leqq 0, b_{y}^{2} \leqq 0, b_{y}^{1}=b_{x}^{2}=0 \quad \text { on } \Omega_{1} . \tag{4.2}
\end{equation*}
$$

Now, as the simplest case of the above equation, we shall consider the following four equations:

$$
\begin{aligned}
& L_{1} u \equiv \varphi \Delta u+x u_{x}+y u_{y}+c u=f, \\
& L_{2} u \equiv \varphi \Delta u-x u_{x}-y u_{y}+c u=f, \\
& L_{3} u \equiv \varphi \Delta u-x u_{x}+y u_{y}+c u=f, \\
& L_{4} u \equiv \varphi \Delta u \pm y u_{x} \pm x u_{y}+c u=f .
\end{aligned}
$$

i) $L_{1}$ does not satisfy the condition (4.2). In this case we can assure that there are no $c_{0}>0$ such that the following statement is true:
[W] If $c \leqq-c_{0}$, all the weak solution $u \in L^{2}(\Omega)$ of [P] belongs to $C^{\infty}(\bar{\Omega})$.
In fact, let us first consider $L_{1}$ on $\Omega_{2}$. Then $\partial \Omega=\Sigma$ belongs to $\Sigma_{3}$ and $\partial \Omega_{2} \backslash \Sigma$ $=\partial \Omega_{1}$ belongs to $\Sigma_{1}$ with respect to $\Omega_{2}$ (for the definitions and properties of $\Sigma_{1}$, $\Sigma_{2}, \Sigma_{3}$, see e.g. [8] Chap I, § 1). Thus the problem

$$
\begin{equation*}
L_{1} u=f \quad \text { on } \Omega_{2},\left.\quad u\right|_{\Sigma}=0 \tag{4.3}
\end{equation*}
$$

has a unique solution $u \in C^{\infty}\left(\bar{\Omega}_{2}\right)$. Since $\partial \Omega_{1}$ belongs to $\Sigma_{2}$ if we consider $L_{1}$ on $\Omega_{1}$, we have to solve the problem

$$
\begin{equation*}
L_{1} \tilde{u}=f \quad \text { on } \Omega_{1},\left.\quad \tilde{u}\right|_{\partial \Omega_{1}}=g, \tag{4.4}
\end{equation*}
$$

where $g$ is defined by the solution $u$ of (4.3) by $g=\left.u\right|_{\partial \Omega_{1}}$. Now from [10], it is known that in order that, for any $g \in C^{\infty}\left(\partial \Omega_{1}\right)$, (4.4) has a unique solution in $C^{m}(\bar{\Omega})$, it is necessary and sufficient that $c(0,0)+m<0$. (More precisely, we have $\tilde{u} \in C^{\infty}\left(\Omega_{1} \backslash 0\right)$ but in general $\tilde{u}$ is not $C^{\infty}$ at the origin). Thus for $L_{1}$, the condition [W] cannot be valid for any $c$. Note that the vector field $X_{0}=x \partial_{x}+y \partial_{y}$ determines the flows which flow out from the origin.
ii) $L_{2}$ satisfies the condition of Theorem 3.1. Thus the weak solution is in $C^{\infty}(\bar{\Omega})$ provided that $c<0$ on $\bar{\Omega}$. In this case, first consider $L_{2}$ in $\Omega_{2}$. Then $\Sigma=$ $\Sigma_{3}, \partial \Omega_{1}=\Sigma_{2}$. By [10],

$$
L_{2} u=f \quad \text { on } \Omega_{1}
$$

has a unique solution $u \in C^{\infty}\left(\bar{\Omega}_{1}\right)$ without any boundary conditions. Now define $\tilde{g} \in C^{\infty}\left(\partial \Omega_{1}\right)$ by $\tilde{g}=\left.u\right|_{\partial \Omega_{1}}$ and solve

$$
L_{2} u=f \quad \text { on } \Omega_{2},\left.\quad u\right|_{\Sigma}=0,\left.\quad u\right|_{\tilde{\partial} \Omega_{1}}=\tilde{g} .
$$

Thus we have a unique $C^{\infty}$-solution of

$$
L_{2} u=f \quad \text { on } \Omega,\left.\quad u\right|_{\Sigma}=0 .
$$

Note that near the origin all the flows of $X_{0}$ flow into the origin.
iii) The operator $L_{3}$ does not satisfy the condition of Theorem 3.1, i. e. $b_{2}^{1}=$
$-1<0$, but $b_{y}^{2}=1>0$. In this case, the degeneracy on the $y$-axis seems to be essential and the set on which the solution is not $C^{\infty}$ is expected to coincide with $\{(x, y) ; x=0,|y| \leqq 1\}$.
iv) The operator $L_{4}$ also does not satisfy the condition of Theorem 3.1 since $b_{x}^{1}=0, b_{y}^{2}=0, b_{y}^{1}= \pm 1, b_{x}^{2}= \pm 1$. By [10], it seems that since $X_{0}$ has periodic orbits, some sorts of regularity of solutions will occur. But general pictures are not clarified yet.
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