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Abstract. We study the asymptotic behavior of metric measure spaces
satisfying the rough curvature dimension condition. We prove stabilities of the
rough curvature dimension condition with respect to the observable distance

function and the L2-transportation distance function.

1. Introduction.

The curvature dimension condition CD(K,N) for mm-spaces (metric measure

spaces) has been introduced by Sturm [13], [14] and Lott–Villani [10]. This is a gen-

eralized notion of Ricci curvature bound from below by K ∈ R and dimension bound

from above by N ∈ [1,∞]. Since an mm-space satisfying CD(K,N) is a geodesic space,

the notion does not cover the case of discrete spaces. To extend the notion of cur-

vature bounds to discrete spaces, Bonciocat–Sturm [4] introduced the rough curvature

dimension condition h-CD(K,∞) with roughness parameter h ≥ 0 and constructed the

discretization with h-CD(K,∞) condition of mm-space satisfying CD(K,∞). After that,

Bonciocat [2], [3] introduced the rough curvature dimension condition h-CD(K,N) with

N ∈ [1,∞) and proved some rough geometric properties. They also give nice graphs

satisfying h-CD(K,N), which can be embedded isometrically into N -dimensional Rie-

mannian manifolds. Their approach is based on the definition of the curvature dimension

condition and removing the connectivity assumptions on geodesics required in the con-

tinuous case.

Sturm [13] introduced the L2-transportation distance function D (or D distance

function) on the set Xv of isomorphism classes of mm-spaces with finite second moment.

This comes from the ideas of the Gromov–Hausdorff distance between two compact metric

spaces and the Wasserstein distance between two Borel probability measures. He proved

the stability of CD(K,N) condition with respect to the L2-transportation distance func-

tion. After that, Bonciocat–Sturm proved the stability of h-CD(K,N) condition with

respect to the L2-transportation distance function in “from discrete to continuous” case,

i.e., if a sequence of mm-spaces satisfies hn-CD(K,N) with hn → 0 as n→ ∞, then the

D-limit mm-space satisfies CD(K,N).

Gromov [9, Chapter 3. 1/2+] introduced the observable distance function dconc on

the set X of isomorphism classes of mm-spaces. This comes from the idea of measure
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concentration phenomenon which is stated as that any 1-Lipschitz function on an mm-

space is close to a constant function on a Borel set with almost full measure. The

observable distance function is defined by the difference between the sets of 1-Lipschitz

functions on two mm-spaces. The topology generated by the observable distance function

is weaker than the topology generated by the L2-transportation distance and allows

a convergence sequence of Riemannian manifolds to have unbounded dimensions. For

example, the sequence {Sn}∞n=1 of n-dimensional unit spheres dconc-converges to the one-

point mm-space but this D-diverges. Funano–Shioya [7] proved the stability of CD(K,∞)

condition with respect to dconc-convergence in the case when the limit mm-space is proper.

The aim of this paper is to obtain stabilities of the rough curvature dimension

condition with respect to the observable distance function and the L2-transportation

distance function in the general case. In particular, our results contain “from discrete to

discrete” case. The following are our main results.

Theorem 1.1. Let Y , Xn, n = 1, 2, . . . be mm-spaces and let h, hn, K, Kn, be real

numbers with h, hn ≥ 0. Assume that Xn satisfies hn-CD(Kn,∞), Xn dconc-converges

to Y , and (hn,Kn) converges to (h,K) as n→ ∞. Then we have the following.

(1) If K ≥ 0, then Y satisfies h-CD(K,∞).

(2) If K < 0, then Y satisfies 2h-CD(K,∞).

Theorem 1.2. Let Y,Xn, n = 1, 2, . . . be mm-spaces and let h, hn, K, Kn, N ,

Nn, L, Ln be real numbers with h, hn ≥ 0, L,Ln > 0 and N,Nn ≥ 1. Assume that

Xn satisfies hn-CD(Kn, Nn) and diamXn = Ln, Y is compact, Xn D-converges to Y

as n → ∞ and (hn,Kn, Nn, Ln) converges to (h,K,N,L) satisfying KL2 < (N − 1)π2

as n → ∞. Then Y satisfies the rough curvature dimension condition h-CD(K,N) and

diamY ≤ L.

Note that in Theorem 1.1, we remove the properness assumption of limit mm-space in

Funano–Shioya’s result. We also find new example of graphs satisfying h-CD(0, 1). This

graph cannot be isometrically embedded into any 1-dimensional Riemannian manifold.

Theorem 1.3. Denote by (Kn, dKn) the complete graph of n-vertices equipped

with the graph distance. For any Borel probability measure µ on Kn, the mm-space

(Kn, dKn , µ) satisfies h-CD(0, 1) for h ≥ 1/2.

2. Observable distance and L2-transportation distance.

2.1. Observable distance function.

Definition 2.1 (mm-Space). A triple X = (X, dX , µX) is called an mm-space

(metric measure space) if (X, dX) is a complete separable metric space and if µX is a

Borel probability measure on X. We sometimes say that X is an mm-space, in which

case the metric and the measure of X are respectively indicated by dX and µX .

Definition 2.2 (mm-Isomorphism). Two mm-spaces X and Y are said to be mm-

isomorphic to each other if there exists an isometry f : suppµX → suppµY such that
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f∗µX = µY , where f∗µX is the push-forward measure of µX by f . Such an f is called

an mm-isomorphism. Denote by X the set of mm-isomorphism classes of mm-spaces.

We assume that an mm-space X satisfies X = suppµX unless otherwise stated.

Let I := [0, 1] and let X be an mm-space. A Borel measurable map φ : I → X is

called a parameter of X if φ satisfies φ∗L = µX , where L denotes the one-dimensional

Lebesgue measure on I. Any mm-space has a parameter (see [12, Proposition 4.1]). For

two Borel measurable functions f, g : X → R, we define the Ky Fan distance between f

and g by

dKF(f, g) := inf{ε > 0 |µX({x ∈ X | | f(x)− g(x) | > ε}) ≤ ε}.

The distance function dKF is called the Ky Fan metric on the set of Borel measurable

functions on X. Note that the Ky Fan metric is a metrization of convergence in measure

of Borel measurable functions.

Denote by Lip1(X) the set of 1-Lipschitz continuous functions on an mm-space X.

For any parameter φ of X, we set φ∗Lip1(X) := {f ◦ φ | f ∈ Lip1(X)}.

Definition 2.3 (Observable distance function). We define the observable distance

dconc(X,X
′) between two mm-spaces X and X ′ by

dconc(X,X
′) := inf

φ,ψ
dH(φ

∗Lip1(X), ψ∗Lip1(X ′)),

where φ : I → X and ψ : I → X ′ run over all parameters of X and X ′, respectively,

and where dH is the Hausdorff distance with respect to dKF. We say that a sequence of

mm-spaces Xn, n = 1, 2, . . . , concentrates to an mm-space X if Xn dconc-converges to X

as n→ ∞.

Note that (X , dconc) is a separable metric space (see [12, Theorem 5.13]).

Proposition 2.4 ([7, Proposition 3.5, 3.11, Lemma 5.4], [12, Lemma 5.27, Corol-

lary 5.35, Proposition 9.31]). Let Xn and Y be mm-spaces, n = 1, 2, . . . . If Xn concen-

trates to Y as n→ ∞, then there exist Borel measurable maps pn : Xn → Y , positive real

numbers εn with εn → 0 as n→ ∞ and Borel subsets X̃n ⊂ Xn with µXn(X̃n) ≥ 1− εn
such that

(1) dH(Lip1(Xn), p
∗
nLip1(Y )) ≤ εn,

(2) (pn)∗µXn converges weakly to µY as n→ ∞,

(3) dY (pn(xn), pn(x
′
n)) ≤ dXn(xn, x

′
n) + εn for any xn, x

′
n ∈ X̃n,

(4) lim sup
n→∞

sup
xn∈Xn\X̃n

dY (pn(xn), y0) < +∞ for any y0 ∈ Y .

We call X̃n the non-exceptional domain of pn for an additive error εn.

Remark 2.5. (1) By the inner regularity of µXn , we may assume X̃n is a com-

pact set.
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(2) The conditions (1) and (2) of Proposition 2.4 imply the dconc-convergence (see [7,

Proposition 3.5], [12, Corollary 5.36]).

Let X be a complete separable metric space. Denote by P(X) the set of Borel

probability measures on X. For two Borel probability measures ν0, ν1 ∈ P(X), we define

the Prokhorov distance dP(ν0, ν1) between ν0 and ν1 by

dP(ν0, ν1) := inf{ε > 0 | ν0(A) ≤ ν1(Bε(A)) + ε for any Borel setA ⊂ X},

where Bε(A) is an open ε-neighborhood of A. The distance function dP is called the

Prokhorov metric on P(X). Note that the Prokhorov metric is a metrization of the weak

topology on P(X).

Proposition 2.6. Let Xn and Y be mm-spaces, n = 1, 2, . . . . Assume that Xn

concentrates to Y as n→ ∞. Then we have

diamY ≤ lim inf
n→∞

diamXn.

Proof. By Proposition 2.4, there exist Borel measurable maps pn : Xn → Y ,

εn, ε
′
n > 0 with εn, ε

′
n → 0 and Borel subsets X̃n ⊂ Xn with µXn(X̃n) ≥ 1− εn such that

dP((pn)∗µXn , µY ) ≤ ε′n and dY (pn(xn), pn(x
′
n)) ≤ dXn(xn, x

′
n)+ εn for any xn, x

′
n ∈ X̃n.

Then we have µY

(
Bε′n

(
pn(X̃n)

))
≥ 1− (εn + ε′n). Let {(ym, y′m)}∞m=1 ⊂ Y 2 satisfy

lim
m→∞

dY (ym, y
′
m) = diamY.

For fixed m ∈ N, we take sufficiently small η > 0 satisfying min{µY (Bη(ym)),

µY (Bη(y
′
m))} > εn + ε′n and then we have Bη(ym) ∩ Bε′n

(
pn(X̃n)

)
̸= ∅ and Bη(y

′
m) ∩

Bε′n

(
pn(X̃n)

)
̸= ∅. There exist x̃nm, x̃′nm ∈ X̃n such that dY (ym, pn(x̃nm)) < η+ε′n and

dY (y
′
m, pn(x̃

′
nm)) < η + ε′n. Then we obtain

dY (ym, y
′
m) ≤ dY (ym, pn(x̃nm)) + dY (pn(x̃nm), pn(x̃

′
nm)) + dY (pn(x̃

′
nm), y′m)

< dXn(x̃nm, x̃
′
nm) + εn + 2(η + ε′n)

≤ diamXn + εn + 2(η + ε′n).

Taking limits of this inequality as n → ∞, η → 0, and then m → ∞, we obtain the

proposition. □

2.2. L2-transportation distance function.

Define Xv by the subset of isomorphism classes of mm-spaces X with∫
X

dX(x, x0)
2 dµX(x) <∞

for some (hence all) x0 ∈ X.
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Definition 2.7 (Coupling). Let (X1, dX1 , µX1) and (X2, dX2 , µX2) be two mm-

spaces and pri : X1 ×X2 → Xi be the natural projection (i = 1, 2). A Borel probability

measure π on X1×X2 is called a coupling of µX1
and µX2

if π satisfies (pri)∗π = µXi
(i =

1, 2). Denote by Π(µX1 , µX2) the set of couplings of µX1 and µX2 .

Definition 2.8 (L2-transportation distance function). For X,Y ∈ Xv, we define

the L2-transportation distance between X and Y by

D(X,Y ) := inf
d̂, π

(∫
X×Y

d̂(x, y)2 dπ(x, y)

)1/2

,

where d̂ and π run over all couplings of dX and dY , µX and µY respectively. A coupling

d̂ of dX and dY is a pseudo-metric on the disjoint union X ⊔ Y satisfying d̂|X×X = dX
and d̂|Y×Y = dY .

Remark 2.9. (1) Note that (Xv,D) is a complete separable length metric space

(see [13, Theorem 3.6]).

(2) By [13, Lemma 3.7] and [12, Proposition 5.5], we have (2−1dconc(X,Y ))3/2 ≤
D(X,Y ) for any X,Y ∈ Xv. In particular, the D-convergence implies the dconc-

convergence.

3. The rough curvature dimension condition.

3.1. Rough Wasserstein distance function and rough curvature dimen-

sion condition.

Definition 3.1 (Relative entropy). Let X be a complete separable metric space.

For two Borel probability measures µ and ν on X, the relative entropy Ent(ν|µ) of ν

with respect to µ is defined as follows. If ν = ρ · µ, then

Ent(ν|µ) :=
∫
X

ρ log ρ dµ,

otherwise Ent(ν|µ) := ∞.

Lemma 3.2 ([12, Lemma 9.15]). Let p : X → Y be a Borel measurable map between

two complete separable metric spaces, and let µ and ν be two Borel probability measures

on X such that ν is absolutely continuous with respect to µ. Then, p∗ν is absolutely

continuous with respect to p∗µ and we have

Ent(p∗ν|p∗µ) ≤ Ent(ν|µ).

Lemma 3.3 ([6, Lemma 1.4.3 (b)]). Let X be a complete separable metric space.

The relative entropy Ent(·|·) : P(X) × P(X) → [0,∞] is lower semicontinuous with

respect to the weak convergence.

Lemma 3.4 ([8, Proposition 4.1]). Let X be a complete separable metric space and

{µn}∞n=1, {νn}∞n=1 ⊂ P(X) be two sequences of Borel probability measures. Assume that

{µn}∞n=1 is tight and



546(214)

546 D. Kazukawa, R. Ozawa and N. Suzuki

sup
n∈N

Ent(νn|µn) <∞.

Then, {νn}∞n=1 is also tight.

Definition 3.5 (Rényi entropy). Let X be an mm-space, N a real number with

N ≥ 1, and ν a Borel probability measure on X. The Rényi entropy SN (ν|µX) of ν with

respect to µX is defined as follows.

SN (ν|µX) := −
∫
X

ρ−1/N dν,

where ρ is the density of the absolutely continuous part νc with respect to µX in the

Lebesgue decomposition ν = νc + νs = ρ · µX + νs.

Lemma 3.6 ([14, Lemma 1.1]). Let X be an mm-space and N > 1. The Rényi

entropy functional SN (·|µX) is lower semicontinuous with respect to the weak convergence

and satisfies −1 ≤ SN (·|µX) ≤ 0.

Definition 3.7 (Rough Wasserstein distance function). Let (X, dX) be a metric

space and h a nonnegative real number. For two Borel probability measures ν0 and ν1
on X, we define the h-rough Wasserstein distance between ν0 and ν1 by

W±h
2 (ν0, ν1) := inf

π∈Π(ν0,ν1)

(∫
X×X

(dX(x0, x1)∓ h)2+ dπ(x0, x1)

)1/2

, (3.1)

where (·)+ denotes the positive part. We write W2(ν0, ν1) := W 0
2 (ν0, ν1) and call it the

Wasserstein distance between ν0 and ν1.

Denote by P2(X) the set of Borel probability measures µ on X such that∫
X

dX(x, x0)
2 dµ(x) <∞

for some point x0 ∈ X. If (X, dX) is a complete separable metric space, then so is

(P2(X),W2) (see [15, Lemma 6.14]). For an mm-space X, we denote by Pac2 (X) the

subset of P2(X) satisfying the absolute continuity with respect to µX , and by P∗
2 (X) the

subset of measures ν ∈ P2(X) of Ent(ν|µX) <∞.

Lemma 3.8 ([4, Remark 3.4], [15, Lemma 4.4, Theorem 6.9, Remark 6.12]). For

a complete separable metric space X, we have the following (1)–(4).

(1) For ν0, ν1 ∈ P(X), the set Π(ν0, ν1) is compact with respect to the weak topology.

(2) There exists a minimizer for the infimum in (3.1). We will call it ±h-optimal

coupling of ν0 and ν1. Denote by ±h-Opt(ν0, ν1) the set of ±h-optimal couplings

of ν0 and ν1. If h = 0, we omit 0.

(3) The topology generated by the Wasserstein distance is stronger than the weak topol-

ogy. If a metric space X is bounded, then the topology generated by the Wasserstein

distance and the weak topology coincide to each other.
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(4) The Wasserstein distance function is lower semicontinuous with respect to the weak

topology, i.e., if {νn0 }∞n=1 and {νn1 }∞n=1 converge weakly to ν0 and ν1, respectively,

we have

W2(ν0, ν1) ≤ lim inf
n→∞

W2(ν
n
0 , ν

n
1 ).

Lemma 3.9 ([2, Lemma 1.2.5, 1.2.6], [4, Lemma 3.5, 3.6]). For any h, k ≥ 0,

0 ≤ h1 ≤ h2 and any ν1, ν2, ν3 ∈ P2(X), we have the following (1)–(6).

(1) W+h
2 (ν1, ν2) ≤W2(ν1, ν2) ≤W+h

2 (ν1, ν2) + h.

(2) W2(ν1, ν2) ≤W−h
2 (ν1, ν2) ≤W2(ν1, ν2) + h.

(3) W−h1
2 (ν1, ν2) ≤W−h2

2 (ν1, ν2).

(4) W+h2
2 (ν1, ν2) ≤W+h1

2 (ν1, ν2).

(5) W±h±k
2 (ν1, ν3) ≤W±h

2 (ν1, ν2) +W±k
2 (ν2, ν3).

(6) W±h∓k
2 (ν1, ν2) ≤W±h

2 (ν1, ν2) + k.

Proof. Statements (1)–(4) are proved in [2, Lemma 1.2.5, 1.2.6] and

[4, Lemma 3.5, 3.6]. In this paper, we only prove (5) and (6).

We prove (5). By Lemma 3.8 (2), there exist π±h ∈ ±h-Opt(ν1, ν2) and π±k ∈
±k-Opt(ν2, ν3). Define a projection pri,j : X3 → X2, i, j = 1, 2, 3 with i < j by

pri,j(x1, x2, x3) := (xi, xj). By the gluing lemma (see [15, Section 1]), there exists a

Borel probability measure π on X3 satisfying (pr1,2)∗π = π±h, (pr2,3)∗π = π±k, and

π±h±k := (pr1,3)∗π ∈ (±h± k)-Opt(ν1, ν3). By Minkowski’s inequality, we obtain

W±h±k
2 (ν1, ν3)

≤
(∫

X×X×X
{(dX(x1, x2)∓ h)+ + (dX(x2, x3)∓ k)+}2 dπ(x1, x2, x3)

)1/2

≤W±h
2 (ν1, ν2) +W±k

2 (ν2, ν3).

We prove (6). By Lemma 3.8 (2), there exists π±h ∈ ±h- Opt(ν1, ν2). By

Minkowski’s inequality, we obtain

W±h∓k
2 (ν1, ν2) ≤

(∫
X×X

{(dX(x1, x2)∓ h)+ + k}2 dπ±h(x1, x2)
)1/2

≤W±h
2 (ν1, ν2) + k.

This completes the proof of lemma. □

Definition 3.10 (Rough curvature dimension condition: the case N = ∞). Let

X be an mm-space, h a nonnegative real number, and K a real number. We say that an

mm-space X satisfies the h-rough curvature dimension condition h-CD(K,∞) if for any

ν0, ν1 ∈ P∗
2 (X), there exists a family of measures (νt)t∈(0,1) ⊂ P2(X) such that for any

t ∈ [0, 1], we have
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W2(νt, νi) ≤ t1−i(1− t)iW2(ν0, ν1) + h, i = 0, 1, (3.2)

Ent(νt|µX) ≤ (1− t) Ent(ν0|µX) + tEnt(ν1|µX)− 1

2
Kt(1− t)W θKh

2 (ν0, ν1)
2, (3.3)

where θK = −1 for K < 0 and θK = 1 for K ≥ 0. A map [0, 1] ∋ t 7→ νt ∈ P2(X)

satisfying (3.2) is called an h-rough geodesic on (P2(X),W2).

Lemma 3.11. Let (X, dX) be a metric space and h ≥ 0. If a map γ : [0, 1] → X

satisfies

(1− t)dX(γ0, γt)
2 + tdY (γt, γ1)

2 ≤ t(1− t)dX(γ0, γ1)
2 + h2,

then (γt)t∈[0,1] is an h-rough geodesic on (X, dX).

Proof. By the triangle inequality,

h2 ≥ (1− t)dX(γ0, γt)
2 + tdX(γt, γ1)

2 − t(1− t)dX(γ0, γ1)
2

≥ (1− t){dX(γ0, γ1)− dX(γt, γ1)}2 + tdX(γt, γ1)
2 − t(1− t)dX(γ0, γ1)

2

= {dX(γt, γ1)− (1− t)dX(γ0, γ1)}2.

Similarly, we have dX(γt, γ0) ≤ tdX(γ0, γ1) + h. □

For two positive real numbers K,N with N ≥ 1 and (t, θ) ∈ [0, 1]× R≥0, we define

the function τ
(t)
K,N (θ) by

τ
(t)
K,N (θ) :=



∞ if Kθ2 ≥ (N − 1)π2,

t1/N

(
sin
(
tθ
√
K/(N − 1)

)
sin
(
θ
√
K/(N − 1)

) )1−1/N

if 0 < Kθ2 < (N − 1)π2,

t if Kθ2 = 0 or

if Kθ2 < 0 and N = 1,

t1/N

(
sinh

(
tθ
√
−K/(N − 1)

)
sinh

(
θ
√
−K/(N − 1)

) )1−1/N

if Kθ2 < 0 and N > 1.

Definition 3.12 (Rough curvature dimension condition: the case N <∞). Let X

be an mm-space, h a nonnegative real number, and K, N real numbers with N ≥ 1. We

say that an mm-spaceX satisfies the h-rough curvature dimension condition h-CD(K,N)

if for any two measures ν0 = ρ0 · µX , ν1 = ρ1 · µX ∈ Pac2 (X), there exists a θKh-optimal

coupling π of ν0 and ν1 and a family of measures (νt)t∈(0,1) ⊂ P2(X) such that for any

t ∈ [0, 1] and any N ′ ≥ N , we have

W2(νt, νi) ≤ t1−i(1− t)iW2(ν0, ν1) + h, i = 0, 1, (3.4)

SN ′(νt|µX) ≤ −
∫
X×X

{
τ
(1−t)
K,N ′ ((dX(x0, x1)− θKh)+)ρ

−1/N ′

0 (x0)

+ τ
(t)
K,N ′((dX(x0, x1)− θKh)+)ρ

−1/N ′

1 (x1)
}
dπ(x0, x1), (3.5)
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where θK = −1 for K < 0 and θK = 1 for K ≥ 0.

We write CD(K,N) instead of 0-CD(K,N) and call it the curvature dimension

condition.

Remark 3.13. (1) On the definition of rough curvature dimension condition,

the reference measure µX is not necessary probability measure. In Example 3.16,

we consider mm-spaces satisfying the rough curvature dimension condition with

infinite measures.

(2) By the continuity of the Rényi entropy S·(ν|µX) : [1,∞) → R and Fatou’s lemma,

it suffices to check the case N ′ > N in Definition 3.12.

For ν0, ν1 ∈ Pac2 (X) and a coupling π of ν0 and ν1, we define

T
(1−t),0
h,K,N ′ (π|µX) := −

∫
X×X

τ
(1−t)
K,N ′ ((dX(x0, x1)− θKh)+)ρ

−1/N ′

0 (x0) dπ(x0, x1),

T
(t),1
h,K,N ′(π|µX) := −

∫
X×X

τ
(t)
K,N ′((dX(x0, x1)− θKh)+)ρ

−1/N ′

1 (x1) dπ(x0, x1),

T
(t)
h,K,N ′(π|µX) := T

(1−t),0
h,K,N ′ (π|µX) + T

(t),1
h,K,N ′(π|µX).

Theorem 3.14 ([11, Theorem 1.1], [13, Theorem 4.9], [14, Theorem 1.7], [10,

Theorem 7.3]). Let M be a complete Riemannian manifold and K a real number, and

N ∈ [1,∞]. Then M satisfies CD(K,N) if and only if RicM ≥ K and dimM ≤ N ,

where RicM denotes the Ricci curvature of M .

Lemma 3.15 ([2, Proposition 2.2.7], [3, Proposition 3.7]). Let h,K,N be real num-

bers with h ≥ 0 and N ≥ 1. If an mm-space X satisfies the rough curvature dimension

condition h-CD(K,N), then X satisfies h-CD(K,∞).

Example 3.16 ([4, Example 3.2, 4.2, 4.4], [2, Subsection 2.5], [3, Section 6]).

(1) The space Zn ⊂ Rn equipped with the l1-norm ∥ · ∥1 and the counting measure µZn

satisfies h-CD(0, n) for h ≥ 2n.

(2) The n-dimensional gridGn having Zn as the set of vertices, equipped with the graph

distance (l1-norm) and the 1-dimensional Lebesgue measure on edges, satisfies h-

CD(0, n) for h ≥ 2(n+ 1).

(3) Let G(l, n, r) be a homogeneous planar graph and µG be the uniform measure on the

set of edges. We assume that vertices have constant degree l ≥ 3, faces are bounded

by polygons with n ≥ 3 edges, and edges have the same length r > 0. Denote

V(l, n, r) the set of vertices of G(l, n, r) equipped with the counting measure µV.

G(l, n, r) and V(l, n, r) are embedded into the 2-dimensional Riemannian manifold

(M2
K , dM2

K
) with constant sectional curvature K = K(l, n, r), where K is defined

by
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K = K(l, n, r) :=



− 1

r2

[
arccosh

(
2 cos2(π/n)

sin2(π/l)
− 1

)]2
if

1

l
+

1

n
<

1

2
,

0 if
1

l
+

1

n
=

1

2
,

1

r2

[
arccos

(
2 cos2(π/n)

sin2(π/l)
− 1

)]2
if

1

l
+

1

n
>

1

2
.

Then two mm-spaces (G(l, n, r), dM2
K
, µG) and (V(l, n, r), dM2

K
, µV) satisfy h-

CD(K, 2) for h ≥ r · C(l, n), where

C(l, n) := 4arcsinh

(
1

sin(π/n)

√
cos2(π/n)

sin2(π/l)
− 1

)(
arccosh

(
2 cos2(π/n)

sin2(π/l)
− 1

))−1

.

Proof of Theorem 1.3. Put µ =
∑n
i=1miδi, where δi is the Dirac measure at

i ∈ Kn. Take ν0 =
∑n
i=1 aiδi, ν1 =

∑n
j=1 bjδj ∈ P(Kn). For any 0 ≤ h < 1, we first

prove

W+h
2 (ν0, ν1)

2 = (1−h)2
∑
i∈A

(ai−bi) = (1−h)2
∑
i∈Ac

(bi−ai) =
(1− h)2

2

n∑
i=1

|ai−bi|, (3.6)

where A := {i ∈ Kn | ai ≥ bi}. We may assume A = {1, 2, . . . , k} with k < n. Note that∑n
i=1 ai =

∑n
i=1 bi = 1 and

∑n
i=1 |ai − bi| =

∑
i∈A(ai − bi) +

∑
i∈Ac(−ai + bi) imply the

second and the third equality. We check the first equality. By the Kantorovich duality

(see [15, Theorem 5.10]),

W+h
2 (ν0, ν1)

2

= sup

{
n∑
i=1

aiφ(i) +

n∑
i=1

biψ(i)

∣∣∣∣∣φ ∈ L1(ν0), ψ ∈ L1(ν1), φ(i) + ψ(j) ≤ (dKn(i, j)− h)2+

}
.

Choose functions φ and ψ by

ψ(i) :=

{
(1− h)2 if i ∈ A,

0 if i ∈ Ac,
ψ(j) :=

{
−(1− h)2 if j ∈ A,

0 if j ∈ Ac.

Then we have

(1− h)2
∑
i∈A

(ai − bi) ≤W+h
2 (ν0, ν1)

2.

On the other hand, we construct a coupling π =
∑n
i,j=1 wijδ(i,j) of ν0 and ν1 as follows.
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wij :=



bi if i = j, 1 ≤ i ≤ k,

ai if i = j, k + 1 ≤ i ≤ n,{
k∑
l=1

(al − bl)

}−1

(ai − bi)(bj − aj) if i ̸= j, 1 ≤ i ≤ k, k + 1 ≤ j ≤ n,

0 otherwise.

Then

W+h
2 (ν0, ν1)

2 ≤
∑
i ̸=j

(1− h)2wij

= (1− h)2

{
n∑
i=1

ai −
n∑
i=1

min{ai, bi}

}
= (1− h)2

∑
i∈A

(ai − bi).

Thus we obtain (3.6).

Put

νt := (1− t)ν0 + tν1 =
n∑
i=1

{(1− t)ai + tbi}δi.

By (3.6),

(1− t)W2(ν0, νt)
2 + tW2(νt, ν1)

2 − t(1− t)W2(ν0, ν1)
2

=
1− t

2

n∑
i=1

|ai − (1− t)ai − tbi|+
t

2

n∑
i=1

|(1− t)ai + tbi − bi| −
t(1− t)

2

n∑
i=1

|ai − bi|

=
t(1− t)

2

n∑
i=1

|ai − bi|

≤ 1

4
.

By Lemma 3.11, (νt)t∈[0,1] is an h-rough geodesic for h ≥ 1/2. By Jensen’s inequality

and the convexity of f(s) = −s1−1/N with N > 1,

SN (νt|µ) = −
∑

i∈suppµ

{
(1− t)ai + tbi

mi

}1−1/N

mi

≤ −(1− t)
∑

i∈suppµ

(
ai
mi

)1−1/N

mi − t
∑

i∈suppµ

(
bi
mi

)1−1/N

mi

= (1− t)SN (ν0|µ) + tSN (ν1|µ).

Therefore (Kn, dKn , µ) satisfies h-CD(0, 1) for h ≥ 1/2. □

Remark 3.17. We do not know that the lower curvature bound of (Kn, dKn , µ)
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is sharp. For sufficiently small ε > 0, we put νε0 := (2−1 + ε)δ1 + (2−1 − ε)δ2 and

νε1 := (2−1 − ε)δ1 + (2−1 + ε)δ2. ν
ε
t := (1− t)ν0 + tν1 is an h-rough geodesic for h ≥ 1/2.

We assume (νεt )t∈[0,1] satisfy (3.3) for K > 0. Taking the limit as ε → 0, this leads the

contradiction. Unfortunately, we do not know whether for any other h-rough geodesic

(3.3) is satisfied or not.

The following is an example and a corollary of Theorem 1.2 and 1.3.

Example 3.18. Let i ∈ N ∪ {∞} and k, n ∈ N with k < n. Define a probability

measure on Kn by

µin,k :=
k∑
l=1

i

k(i− 1) + n
δl +

n∑
l=k+1

1

k(i− 1) + n
δl.

For each i, k, n, the mm-space Ki
n,k := (Kn, dKn , µ

i
n,k) satisfies h-CD(0, 1) for h ≥ 1/2.

The sequence {Ki
n,k}∞i=1 D-converges to K∞

n,k, which is isomorphic to Kk. Indeed, by

(3.6),

D(Ki
n,k,K

∞
n,k) ≤W2(µ

i
n,k, µ

∞
n,k)

=

√√√√ k∑
l=1

∣∣∣∣ i

k(i− 1) + n
− 1

k

∣∣∣∣+ n∑
l=k+1

1

k(i− 1) + n

→ 0,

as i→ ∞.

4. Proof of Theorem 1.1.

For an mm-space X, we denote by Pcb(X) the set of Borel probability measures ν

on X with compact support that are absolutely continuous with respect to µX and their

density functions are essentially bounded on X. Note that Pcb(X) is a dense subset in

(P2(X),W2).

Lemma 4.1 ([12, Lemma 9.20]). Let X be an mm-space and ν ∈ P∗
2 (X). Then,

for any ε > 0, there exists ν̃ ∈ Pcb(X) such that

W2(ν̃, ν) < ε and |Ent(ν̃|µX)− Ent(ν|µX)| < ε.

Lemma 4.2. Let X be an mm-space, h a nonnegative real number, and K a real

number. If we assume that any ν0, ν1 ∈ Pcb(X) satisfy the conditions in the definition

of h-CD(K,∞), then X satisfies h-CD(K,∞).

Proof. Lemma 3.9 (5) and Lemma 4.1 together imply the lemma. □

For a Borel subset B of an mm-space X with positive measure, we define a Borel

probability measure µB by
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µB :=
µX |B
µX(B)

.

Lemma 4.3 ([7, Lemma 3.13], [12, Lemma 9.33]). Let Xn and Y be mm-spaces,

n = 1, 2, . . . . Assume that a sequence of Borel measurable maps pn : Xn → Y and a

sequence {εn}∞n=1 of positive real numbers with εn → 0 satisfy (1)–(3) of Proposition 2.4.

For a real number δ > 0, we give two Borel subsets B0, B1 ⊂ Y such that

diamBi ≤ δ, µY (Bi) > 0, and µY (∂Bi) = 0

for i = 0, 1, and set

B̃i := p−1
n (Bi) ∩ X̃n ⊂ Xn,

where X̃n is a non-exceptional domain of pn. Then, there exist Borel probability measures

µ̃n0 , µ̃
n
1 on Xn and couplings π̃n between µ̃n0 and µ̃n1 , n = 1, 2, . . . , such that, for every

sufficiently large natural number n,

(1) µ̃ni ≤ (1 +O(δ1/2))µB̃i
(i = 0, 1), where O(·) is a Landau symbol,

(2) dXn(x0, x1) ≥ dY (B0, B1)− εn for any xi ∈ B̃i, i = 0, 1,

(3) supp π̃n ⊂ {(xn, x′n) ∈ X2
n | dXn(xn, x

′
n) ≤ dY (B0, B1) + δ1/2},

(4) −εn ≤ W±h
2 (µ̃n0 , µ̃

n
1 )− (dY (B0, B1)∓ h)+ ≤ δ1/2 for any nonnegative real number

h.

Proof. Existence of µ̃n0 , µ̃
n
1 and statements (1)–(3) are proved in [12,

Lemma 9.33]. We only prove that (1)–(3) imply (4). By (2), we have

(dY (B0, B1)∓ h)+ ≤ (dXn(x0, x1)∓ h)+ + εn

for any xi ∈ B̃i, i = 0, 1. Let π ∈ h- Opt(µ̃n0 , µ̃
n
1 ). By (1), we have suppπ ⊂ B̃0 × B̃1.

Then, Minkowski’s inequality and the above inequality imply

(dY (B0, B1)∓ h)+ ≤
(∫

Xn×Xn

{(dXn(xn, x
′
n)∓ h)+ + εn}2 dπ(xn, x′n)

)1/2

≤W±h
2 (µ̃n0 , µ̃

n
1 ) + εn.

By (3), we have

supp π̃n ⊂
{
(xn, x

′
n) ∈ X2

n

∣∣ (dXn
(xn, x

′
n)∓ h)+ ≤ (dY (B0, B1)∓ h)+ + δ1/2

}
.

Then, we obtain

W±h
2 (µ̃n0 , µ̃

n
1 ) ≤

(∫
Xn×Xn

(dXn(xn, x
′
n)∓ h)2+ dπ̃

n(xn, x
′
n)

)1/2

= (dY (B0, B1)∓ h)+ + δ1/2.
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This completes the proof of (4). □

Proof of Theorem 1.1. We take any ν0, ν1 ∈ Pcb(Y ) and fix them. For any

natural number m, there are finite disjoint Borel subsets Bj ⊂ Y , j = 1, 2, . . . , J , such

that
∪J
j=1Bj = supp ν0 ∪ supp ν1, diamBj ≤ m−1, µY (Bj) > 0, and µY (∂Bj) = 0 for

any j. For each (j, k) ∈ {1, . . . , J}2, we apply Lemma 4.3 to Bj and Bk and obtain Borel

probability measures ξ̃mnjk ∈ Pcb(Xn), n = 1, 2, . . . , such that

ξ̃mnjk ≤ (1 + θ(m−1))µB̃j
, (4.1)∣∣∣W θKnhn

2 (ξ̃mnjk , ξ̃
mn
kj )− (dY (Bj , Bk)− θKn

hn)+

∣∣∣ ≤ θ(m−1), (4.2)

for any sufficiently large natural number n. Here, θ(·) is a function with θ(δ) → 0 as

δ → 0. By the diagonal argument, we may assume that (pn)∗ξ̃
mn
jk converges weakly to a

Borel probability measure ξ̃mjk ∈ Pcb(Y ) as n → ∞ for each (j, k,m) ∈ {1, . . . , J}2 × N.
Take a coupling π of ν0 and ν1 as follows. If K ≥ 0, the measure π is an optimal coupling

for W2(ν0, ν1). If K < 0, the measure π is an optimal coupling for W θKh
2 (ν0, ν1). We

define

wjk := π(Bj ×Bk),

ν̃mn0 :=
J∑

j,k=1

wjk ξ̃
mn
jk , ν̃mn1 :=

J∑
j,k=1

wjk ξ̃
mn
kj ∈ Pcb(Xn),

ν̃m0 :=
J∑

j,k=1

wjk ξ̃
m
jk, ν̃m1 :=

J∑
j,k=1

wjk ξ̃
m
kj ∈ Pcb(Y ).

Then, (pn)∗ν̃
mn
0 and (pn)∗ν̃

mn
1 converge weakly to ν̃m0 and ν̃m1 , respectively, as n →

∞. ν̃m0 and ν̃m1 converge weakly to ν0 and ν1, respectively, as m → ∞. Moreover,

W2((pn)∗ν̃
mn
0 , ν0), W2((pn)∗ν̃

mn
1 , ν1) → 0 as n → ∞ and then m → ∞. The condition

hn-CD(Kn,∞) implies that, for any t ∈ (0, 1), there is ν̃mnt ∈ P2(Xn) such that

W2(ν̃
mn
t , ν̃mni ) ≤ t1−i(1− t)iW2(ν̃

mn
0 , ν̃mn1 ) + hn, i = 0, 1, (4.3)

Ent(ν̃mnt |µXn) ≤ (1− t) Ent(ν̃mn0 |µXn) + tEnt(ν̃mn1 |µXn)

− 1

2
Knt(1− t)W

θKnhn

2 (ν̃mn0 , ν̃mn1 )2. (4.4)

Let π̃ be an optimal coupling of W
θKnhn

2 (ν̃mn0 , ν̃mn1 ). Then, (pn × pn)∗π̃ is a coupling of

(pn)∗ν̃
mn
0 and (pn)∗ν̃

mn
1 . Proposition 2.4 (3), supp ν̃mni ⊂ X̃n (i = 0, 1) together imply

W θKh
2 ((pn)∗ν̃

mn
0 , (pn)∗ν̃

mn
1 )2

≤
∫
Y×Y

(dY (y, y
′)− θKh)

2
+ d(pn × pn)∗π̃(y, y

′)

≤
∫
Xn×Xn

{(dXn(xn, x
′
n)− θKnhn)+ + |θKnhn − θKh|+ εn}2 dπ̃(xn, x′n)

≤ (W
θKnhn

2 (ν̃mn0 , ν̃mn1 ) + |θKnhn − θKh|+ εn)
2.



555(223)

Stabilities of rough curvature 555

Since (pn)∗ν̃
mn
0 and (pn)∗ν̃

mn
1 W2-converge to ν0 and ν1, respectively, this inequality and

Lemma 3.9 (5) together imply

W θKh
2 (ν0, ν1) ≤ lim inf

m→∞
lim inf
n→∞

(
W

θKnhn

2 (ν̃mn0 , ν̃mn1 ) + |θKnhn − θKh|
)
. (4.5)

Let π̃t be an optimal coupling for W2(ν̃
mn
t , ν̃mni ). By Proposition 2.4 (4),

ν̃mni (p−1
n (supp ν0∪ supp ν1)) = 1 and the compactness of supp ν0∪ supp ν1, there exists a

constant D > 0 such that dY (pn(xn), pn(x
′
n)) ≤ D for π̃t|(Xn\X̃n)×Xn

-a.e. (xn, x
′
n) ∈ X2

n.

This together with Proposition 2.4 (3) and Minkowski’s inequality imply

W2((pn)∗ν̃
mn
t , (pn)∗ν̃

mn
i )2

≤
∫
Y×Y

dY (y, y
′)2 d(pn × pn)∗π̃t(y, y

′)

≤
∫
Xn×Xn

{dXn(xn, x
′
n) + εn}2 dπ̃t(xn, x′n)

+

∫
(Xn\X̃n)×X̃n

dY (pn(xn), pn(x
′
n))

2 dπ̃t(xn, x
′
n)

≤ (W2(ν̃
mn
t , ν̃mni ) + εn)

2 +D2ν̃mnt (Xn \ X̃n). (4.6)

Note that we can prove

lim
n→∞

ν̃mnt (Xn \ X̃n) = 0

as in [7, Lemma 3.15] and [12, Lemma 9.34].

K-Convexity : the case of K ≥ 0.

In this case,

W2(ν0, ν1) = lim
m→∞

lim inf
n→∞

W2(ν̃
mn
0 , ν̃mn1 ) = lim

m→∞
lim sup
n→∞

W2(ν̃
mn
0 , ν̃mn1 ), (4.7)

Ent(νi|µY ) ≥ lim sup
m→∞

lim sup
n→∞

Ent(ν̃mni |µXn
), i = 0, 1, (4.8)

are proved in the proof of [7, Lemma 3.15] and [12, Lemma 9.34]. If Kn → 0, Lemma 3.9

(2) implies

lim
n→∞

KnW
θKnhn

2 (ν̃mn0 , ν̃mn1 ) ≤ lim
n→∞

Kn(W2(ν̃
mn
0 , ν̃mn1 ) + hn) = 0. (4.9)

Thus Lemma 3.2, (4.3), (4.4), (4.6), (4.5), (4.7), (4.8), and (4.9) together imply

lim sup
m→∞

lim sup
n→∞

W2((pn)∗ν̃
mn
t , (pn)∗ν̃

mn
i ) ≤ t1−i(1− t)iW2(ν0, ν1) + h, i = 0, 1, (4.10)

lim sup
m→∞

lim sup
n→∞

Ent((pn)∗ν̃
mn
t |(pn)∗µXn) ≤ (1− t) Ent(ν0|µY ) + tEnt(ν1|µY )

− 1

2
Kt(1− t)W θKh

2 (ν0, ν1)
2. (4.11)
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K-Convexity : the case of K < 0.

The limit inequality (4.8) for this case is obtained in the same way as in

[7, Lemma 3.15] and [12, Lemma 9.34]. Let π̃jk be an optimal coupling of

W
θKnhn

2 (ξ̃mnjk , ξ̃
mn
kj ). Define the coupling π̃′ of ν̃mn0 and ν̃mn1 by

π̃′ :=

J∑
j,k=1

wjkπ̃jk ∈ P(Xn ×Xn).

For sufficiently large n, (4.2), Minkowski’s inequality, and Lemma 3.9 (5)–(6) together

imply

W
θKnhn

2 (ν̃mn0 , ν̃mn1 )2 ≤
J∑

j,k=1

wjkW
θKnhn

2 (ξ̃mnjk , ξ̃
mn
kj )2

≤
J∑

j,k=1

wjk{(dY (Bj , Bk)− θKnhn)+ + θ(m−1)}2

=
J∑

j,k=1

∫
Bj×Bk

{(dY (Bj , Bk)− θKnhn)+ + θ(m−1)}2 dπ(y, y′)

≤
∫
Y×Y

{(dY (y, y′)− θKnhn)+ + θ(m−1)}2 dπ(y, y′)

≤
(
W θKh

2 (ν0, ν1) + |θKnhn − θKh|+ θ(m−1)
)2
.

Thus

lim sup
m→∞

lim sup
n→∞

W
θKnhn

2 (ν̃mn0 , ν̃mn1 ) ≤W θKh
2 (ν0, ν1), (4.12)

and this limit inequality and (4.8) together lead to the limit inequality (4.11) for K < 0.

For sufficiently large n and i = 0, 1, by (4.3) and Lemma 3.9,

W2(ν̃
mn
t , ν̃mni ) ≤ t1−i(1− t)iW2(ν̃

mn
0 , ν̃mn1 ) + hn

≤ t1−i(1− t)iW
θKnhn

2 (ν̃mn0 , ν̃mn1 ) + hn.

Thus this inequality, (4.12), and Lemma 3.9 (2) together imply

lim sup
m→∞

lim sup
n→∞

W2(ν̃
mn
t , ν̃mni ) ≤ t1−i(1− t)iW θKh

2 (ν0, ν1) + h

≤ t1−i(1− t)iW2(ν0, ν1) + 2h. (4.13)

Existence of h-rough geodesic.

We prove the existence of h-rough geodesic (νt)t∈[0,1] between ν0 and ν1. By the

limit inequality (4.11) for each K, there exists a subsequence {(mk, nk)}∞k=1 ⊂ N × N
such that
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sup
k∈N

Ent
(
(pnk

)∗ν̃
mknk
t

∣∣(pnk
)∗µXnk

)
<∞.

Since the sequence {(pnk
)∗µXnk

}∞k=1 is tight, Lemma 3.4 implies that {(pnk
)∗ν̃

mknk
t }∞k=1

is also tight. We denote its weak convergence limit by νt. By Lemma 3.3, we have

Ent(νt|µY ) ≤ lim inf
k→∞

Ent
(
(pnk

)∗ν̃
mknk
t

∣∣(pnk
)∗µXnk

)
. (4.14)

Let πkt be an optimal coupling of W2((pnk
)∗ν̃

mknk
t , (pnk

)∗ν̃
mknk
i ), i = 0, 1. Since

{(pnk
)∗ν̃

mknk
t }∞k=1 and {(pnk

)∗ν̃
mknk
i }∞k=1 are both tight, {πkt }∞k=1 is also tight. We

denote its weak convergence limit by πt. This is a coupling of νt and νi. Then, we

obtain

W2(νt, νi)
2 ≤

∫
Y×Y

dY (y, y
′)2 dπt(y, y

′)

≤ lim inf
k→∞

∫
Y×Y

dY (y, y
′)2 dπkt (y, y

′)

= lim inf
k→∞

W2

(
(pnk

)∗ν̃
mknk
t , (pnk

)∗ν̃
mknk
i

)2
. (4.15)

Combining (4.10), (4.11), (4.13), (4.14), and (4.15), we obtain the conclusion. □

5. Proof of Theorem 1.2.

Let π be a coupling of µX and µY , and let d̂ be a coupling of dX and dY . Let ξ and

ξ′ be the disintegrations of π with respect to µX and µY respectively, i.e., dπ(x, y) =

dξx(y) dµX(x) = dξ′y(x) dµY (y). Recall that ξ defines a map ξ̃ : Pac2 (Y ) → Pac2 (X),

which was constructed in [13, Section 4.5]. For ν = ρ′µY ∈ Pac2 (Y ), we define ξ̃(ν) =

ρµX ∈ Pac2 (X) by

ρ(x) :=

∫
Y

ρ′(y) dξx(y).

In the same way, we also define a map ξ̃′ : Pac2 (X) → Pac2 (Y ) using the disintegration ξ′.

Denote by L̂ the µX -essential supremum of the map

x 7→
(∫

Y

d̂(x, y)2 dξx(y)

)1/2

.

Lemma 5.1 ([13, Lemma 4.19]). Let X,Y ∈ Xv with D(X,Y ) < 1. ξ̃′ and L̂ are

defined as above. For any ν ∈ Pac2 (X), we have following two properties.

(1) Ent(ξ̃′(ν)|µY ) ≤ Ent(ν|µX).

(2) W2(ν, ξ̃
′(ν))2 ≤ 2 + L̂2Ent(ν|µX)

− logD(X,Y )
, where W2 is the Wasserstein distance on

P2(X ⊔ Y, d̂).
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Lemma 5.2 ([2, Lemma 2.4.2], [3, Lemma 5.2]). Let X be an mm-space and ν0, ν1 ∈
Pac2 (X). Assume that a sequence {πn}∞n=1 of couplings of ν0 and ν1 converges to a

coupling π∞ weakly. Then we have

lim sup
n→∞

T
(t),i
h,K,N (πn|µX) ≤ T

(t),i
h,K,N (π∞|µX). (5.1)

Proof of Theorem 1.2. By Remark 2.9 and Proposition 2.6, the limit space Y

has diamY ≤ L.

Define L̃, C > 0 by

L̃ := sup
n∈N

diamXn + sup
n∈N

hn, C := sup
t′, K′, N ′, θ

∣∣∣∣ ∂∂θ τ t′K′,N ′(θ)

∣∣∣∣ ,
where t′, K ′, N ′, and θ run over t′ ∈ [0, 1], K ′ ≤ supn∈NKn, N

′ ≥ infn∈NNn, and θ ≤ L̃.

We first consider two Borel probability measures on Y with finite densities. Take

any ε > 0 with L
√
(K + ε)/(N − 1) < π and any ν0 = ρ0µY , ν1 = ρ1µY ∈ Pac2 (Y ) with

∥ρi∥∞ ≤ r (i = 0, 1) for some r ≥ 1. Set

R = R(r) := r log r +
1

8
sup
n∈N

|Kn|L̃2.

By the assumption, for sufficiently large n, we can find a coupling d̂n of dXn and dY , and

a coupling π̂n of µXn and µY such that

1

2

(∫
Xn×Y

d̂2n dπ̂n

)1/2

≤ D(Xn, Y ) ≤ min

{
ε

2
, exp

(
−2 + 4L̃2R

ε2

)}
. (5.2)

This leads to

π̂n({(x, y) ∈ Xn × Y | d̂n(x, y) ≤
√
ε}) ≥ 1− ε. (5.3)

Let ξn and ξ̄n be disintegrations of π̂n with respect to µXn and µY respectively, i.e.,

dπ̂n(x, y) = dξnx (y)dµXn(x) = dξ̄ny (x) dµY (y).

We set

µni := σni µXn , σni (x) :=

∫
Y

ρi(y) dξ
n
x (y), i = 0, 1.

By Jensen’s inequality, Lemma 5.1, (5.2) and ∥ρi∥∞ ≤ r, for i = 0, 1 and N ′ > 1, we

have

SN ′(νni |µXn) ≤ SN ′(µni |µY ), (5.4)

Ent(µni |µXn) ≤ Ent(νi|µY ) ≤ r log r, (5.5)

W2(µ
n
i , νi)

2 ≤ 2 + L̃2Ent(νi|µY )
− logD(Xn, Y )

≤ ε2. (5.6)
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On the other hand, since Xn satisfies the rough curvature dimension condition hn-

CD(Kn, Nn), for two measures µn0 , µ
n
1 ∈ Pac2 (Xn), there exists a coupling πn ∈ (θKnhn)-

Opt(µn0 , µ
n
1 ) such that for each t ∈ [0, 1], there exists a measure µnt = σnt µXn

∈ Pac2 (Xn)

such that for any N ′ > Nn, the following two conditions hold;

W2(µ
n
t , µ

n
i ) ≤ t1−i(1− t)iW2(µ

n
0 , µ

n
1 ) + hn, i = 0, 1, (5.7)

SN ′(µnt |µXn
) ≤ T

(t)
hn,Kn,N ′(πn|µXn

). (5.8)

Put

νnt := ρnt µY , ρnt (y) :=

∫
Xn

σnt (x) dξ̄
n
y (x).

Note that νnt and πn depend on (r, ε). By Lemma 3.15 and Lemma 5.1, we get

Ent(νnt |µY ) ≤ Ent(µnt |µXn)

≤ (1− t)Ent(µn0 |µXn) + tEnt(µn1 |µXn)−
1

2
Knt(1− t)W

θKnhn

2 (µn0 , µ
n
1 )

2

≤ r log r +
1

8
sup
n∈N

|Kn|L̃2

= R, (5.9)

and

W2(ν
n
t , µ

n
t )

2 ≤ 2 + L̃2Ent(µnt |µXn)

− logD(Xn, Y )
≤ ε2. (5.10)

Thus, (5.6), (5.7) and (5.10) imply

W2(ν
n
t , νi) ≤W2(µ

n
t , µ

n
i ) + 2ε

≤ t1−i(1− t)iW2(µ
n
0 , µ

n
1 ) + hn + 2ε

≤ t1−i(1− t)iW2(ν0, ν1) + hn + 4ε. (5.11)

By Jensen’s inequality,

SN ′(νnt |µY ) = −
∫
Y

(ρnt (y))
1−1/N ′

dµY (y)

≤ −
∫
Y

∫
Xn

(σnt (x))
1−1/N ′

dξ̄ny (x)dµY (y)

= SN ′(µnt |µXn). (5.12)

Define a probability measure π̄n ∈ P(Y 2) as

dπ̄n(y, y
′) :=

∫
Xn×Xn

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
dξnx′(y′)dξnx (y)dπn(x, x

′).

We check π̄n ∈ Π(ν0, ν1). For any Borel subset A ⊂ Y , we have
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A×Y

dπ̄n(y, y
′) =

∫
X2

n

∫
A×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
dξnx′(y′)dξnx (y)dπn(x, x

′)

=

∫
Xn

∫
A

ρ0(y)

σn0 (x)
dξnx (y)dµ

n
0 (x)

=

∫
Xn×A

ρ0(y) dπ̂n(x, y)

=

∫
A

dν0(y).

Similarly,
∫
Y×A dπ̄n(y, y

′) =
∫
A
dν1(y

′).

Claim 5.3. We assume that |θKnhn−θKh| → 0 as n→ ∞. There exist a coupling

πr,ε ∈ Π(ν0, ν1) and (νr,εt )t∈(0,1) ⊂ Pac2 (Y ) such that

(1) W2(ν
r,ε
t , νi) ≤ t1−i(1− t)iW2(ν0, ν1) + h+ 4ε, i = 0, 1,

(2) for any N ′ > N + ε,

SN ′(νr,εt |µY ) ≤ T
(t)
h,K,N ′(π

r,ε|µY ) + 4Cr1−1/N ′
max{ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′
},

(3)

(∫
Y×Y

(dY (y, y
′)− θKh)

2
+ dπ

r,ε(y, y′)

)1/2

≤W θKh
2 (ν0, ν1) + 2ε(1 +

√
r).

Proof. Take N ′ > N + ε. We may assume N ′ > Nn and |Kn − K| < ε for

sufficiently large n. By the fundamental theorem of calculus,

τ
(1−t)
Kn,N ′((dY (y, y

′)− θKh)+)

≤ τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+) + C|(dXn(x, x
′)− θKnhn)+ − (dY (y, y

′)− θKh)+|

≤ τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+) + C(d̂n(x, y) + d̂n(x
′, y′) + |θKnhn − θKh|). (5.13)

This leads

− T
(1−t),0
h,Kn,N ′(π̄n|µY )

≤
∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+)ρ0(y)
−1/N ′

dξnx′(y′)dξnx (y)dπn(x, x
′)

+ C

∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
d̂n(x, y)ρ0(y)

−1/N ′
dξnx′(y′)dξnx (y)dπn(x, x

′)

+ C

∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
d̂n(x

′, y′)ρ0(y)
−1/N ′

dξnx′(y′)dξnx (y)dπn(x, x
′)

+ C|θKnhn − θKh|
∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
ρ0(y)

−1/N ′
dξnx′(y′)dξnx (y)dπn(x, x

′)

=: (I) + C(II) + C(III) + C|θKnhn − θKh|(IV).

We estimate (I)–(IV). By Jensen’s inequality,
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(I) =

∫
Xn×Xn

τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+)σ
n
0 (x)

−1

∫
Y

ρ0(y)
1−1/N ′

dξnx (y)dπn(x, x
′)

≤
∫
Xn×Xn

τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+)σ
n
0 (x)

−1/N ′
dπn(x, x

′)

= −T (1−t),0
hn,Kn,N ′(πn|µXn).

(II) =

∫
Xn

∫
Y

d̂n(x, y)ρ0(y)
1−1/N ′

dξnx (y)dµXn(x) ≤ r1−1/N ′
ε. (5.14)

By Jensen’s inequality and (5.3),

(III) ≤
∫
Xn×Xn

∫
Y

ρ1(y
′)σn0 (x)

−1/N ′
d̂n(x

′, y′)σn1 (x
′)−1 dξnx′(y′)dπn(x, x

′)

≤
(∫

Xn×Xn

∫
Y

ρ1(y
′)N

′
σn0 (x)

−1σn1 (x
′)−1 dξnx′(y′)dπn(x, x

′)

)1/N ′

×
(∫

Xn×Xn

∫
Y

d̂n(x
′, y′)N

′/(N ′−1)σn1 (x
′)−1 dξnx′(y′)dπn(x, x

′)

)1−1/N ′

≤
(
rN

′−1

∫
Xn×Xn

∫
Y

ρ1(y
′)σn0 (x)

−1σn1 (x
′)−1 dξnx′(y′)dπn(x, x

′)

)1/N ′

×
(∫

Xn

∫
Y

d̂n(x
′, y′)N

′/(N ′−1)σn1 (x
′)−1 dξnx′(y′)dµn1 (x

′)

)1−1/N ′

= r1−1/N ′
(∫

Xn×Y
d̂n(x

′, y′)N
′/(N ′−1) dπ̂n(x

′, y′)

)1−1/N ′

≤ r1−1/N ′
max

{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
. (5.15)

In the second inequality, we consider σn1 (x)
−1 dξnx′(y′)dπn(x, x

′) as a new measure and ap-

ply Hölder’s inequality to ρ1(y
′)σn0 (x)

−1/N ′
and d̂n(x

′, y′). In the last inequality, Hölder’s

inequality implies (∫
Xn×Y

d̂n(x
′, y′)N

′/(N ′−1) dπ̂n(x
′, y′)

)1−1/N ′

≤

{
ε if N ′ ≥ 2,

(2L̃+
√
ε)2/N

′−1ε2−2/N ′
if 1 < N ′ < 2.

By Jensen’s inequality,

(IV) =

∫
Xn×Xn

∫
Y

σn0 (x)
−1ρ0(y)

1−1/N ′
dξnx (y)dπn(x, x

′)

≤
∫
Xn×Xn

σn0 (x)
−1/N ′

dπn(x, x
′)

≤ 1.
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Thus we obtain

−T (1−t),0
h,Kn,N ′(π̄n|µY ) ≤ −T (1−t),0

hn,Kn,N ′(πn|µXn) + 2Cr1−1/N ′
max

{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ C|θKnhn − θKh|. (5.16)

Put

C̃+,N ′ := (diamY )

√
K + ε

N ′ − 1
< π, C̃−,N ′ :=

(
diamY + sup

n∈N
hn

)√
1

N ′ − 1
sup
n∈N

|Kn|,

C∗,N ′ := sup
t∈[0,1]

sup
α∈[0,C̃∗,N′ ]

∣∣∣∣∣ ddαt1/N ′
(
sin tα

sinα

)1−1/N ′∣∣∣∣∣ , ∗ ∈ {+,−},

ĈN ′ := max{C+,N ′ , C−,N ′}.

Note that by the fundamental theorem of calculus,

τ
(1−t)
Kn,N ′((dY (y, y

′)− θKh)+)

≥ τ
(1−t)
K,N ′ ((dY (y, y

′)− θKh)+)−
ĈN ′(diamY + θKh)√

N ′ − 1

∣∣√|Kn| −
√

|K|
∣∣,

and then

− T
(1−t),0
h,Kn,N ′(π̄n|µY )

≥ −T (1−t),0
h,K,N ′ (π̄n|µY ) +

ĈN ′(diamY + θKh)√
N ′ − 1

∣∣√|Kn| −
√

|K|
∣∣SN ′(ν0|µY ). (5.17)

Then (5.16), (5.17), and Lemma 3.6 together imply

T
(1−t),0
hn,Kn,N ′(πn|µXn) ≤ T

(1−t),0
h,K,N ′ (π̄n|µY ) + 2Cr1−1/N ′

max
{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ |θKnhn − θKh|+

ĈN ′(diamY + θKh)√
N ′ − 1

∣∣√|Kn| −
√
|K|
∣∣.

Similarly,

T
(t),1
hn,Kn,N ′(πn|µXn

) ≤ T
(t),1
h,K,N ′(π̄n|µY ) + 2Cr1−1/N ′

max
{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ |θKnhn − θKh|+

ĈN ′(diamY + θKh)√
N ′ − 1

∣∣√|Kn| −
√

|K|
∣∣.

Combining (5.8), (5.12), and these inequalities, we obtain

SN ′(νnt |µY ) ≤ T
(t)
h,K,N ′(π̄n|µY ) + 4Cr1−1/N ′

max
{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ 2|θKnhn − θKh|+

2ĈN ′(diamY + θKh)√
N ′ − 1

∣∣√|Kn| −
√

|K|
∣∣. (5.18)

On the other hand, by the triangle inequality, Minkowski’s inequality, Lemma 3.9, and
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(5.6),(∫
Y×Y

(dY (y, y
′)− θKh)

2
+ dπ̄n(y, y

′)

)1/2

≤
(∫

Xn×Xn

(dXn(x, x
′)− θKnhn)

2
+ dπn(x, x

′)

)1/2

+

(∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
d̂n(x, y)

2 dξnx′(y′)dξnx (y)dπn(x, x
′)

)1/2

+

(∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
d̂n(x

′, y′)2 dξnx′(y′)dξnx (y)dπn(x, x
′)

)1/2

+ |θKnhn − θKh|

=W
θKnhn

2 (µn0 , µ
n
1 ) +

(∫
Xn×Y

ρ0(y)d̂n(x, y)
2 dπ̂n(x, y)

)1/2

+

(∫
Xn×Y

ρ1(y
′)d̂n(x

′, y′)2 dπ̂n(x
′, y′)

)1/2

+ |θKnhn − θKh|

≤W
θKnhn

2 (µn0 , µ
n
1 ) + 2

√
rε+ |θKnhn − θKh|

≤W θKh
2 (µ0, µ1) + 2(1 +

√
r)ε+ 2|θKnhn − θKh|. (5.19)

By the compactness of Π(ν0, ν1), (5.9), and Lemma 3.4, two sequences {π̄n}∞n=1 and

{νnt }∞n=1 are both tight. We denote their weak limits by πr,ε and νr,εt , respectively.

Therefore, Lemma 3.8 (4), Lemma 3.6, Lemma 5.2, (5.11), (5.18), and (5.19) together

imply the statement. This completes the proof of Claim 5.3. □

Two measures πr,ε ∈ Π(ν0, ν1) and ν
r,ε
t ∈ Pac2 (Y ) are as in Claim 5.3. By Lemma 3.8

(1), (5.9), and Lemma 3.4, two sets {πr,ε}ε>0 and {νr,εt }ε>0 are tight. Taking limits as

ε → 0, we denote their weak convergent limits by πr ∈ Π(ν0, ν1) and νrt ∈ Pac2 (Y ),

respectively. Therefore, combining Claim 5.3 (1)–(3), Lemma 3.8 (4), Lemma 3.6, and

Lemma 5.2, the optimal coupling πr ∈ (θKh)-Opt(ν0, ν1) and the family of measures

(νrt )t∈(0,1) satisfy the definition of h-CD(K,N). Note that (νrt )t∈(0,1) is an h-rough

geodesic between ν0 and ν1.

We consider the general case where |θKnhn − θKh| → 0 as n → ∞. Take ν0 =

ρ0µY , ν1 = ρ1µY ∈ Pac2 (Y ). For r > 0, we set

r′ = r′(r) := max
i=0,1

{
νi({ρi ≤ r})−1

}
r,

νr
′

i := νi({ρi ≤ r})−1νi|{ρi≤r} = ρr
′

i µY ∈ Pac2 (Y ), i = 0, 1,

πr
′

i := (idY , idY )∗νi|{ρi≤r} + νi|{ρi>r} ⊗ νr
′

i ∈ Π(νi, ν
r′

i ),

where (idY , idY ) : Y ∋ y 7→ (y, y) ∈ Y × Y . Since

W2(νi, ν
r′

i )2 ≤
∫
Y×Y

dY (y, y
′)2 dπr

′

i (y, y
′) ≤ (diamY )2νi({ρi > r}),
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we have W2(νi, ν
r′

i ) → 0 as r → ∞. We also have ∥ρr′i ∥∞ ≤ r′. Apply the above

discussion to νr
′

0 and νr
′

1 , we obtain a (θKh)-optimal coupling πr
′ ∈ Π(νr

′

0 , ν
r′

1 ) and a

family of measures (νr
′

t )t∈(0,1) such that for any t ∈ [0, 1] and any N ′ > N , we have

W2

(
νr

′

t , ν
r′

i

)
≤ t1−i(1− t)iW2

(
νr

′

0 , ν
r′

1

)
+ h, (5.20)

SN ′
(
νr

′

t |µY
)
≤ T

(1−t),0
h,K,N ′

(
πr

′
|µY
)
+ T

(t),1
h,K,N ′

(
πr

′
|µY
)
. (5.21)

By the compactness of Y , the set {νr′t }r>0 is tight. Denote its weak limit by νt, i.e., ν
r′

t

converges weakly to νt as r → ∞. By Lemma 3.8 (4) and W2(νi, ν
r′

i ) → 0, we obtain

that (νt)t∈(0,1) is an h-rough geodesic between ν0 and ν1. Since dY is bounded and νr
′

i

converges weakly to νi (i = 0, 1), the measure πr
′
converges weakly to a (θKh)-optimal

coupling π of ν0 and ν1 as r → ∞. For any ε′ > 0, there is a bounced continuous function

φ : Y → R such that ∫
Y

|ρ−1/N ′

0 − φ| dν0 < ε′,

and then ∫
Y

|ρ−1/N ′

0 1{ρ0≤r} − φ| dνr
′

0 <
ε′

ν0({ρ0 ≤ r})
,

where 1{ρ0≤r} is the characteristic function of the set {ρ0 ≤ r} ⊂ Y . Put

T0 := sup
(y,y′)∈Y 2

τ
(1−t)
K,N ′ ((dY (y, y

′)− θKh)+) ∈ [0,∞).

Thus

− T
(1−t),0
h,K,N ′

(
πr

′
|µY
)

= (ν0({ρ0 ≤ r}))1/N
′
∫
Y×Y

τ
(1−t)
K,N ′ ((dY (y, y

′)− θKh)+)ρ
−1/N ′

0 (y)1{ρ0≤r} dπ
r′(y, y′)

≥ (ν0({ρ0 ≤ r}))1/N
′
∫
Y×Y

τ
(1−t)
K,N ′ ((dY (y, y

′)− θKh)+)φ(y) dπ
r′(y, y′)

− T0ε
′(ν0({ρ0 ≤ r}))1/N

′−1,

and then

lim sup
r→∞

T
(1−t),0
h,K,N ′

(
πr

′
|µY
)
≤ −

∫
Y×Y

τ
(1−t)
K,N ′ ((dY (y, y

′)− θKh)+)φ(y) dπ(y, y
′) + T0ε

′

≤ T
(1−t),0
h,K,N ′ (π|µY ) + 2T0ε

′.

Since ε′ > 0 is arbitrary,

lim sup
r→∞

T
(1−t),0
h,K,N ′

(
πr

′
|µY
)
≤ T

(1−t),0
h,K,N ′ (π|µY ).

Similarly, we obtain
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lim sup
r→∞

T
(t),1
h,K,N ′

(
πr

′
|µY
)
≤ T

(t),1
h,K,N ′(π|µY ).

Therefore, the above inequalities and Lemma 3.6 together imply (3.5) for ν0 and ν1. We

conclude that Y satisfies h-CD(K,N) when |θKnhn − θKh| → 0 as n→ ∞.

In the same way, the proof of general case where |θKnhn − θKh| does not converge
to 0 follows from the next claim.

Claim 5.4. We assume that |θKnhn − θKh| does not converge to 0, particularly

K = 0. There exists (νr,εt )t∈(0,1) ⊂ Pac2 (Y ) such that,

(1) W2(ν
r,ε
t , νi) ≤ t1−i(1− t)iW2(ν0, ν1) + h+ 4ε, i = 0, 1,

(2) for any N ′ > N + ε,

SN ′(νr,εt |µY )

≤ (1− t)SN ′(ν0|µY ) + tSN ′(ν1|µY ) + 4Cr1−1/N ′
max

{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
.

Proof. Take N ′ > N + ε. We may assume N ′ > Nn and |Kn| < ε for sufficiently

large n. By the fundamental theorem of calculus,

τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+)

≥ τ
(1−t)
Kn,N ′((dY (y, y

′)− θKnhn)+)− C(d̂n(x, y) + d̂n(x
′, y′)),

and ∣∣∣(1− t)− τ
(1−t)
Kn,N ′((dY (y, y

′)− θKnhn)+)
∣∣∣ ≤ ĈN ′(diamY + hn)

√
|Kn|
N ′ − 1

.

These inequalities, Jensen’s inequality, (5.14), (5.15), and Lemma 3.6 together imply

− (1− t)SN ′(ν0|µY )

=

∫
Y×Y

(1− t)ρ0(y)
−1/N ′

dπ̄(y, y′)

≤
∫
Xn×Xn

∫
Y×Y

τ
(1−t)
Kn,N ′((dXn(x, x

′)− θKnhn)+)ρ0(y)
−1/N ′ ρ0(y)ρ1(y

′)

σn0 (x)σ
n
1 (x

′)

dξnx′(y′)dξnx (y)dπn(x, x
′)

+ C

∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
d̂n(x, y)ρ0(y)

−1/N ′
dξnx′(y′)dξnx (y)dπn(x, x

′)

+ C

∫
Xn×Xn

∫
Y×Y

ρ0(y)ρ1(y
′)

σn0 (x)σ
n
1 (x

′)
d̂n(x

′, y′)ρ0(y)
−1/N ′

dξnx′(y′)dξnx (y)dπn(x, x
′)

− ĈN ′(diamY + hn)

√
|Kn|
N ′ − 1

SN ′(ν0|µY )

≤ −T (1−t),0
hn,Kn,N ′(πn|µXn) + 2Cr1−1/N ′

max
{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ ĈN ′(diamY + hn)

√
|Kn|
N ′ − 1

.
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Similarly,

−tSN ′(ν1|µY ) ≤ −T (t),1
hn,Kn,N ′(πn|µXn

) + 2Cr1−1/N ′
max

{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ ĈN ′(diamY + hn)

√
|Kn|
N ′ − 1

.

Combining (5.8), (5.12), and these inequalities, we obtain

SN ′(νnt |µY ) ≤ (1− t)SN ′(ν0|µY ) + tSN ′(ν1|µY )

+ 4Cr1−1/N ′
max

{
ε, (2L̃+

√
ε)2/N

′−1ε2−2/N ′}
+ 2ĈN ′(diamY + hn)

√
|Kn|
N ′ − 1

. (5.22)

By (5.9) and Lemma 3.4, the sequence {νnt }∞n=1 is tight. We denote its weak limit by νr,εt .

Therefore, Lemma 3.8 (4), Lemma 3.6, (5.11), and (5.22) together imply the statement.

This completes the proof of Claim 5.4. □

The proof of the theorem is now complete. □

Remark 5.5. Note that we only use the compactness of Y for tightness of {νr′t }r>0.
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[10] J. Lott and C. Villani, Ricci curvature for metric-measure spaces via optimal transport, Ann. of

Math. (2), 169 (2009), 903–991.

https://doi.org/10.1007/978-3-540-34514-5
https://doi.org/10.2478/s11533-013-0332-7
https://doi.org/10.2478/s11533-013-0332-7
https://doi.org/10.1016/j.jfa.2009.01.029
https://doi.org/10.1090/gsm/033
https://doi.org/10.1090/gsm/033
https://doi.org/10.1002/9781118165904
https://doi.org/10.1002/9781118165904
https://doi.org/10.1007/s00039-013-0215-x
https://doi.org/10.1007/s00039-013-0215-x
https://doi.org/10.1112/plms/pdv047
https://doi.org/10.1112/plms/pdv047
https://doi.org/10.1007/978-0-8176-4583-0
https://doi.org/10.4007/annals.2009.169.903
https://doi.org/10.4007/annals.2009.169.903


567(235)

Stabilities of rough curvature 567

[11] M.-K. von Renesse and K.-T. Sturm, Transport inequalities, gradient estimates, entropy and Ricci

curvature, Comm. Pure Appl. Math., 58 (2005), 923–940.

[12] T. Shioya, Metric Measure Geometry, IRMA Lect. in Math. Theor. Phys., 25, EMS Publishing
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