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Abstract. This paper deals with the elastic wave equation (D2
t −

L(x,Dx′ , Dxn ))u(t, x
′, xn) = 0 in the half-space xn > 0. In the constant

coefficient case, it is known that the solution is represented by using the

Cauchy integral
∫
c e

ixnζ(I − L(ξ′, ζ))−1dζ. In this paper this representa-
tion is extended to the variable coefficient case, and an asymptotic solu-
tion with the similar Cauchy integral is constructed. In this case, the terms
∂α
x

∫
c e

ixnζ(I−L(x, ξ′, ζ))−1dζ appear in the inductive process. These do not

become lower terms necessarily, and therefore the principal part of asymptotic
solution is a little different from the form in the constant coefficient case.

1. Introduction.

In this paper we consider the elastic wave equation in the half-space Rn+ with the

Dirichlet boundary condition:{
(D2

t − L(x,Dx))u(t, x) = 0 in R× Rn+,
u|xn=0 = f(t, x′) on R× Rn−1,

(1.1)

where L(x,Dx) (x = (x′, xn)) is of the form

L(x,Dx) =
n∑

j,l=1

ajl(x)(−i∂xj )(−i∂xl
) +

n∑
j=1

bj(x)(−i∂xj ) + b0(x).

The coefficients are (n×n)-matrices of real-valued bounded C∞ functions with bounded

derivatives (i.e. ∈ B∞(Rn+)). We assume that the principal part L0(x, ξ) of the symbol

L(x, ξ) satisfies the following conditions.

(A.1) ajl(x) =
talj(x), j, l = 1, 2, . . . , n.

(A.2) L0(x, ξ) is positive definite for any (x, ξ) ∈ Rn+ × Rn (ξ ̸= 0).

(A.3) The multiplicity of every eigenvalue λj(x, ξ) of L0(x, ξ) is constant.

L0(x, ξ) is a real symmetric matrix. The eigenvalues {λj(x, ξ)}j=1,...,d are all positive

and homogeneous of order 2 in ξ. Let λ1 < · · · < λd. Fix x ∈ Rn+ and η′ ∈ Rn−1, and

consider the equation (in z)
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det(I − L0(x, η
′, z)) = 0. (1.2)

Then the real number z̃ is the root of this equation if and only if z̃ satisfies 1−λj(x, η′, z̃) =
0 for some j.

We say that (x̃′, η̃′) is non-glancing if ∂ξnλj(x̃
′, 0, η̃′, z̃) ̸= 0 for any real z̃ with

λj(x̃
′, 0, η̃′, z̃) = 1 for all j(= 1, . . . , d). Let us say that the boundary value f in (1.1) is

non-glancing if its wave front set (WF[f ]) is included in a conic neighborhood consisting

of non-glancing points (for the definition of WF[f ], e.g., see Section 3 in Chapter 10 of

Kumano-go [3]).

Let (x̃′, η̃′) be non-glancing. Then the number of the real roots z̃ of (1.2) with

∂ξnλj(x
′, 0, η′, z̃) > 0 and the one of the roots with ∂ξnλj(x

′, 0, η′, z̃) < 0 are same in a

neighborhood U ′ of (x̃′, η̃′). We assume that for any non-glancing point (x̃′, η̃′)

(A.4) there exists only one or no real point z̃ satisfying 1 − λj(x
′, 0, η′, z̃) = 0 with

∂ξnλj(x
′, 0, η′, z̃) < 0 (when z̃ is real) for every j.

The multiplicity of the root z̃ coincides with the one of λj(x, η
′, z̃). Let us note that the

assumption (A.4) is satisfied if the slowness surface {ξ | λj(x, ξ) = 1} is strictly convex.

Under the assumptions (A.1)–(A.4) we classify the (distinct) roots {zj±}j=1,...,d of

(1.2) in the following way for (x′, η′) ∈ U ′ and xn ∈ J (J is a small interval [0, r]):

zj+ (resp. zj−) (j = 1, . . . , k) are real roots satisfying 1− λj(x, η
′, zj±) = 0

and ∂ξnλj(x, η
′, zj+) < 0 (resp. > 0);

zj± (j = k + 1, . . . , d) are non-real roots satisfying zj+ = zj− and Im zj+ > 0.

We assume that there exist at least two real roots (i.e., all the roots are not non-real). For

the real roots zj± their multiplicities (mult[zj±]) are equal to dimKer[I−L0(x, η
′, zj±)], and

for the non-real roots zj±(x, η
′) it holds generally only that dimKer[I − L0(x, η

′, zj±)] ≤
mult[zj±] (cf. Section 2 of Soga [6]). We assume that for (x, η′) ∈ U (= U ′ × J) every

non-real root zj±(x, η
′) can be extended C∞-smoothly for the complex variable η′ near

the real values, and that for j = k + 1, . . . , d

(A.5) the multiplicity of zj±(x, η
′) is constant and is equal to dimKer[I − L0(x, η

′, zj±)].

In this paper we construct outgoing asymptotic solutions of (1.1) for non-glancing

boundary values f . ‘Outgoing’ means that sing supp[u] ⊂ {t ≥ t0} holds if sing supp[f ] ⊂
{t ≥ t0}. When the coefficients of L0 are constant and L = L0, we have some result due

to Kawashita, Soga and Ralston [2]. In this case we expect that the function∫ ∫
eiσteix

′ξ′
[ ∫

c

eixnζ(σ2I − L0(ξ
′, ζ))−1 d−ζ

]
h(σ, ξ′)f̂(σ, ξ′) d−σ d−ξ′ (1.3)

becomes an outgoing solution of (1.1), where f̂ is the Fourier transform of f in (t, x′),

d−ζ = (2πi)−1dζ, d−σ = (2π)−1dσ and d−ξ′ = (2π)1−ndξ′. They in [2] show under some

additional assumptions that this expectation is correct for some matrix h and some

path c.
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In the present paper we extend the result in [2] to the case of the variable coefficients.

Namely, we construct the asymptotic solution with the integral terms of the same type

as (1.3). To do so, we derive various properties of the Cauchy integrals
∫
c
eixnζg(σ2I −

L0(x, ξ
′, ζ))−1h d−ζ in Section 2. Firstly we need to check whether the derivatives of those

integrals are also of the same type since their derivatives appear in the process of the

construction (cf. Corollary 2.3). Let us note that the integral
∫
c
eixnζ(σ2I−L0(ξ

′, ζ))−1dζ

is transformed to the form
∫
c
eiσxnz(I − L0(x, η

′, z))−1dz by change of the variables:

ξ′ 7→ ση′ and ζ 7→ σz (σ > 0). We define the integral operators Op[
∫
c
eiσxn(z+ψ) · · · d−z] by

Op

[ ∫
c

eiσxn(z+ψ)g(I − L0(z))
−1h d−z

]
f

=

∫ +∞

0

eiσt
∫
eiσx

′η′
[ ∫

c

eiσxn(z+ψ(x,η
′))g(x, η′, z)(I − L0(x, η

′, z))−1h(x, η′) d−z

]
f̂(σ, ση′)χ(x, σ, η′) d−η′σn−1 d−σ, (1.4)

where χ(x, σ, η′) is a C∞ cutoff function equal to 1 on Ũ ×{σ > 1} for a neighborhood Ũ

(⊂ U) and with supp(x,η′)[χ] ⊂ U . We omit notations of the variables x or η′ (e.g., L0(z))

if confusion does not occur. (I−L0(z))
−1 has (simple) poles only at z = zj± (j = 1, . . . , d)

(cf. Lemma 2.1 in Section 2). We can assume that χ(x, σ, η′) = 0 near σ = 0 in (1.4).

We expect that we can make the asymptotic solutions so that the principal term is

of the same form as in the constant coefficient case (i.e., Op[
∫
c
eiσxnzg(I−L0(z))

−1h d−z]f

for some g and h ∈ B∞(Rn+×Rn−1)). However, this is difficult. The residue of the integral∫
c
eiσxnzg(I −L0(z))

−1h d−z is sum of the forms eiσxnz
j
+g{Resz=zj+(I −L0(z))

−1}h. This
means that the phase functions xnz

j
+ are of the special form (i.e., product of xn and zj+).

On the other hand, Soga [6] constructed the similar solutions by different procedures.

The phase functions in [6] have more general forms in the Taylor expansion for xn. This

is not consistent with the above mention. It is also another difficulty in the variable

coefficient case that the order of the pole increases when the derivation ∂x is applied to

(I − L0(x, η
′, z))−1 (in detail, cf. Section 2).

Therefore, we construct asymptotic solutions with several kinds of the phase func-

tions σxn(z + ψ(x, η′)) in the Cauchy integral
∫
c
eiσxn(z+ψ)g(I −L0(x, η

′z))−1h d−z. Fur-

thermore, we need to provide the integral with more than one kind of g for each phase

function. The reason for this is explained later. In this way we can construct the outgoing

asymptotic solutions as stated in Theorem 1 below.

Let H l(R × Rn−1) (= H l) be the Sobolev space on Rt × Rn−1
x′ of order l. For

non-negative integers m and s ∈ R let Cm(J ;Hs) denote the set of all Hs-valued Cm

functions on an interval J = [0, r] in Rxn . We set

Hm,s =

m∪
l=0

Cl(J ;Hs−l).

Op[
∫
c
eiσxn(z+ψ)g(z)(I − L0(z))

−1hσ−m d−z] is a bounded linear operator from Hs (s =

0, 1, . . .) to Hs,s+m if Im(z+ψ) is greater than 0 at every pole of g(z)(I−L0(z))
−1. If we

obtain the outgoing solution in an interval 0 ≤ xn ≤ r, we can know about the singular-
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ities on the whole interval 0 ≤ xn < +∞ in a restricted interval in t (cf. Corollary 6.3).

We say that the formal sum
∑∞
m=0 um(t, x) (um ∈ H2,m+2) is an asymptotic solution

of (1.1) if (D2
t −L)

∑N
m=0 um ∈ H0,N−1 and

∑N
m=0 um|xn=0−f ∈ HN+1 for any positive

integer N .

Theorem 1. Let (x̃′, η̃′) be non-glancing, and let U ′ be a small neighborhood of

(x̃′, η̃′). We take a small closed path c+ surrounding only the roots zj+(j = 1, . . . , d),

and take an interval J small enough. Then, there exist C∞ functions ψjl(x, η′) (j, l =

1, . . . , d), gl(x, η′, z) (analytic in z), hjm(x, η′) (m = 0, 1, . . .) and a neighborhood Ũ ′

(⊂ U ′) such that for any f(t, x′) with WF[f ] ⊂ {(t, x′, σ, ξ′) | (x′, ξ′/σ) ∈ Ũ ′, σ > 0}

d∑
j=1

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl(x,η′))gl(x, η′, z)(I − L0(x, η

′, z))−1
∞∑
m=0

hjm(x, η′)σ−m d−z

]
f

is an outgoing asymptotic solution of (1.1) for xn ∈ J . Furthermore, the principal part

is reformed in the form

d∑
j=1

Op

[ ∫
c+

eiσxn(z+φ
j(x,η′))g̃j0(x, η

′, z)(I − L0(x, η
′, z))−1h̃j0(x, η

′) d−z

]
f,

where g̃j0(z) is analytic and equal to 0 at z = zl+ for every l ̸= j. The above functions

φj(x, η′) and ψjl(x, η′) satisfy

φj |xn=0 = 0, ψjl = zj+ + φj − zl+ (j, l = 1, . . . , d).

Introduce operators of the form Op−[
∫
c−
eiσxn(z+ψ)g(z)(I − L0(z))

−1h d−z]f =∫ 0

−∞ eiσt
∫
eiσx

′η′ [
∫
c−
eiσxn(z+ψ)g(z)(I−L0(z))

−1h d−z]f̂(σ, ση′)χd−η′|σ|n−1 d−σ with a path

c− surrounding only zj+ (j = 1, . . . , k) and zj− (j = k + 1, . . . , d). Then, substi-

tuting Op−[
∫
c−

· · · d−z] for Op[
∫
c+

· · · d−z], we can obtain the same theorem for f with

WF[f ] ⊂ {(t, x′, σ, ξ′) | (x′, ξ′/σ) ∈ Ũ ′, σ < 0} as Theorem 1. Therefore, for any f

with WF[f ] ⊂ {(t, x′, σ, ξ′) | (x′, ξ′/σ) ∈ Ũ ′} we can construct the outgoing asymptotic

solution consisting of sum of the parts Op[
∫
c+

· · · d−z] and Op−[
∫
c−

· · · d−z].
In Theorem 1 the term

∑d
l=1 Op[

∫
c+
eiσxn(z+ψ

jl)gl(z)(I − L0(z))
−1

∑∞
m=0 h

j
m

σ−m d−z]f for j = 1, . . . , k represents the (λj-mode) body wave, and the one for

j = k + 1, . . . , d does the surface wave. The body wave and the surface wave are as-

sociated with the real roots zj+ (j = 1, . . . , k) and the non-real roots zj+ (j = k+1, . . . , d)

respectively. Those constructions are also a little different each other (cf. Section 5 and

Section 4 respectively).

Theorem 1 means that the lower terms (i.e. with the index m = 1, 2, . . .) for each j

are sum of more than one term with the index l = 1, . . . , d. This is natural in view of the

result in Soga [6]. Resz=zj+
(I − L0(z))

−1 projects Cn to the space Ker[I − L0(z
j
+)]. On

the other hand the result in [6] shows that the lower terms are not necessarily restricted

in such a particular subspace as Ker[I −L0(z
j
+)]. Therefore, we provide some more than

one term for each j, and sum them up (in the index l). In this procedure we need to show
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that gl can be chosen such that
∑d
l=1

∫
c+
gl(z)(I − L0(z))

−1 d−z = I. This is guaranteed

by the following theorem.

Theorem 2. Let (x̃′, η̃′) be non-glancing. Then there exist (n × n)-matrices

M j(x, η′) ∈ B∞(Rn+ × Rn−1) and a neighborhood U of (x̃′, 0, η̃′) such that for (x, η′)

∈ U

d∑
j=1

M j(x, η′){Resz=zj+(I − L0(x, η
′, z))−1} = I.

Noting that Resz=zj+
(I−L0(z))

−1Cn = Ker[I−L0(z
j
+)] (cf. Lemma 2.1 in Section 2),

we can derive this theorem from

Ker[I − L0(x, η
′, z1+)] + · · ·+Ker[I − L0(x, η

′, zd+)] = Cn. (1.5)

The above equality is stated also in Soga [6]. The proof in [6], however, contains an

incomplete part. In Section 2 we prove (1.5) by the method different from the one in [6].

Our proof is an improvement of the method for Theorem 2.1 in Kawashita, Soga and

Ralston [2].

Taylor [7] and others construct asymptotic solutions for more general equations sim-

ilar to ours. We note that in the general cases such conditions as (1.5) do not necessarily

hold and that (1.5) is due to the elasticity (i.e., (A.1)–(A.5)). The equality (1.5) can

be checked rather easily when the surface waves do not appear (i.e., all the roots zj+
are real), which was shown in Soga [5]. In this case he also constructed the asymptotic

solution by the same idea as in Soga [6].

Using the asymptotic solution in this paper, we can know how the singularities of

the outgoing (genuine) solution propagate near the boundary as t (> 0) moves near 0

(cf. Theorem 6.2). Our solution is essentially equal to the one in the paper of Soga [6]

if the residue is taken in the integral
∫
c+
eiσxn(z+ψ

jl)gl(I − L0(z))
−1hjm d

−z. Kumano-go

[3] examines singularities of the Fourier integral operators of the general type. Adding

concrete calculation to the results in [6] and [3], we can obtain the same informations

of the singularities that in Section 6. However, we remark that our asymptotic solution

gives an integral form common to all the modes (i.e., all the parts associated with each

of the roots zj+) with accuracy equivalent to one in [6], etc.

Outline of the paper is as follows: In the next section (Section 2) we analyze the

integral
∫
c
eiσxn(z+ψ)g (I−L0(z))

−1h d−z and explain the basic properties. They are used

later for the proof of above Theorem 1, etc. Section 3 is devoted to basic examination for

the construction of the asymptotic solutions. In Section 4 the construction is performed

in the case of the non-real root zj+. This is similar essentially to the Poisson operator. In

Section 5 we construct the asymptotic solutions in the case of the real root zj+, and prove

Theorem 1. The case of the real root zj+ is related with the Fourier integral operator. In

Section 6 we examine the singularities of the solutions, and confirm the outgoingness of

the solutions.

Acknowledgements. The author would thank the referee for his useful indica-

tions, which have made the descriptions and considerations more appropriate.
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2. Analysis of the symbols.

In this section we explain properties of the Cauchy integrals
∫
c+
eiσxn(z+ψ)g(I −

L0(z))
−1h d−z. It is seen from the examination in this section that the set consisting of

sum of those integrals is closed for differentiation (cf. Corollary 2.3). Throughout this

section let the assumptions (A.1)–(A.5) in Section 1 be satisfied for a non-glancing point

(x̃′, η̃′), and let U ′ be a small neighborhood of (x̃′, η̃′) and J be a small interval [0, r]

in Rxn .

We see that a real value z̃ becomes a root of the equation (1.2) (i.e., det[I −
L0(x, η

′, z)] = 0, (x, η′) ∈ U = U ′×J) if and only if z̃ satisfies 1−λj(x, η′, z̃) = 0 for some

j. Furthermore, this j is only one; because det[I − L0(z)] = (1 − λ1(z))
mult[λ1] · · · (1 −

λd(z))
mult[λd] and λ1(z), . . . , λd(z) are distinct each other. The number dj+ of the z̃ with

∂ξnλj(z̃) < 0 is equal to the one dj− with ∂ξnλj(z̃) > 0.

Let us verify this fact: Such numbers dj± are finite. Let z1 < · · · < zm be all the

real values z satisfying 1− λj(z) = 0 (where j is fixed). Since limz→−∞ λj(z) = ∞, the

inequality ∂ξnλj(z1) < 0 must hold. Therefore, (1 − λj(z)) > 0 on (z1, z2). Hence, we

have ∂ξnλj(z2) > 0 and (1 − λj(z)) < 0 on (z2, z3). Repeating this process inductively,

we see that m is an even integer and that ∂ξnλj(zl) < 0 for the odd l and ∂ξnλj(zl) > 0

for the even l. Therefore we have dj+ = dj−. Hereafter we assume that dj+ = dj− = 1, as

is stated in (A.4) in Section 1.

We state some properties concerning the behavior of (I − L0(x, η
′, z))−1:

Lemma 2.1. (I − L0(x, η
′, z))−1 is a (matrix-valued) meromorphic function in z

and may have poles only at {zj±}j=1,...,d. The following (i)–(iii) hold for (x, η′) ∈ U

(= U ′ × J) at z = zj+, and also the same ones hold at zj−.

(i) (I−L0(x, η
′, z))−1 has a simple pole at zj+; namely, it is expanded at z = zj+(x, η

′):

(I − L0(x, η
′, z))−1 =

1

z − zj+
Rj0(x, η

′) +Rj1(x, η
′) + (z − zj+)R

j
2(x, η

′) + · · · .

(ii) {Resz=zj+(I − L0(x, η
′, z))−1}Cn (= Rj0Cn) = Ker[I − L0(x, η

′, zj+)].

(iii) Let zj+ be the real root and denote by P j(x, η′) the orthogonal projection to the

eigen-space (= Ker[I − L0(x, η
′, zj+)]) of the eigen-value λj(x, η

′, zj+). Then we

have

Resz=zj+
(I − L0(x, η

′, z))−1 (= Rj0) = (∂ξnλj(x, η
′, zj+))

−1P j(x, η′).

Noting that (I − L0(z))
−1 = (det[I − L0(z)])

−1 cof[I − L0(z)] (cof[·] denotes the

cofactor), we see easily that (I −L0(x, η
′, z))−1 has poles only at {zj±}j=1,...,d. It follows

from Remark 2.4 (ii) in Soga [6] that dimKer[I − L0(z
j
+)] ≤ mult[zj+]. Furthermore, we

can prove by the same method as for Lemma 2.3 and Remark 2.4 in [6] that the pole

at zj+ is simple if and only if dimKer[I − L0(z
j
+)] = mult[zj+]. This equality holds for

the real root zj+ automatically (cf. the proof of Lemma 2.3 in [6]). Therefore, from the
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assumption (A.5) the pole at zj+ is always simple. Hence, (i) of Lemma 2.1 is obtained.

For (ii) and (iii) of Lemma 2.1, see Lemma 2.5 in Soga [6] and Remark 3.2 in Kawashita,

Soga and Ralston [2] respectively.

The order of the pole of (I−L0(x, η
′, z))−1 may increase by differentiating. Because

of this, the integral
∫
c+
eiσxn(z+ψ)gDxp(I − L0(x, η

′, z))−1h d−z may become of higher

order in σ:

Theorem 2.2. Let c(zj+) be a small path surrounding only zj+. Assume that

ψ(x, η′), g(x, η′, z) and h(x, η′) ∈ B∞(Rn+ × Rn−1) and that g is analytic near zj+. Then

we have∫
c(zj+)

eiσxn(z+ψ(x,η
′))g(x, η′, z){Dxp(I − L0(x, η

′, z))−1}h(x, η′) d−z

=

∫
c(zj+)

eiσxn(z+ψ)σxng(∂xpz
j
+)(I − L0(z))

−1h d−z

+

∫
c(zj+)

eiσxn(z+ψ){(∂zg)Rj0(DxpL0)(z
j
+) + gRj1(DxpL0)(z

j
+)}(I − L0(z))

−1h d−z

+

∫
c(zj+)

eiσxn(z+ψ)g(I − L0(z))
−1{(∂zDxpL0)(z

j
+))R

j
0h

+ (DxpL0)(z
j
+)R

j
1h}(I − L0(z))

−1 d−z (2.1)

where Rjp(x, η
′) (p = 0, 1, . . .) are the matrices in (i) of Lemma 2.1. In the above integrals

the path c(zj+) can be changed with c+ if g is analytic on the area [c+] surrounded by c+
and is equal to 0 at z = zl+ for every l ̸= j.

By Theorem 2.2 we obtain immediately the following corollary.

Corollary 2.3. Let c(zj+) be the path in Theorem 2.2 and let ψ, g and h be the

functions in the same theorem. We define the differential operators Bjxp
and B̃jxp

for

g(x, η′, z) and h(x, η′) respectively by

Bjxp
g = Dxpg + (∂zg)R

j
0DxpL0(z

j
+) + gRj1DxpL0,

B̃jxp
h = Dxph+ (∂zDxpL0)(z

j
+))R

j
0h+ (DxpL0)R

j
1h.

Then we have

Dxp

∫
c(zj+)

eiσxn(z+ψ(x,η
′))g(x, η′, z)(I − L0(x, η

′, z))−1h(x, η′) d−z

=

∫
c(zj+)

eiσxn(z+ψ)σ(∂xp(xnz
j
+ + xnψ))g(I − L0(z))

−1h d−z

+

∫
c(zj+)

eiσxn(z+ψ){(Bjxp
g)(I − L0(z))

−1h+ g(I − L0(z))
−1B̃jxp

h} d−z.

In the above integrals the path c(zj+) can be changed with c+ if g is analytic on [c+] and
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g(z), Blxp
g(z) are equal to 0 at z = zl+ for every l ̸= j.

Proof of Theorem 2.2. Noting that Dxp(I − L0(x, η
′, z))−1 = (I − L0(z))

−1

(DxpL0(z))(I − L0(z))
−1, by the expansion in (i) of Lemma 2.1 we have

Dxp(I − L0(z))
−1 = (z − zj+)

−2Rj0(DxpL0)(z
j
+)R

j
0

+ (z − zj+)
−1{Rj0(DxpL0)(z

j
+)R

j
1 +Rj1(DxpL0)(z

j
+)R

j
0}+ · · ·

at z = zj+. (2.2)

This yields that∫
c(zj+)

eiσxn(z+ψ)g(z){Dxp(I − L0(z))
−1}h d−z

=

∫
c(zj+)

eiσxn(z+ψ)iσxng(I − L0(z))
−1(DxpL0)R

j
0h d

−z

+

∫
c(zj+)

eiσxn(z+ψ)((∂zg)R
j
0(DxpL0) + gRj1(DxpL0))(I − L0(z))

−1h d−z

+

∫
c(zj+)

eiσxn(z+ψ)g(I − L0(z))
−1((∂zDxpL0)R

j
0 + (DxpL0)R

j
1)h d

−z. (2.3)

Therefore, we obtain Theorem 2.2 if the leading terms of the right hands in (2.1) and

(2.2) coincide each other, i.e.,∫
c(zj+)

eiσxn(z+ψ)iσxng(I − L0(z))
−1(DxpL0)R

j
0h d

−z

=

∫
c(zj+)

eiσxn(z+ψ)iσxng (∂xpz
j
+)(I − L0(z))

−1h d−z.

Calculating the residues of the integrals, we see from (i) of Lemma 2.1 that the above

equality means

eiσxn(z
j
++ψ)iσxng(z

j
+)R

j
0(DxpL0)R

j
0h = eiσxn(z

j
++ψ)iσxng(z

j
+)∂xpz

j
+R

j
0h. (2.4)

Applying Dxp to the expansion in (i) of Lemma 2.1, we have

Dxp(I − L0(z))
−1 =

Dxpz
j
+

(z − zj+)
2
Rj0 +

1

z − zj+
DxpR

j
0 + · · · .

Comparing the terms of the order (z − zj+)
−2 in this expansion and (2.2), we have

Rj0(Dxp
L0)R

j
0 = ∂xp

zj+R
j
0.

Therefore, we get the equality (2.4) and obtain Theorem 2.2. The proof is complete. □

It seems that the first term in (2.1) is associated with the principal part. However,
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the term for the non-real root zj+ (j = k+ 1, . . . , d) becomes of lower order. This is seen

from (ii) of the following lemma.

Lemma 2.4. Let ψ(x, η′), g(x, η′, z) and h(x, η′) ∈ B∞(Rn+ ×Rn−1) and g be ana-

lytic on [c+] (the area surrounded by c+). Assume that z+ψ is real-valued or Im(z+ψ) ≥ δ

(xn ∈ J) with a constant δ > 0 at each pole of g(z)(I − L0(z))
−1. Then we obtain the

following (i)–(iii) (xn ∈ J).

(i) Op[
∫
c+
eiσxn(z+ψ)g(z)(I −L0(z))

−1h d−z] is a bounded operator from Hs to Hs,s for

any non-negative integer s.

(ii) Let cI+ be a small path surrounding only all the poles with Im(z+ψ) ≥ δ. Then we

obtain for any positive integer m∣∣∣∣ ∫
cI+

eiσxn(z+ψ)xmn g(z)(I − L0(z))
−1h d−z

∣∣∣∣ ≤ Cm(σ + 1)−m (σ > 0).

(iii) Let cI+ be the path in the above (ii). Then, Op[
∫
cI+
eiσxn(z+ψ)xmn g(z)(I − L0(z))

−1

h d−z] is a bounded operator from Hs to Hs,s+m. Here, the path cI+ can be changed

with c+ if g is analytic on [c+] and equal to 0 at all the poles outside [cI+].

Proof. At all the poles in [cI+] we have

|eiσxn(z+ψ)xmn σ
m| ≤ (σxn)

me−δσxn ≤ Cm.

(ii) of the lemma follows from this inequality.

Let Sm̃1,0 be the symbol class with the weight function <σ, ξ′> = (σ2 + |ξ′|2)1/2 (cf.

Section 1 in Chapter 2 of Kumano-go [3]); i.e. ‘p(x′, σ, ξ′) ∈ Sm̃1,0’ means that for any α

and β

|∂αx′∂
β
(σ,ξ′)p(x

′, σ, ξ′)| ≤ Cα,β<σ, ξ
′>

m̃−|β|
. (2.5)

For p(x′, σ, ξ′) ∈ Sm̃1,0 we define the pseudo-differential operator by p(x′, Dt, Dx′)f =∫ ∫
eitσ+ix

′ξ′ p(x′, σ, ξ′)f̂(σ, ξ′) d−σ d−ξ′. If p(x′, σ, ξ′) ∈ Sm̃1,0, we have

∥p(x′, Dt, Dx′)f∥Hs ≤ Cs∥f∥Hm̃+s (2.6)

(cf. Theorem 2.7 in Chapter 3 of Kumano-go [3]). We set

q(x′, xn, σ, ξ
′)

=

∫
cI+

eiσxn(z+ψ(x,ξ
′/σ))xmn g(x, ξ

′/σ, z)(I − L0(x, ξ
′/σ, z))−1h(x, ξ′/σ) d−zχ(x, σ, ξ′/σ),

where we take the cutoff function χ so that χ(x, σ, η′) = 0 for σ < 1/2. Then, tak-

ing the residues in [cI+], we see from (ii) of Lemma 2.4 that ∂lxn
q(x, σ, ξ′) belongs to

C0(J ;S−m+l
1, 0 )(l = 0, 1, . . . , s) since the inequality C−1<σ, ξ′>

m̃ ≤ σm̃ ≤ C<σ, ξ′>
m̃

holds for (σ, ξ′) satisfying χ(x, σ, ξ′/σ) ̸= 0. Therefore, using (2.6), we have
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∥∂lxn
q(x′, xn, Dt, Dx′)f∥Hs+m−l ≤ C∥f∥Hs .

Furthermore, ∂lxn
Op[

∫
cI+
eiσxn(z+ψ)xmn g(z)(I−L0(z))

−1h d−z]f is equal to ∂lxn
q(x′, xn, Dt,

Dx′)f . Hence, we obtain (iii) of Lemma 2.4 when the integral is of the form
∫
cI+

· · · d−z.
If g(z) = 0 at all the poles outside [cI+], it is obvious that

∫
cI+
eiσxn(z+ψ)xmn g(z)(I −

L0(z))
−1h d−z =

∫
c+
eiσxn(z+ψ)xmn g(z)(I −L0(z))

−1h d−z. Therefore all the statements in

(iii) are obtained.

Let us verify (i) of Lemma 2.4. We have Op[
∫
c+
eiσxn(z+ψ)g(z)(I −L0(z))

−1h d−z] =

Op[
∫
cI+
eiσxn(z+ψ)g(z)(I − L0(z))

−1h d−z] +
∑k̃
j=1 Op[eiσxn(z̃

j+ψ)g(z̃j)R̃jh], where z̃j are

the poles outside [cI+] and R̃j = Resz=z̃j (I − L0(z))
−1. We have shown that

Op[
∫
cI+
eiσxn(z+ψ)g(z)(I − L0(z))

−1h d−z] is bounded from Hs to Hs,s. Op[eiσxn(z̃
j+ψ)

g(z̃j) R̃jh]f is of the form∫ ∫
eitσ+ix

′ξ′+iσxn(z̃
j+ψ(x,ξ′/σ))g(z̃j)R̃jhχ(x, σ, ξ′/σ)f̂(σ, ξ′) d−σ d−ξ′.

This is a Fourier integral operator on Rt × Rn−1
x′ with the phase function (with the

parameter xn ∈ J)

ϕ(t, x, σ, ξ′) = tσ + x′ξ′ + σxn(z̃
j(x, ξ′/σ) + ψ(x, ξ′/σ)),

and the symbol g(z̃j)R̃jhχ belongs to S0
1,0. We can check that the function ϕ(t, x, σ, η′)

satisfies the conditions for the real-valued phase functions stated in Kumano-go [3] (cf.

Definition 1.2 in Chapter 10) if the interval J is small enough. Therefore, by Theorem

2.3 in Chapter 10 of [3], we obtain

∥Op[eiσxn(z̃
j+ψ)g(z̃j)R̃jh]f∥Hs ≤ C∥f∥Hs .

We can confirm the similar property for ∂lxn
Op[eiσxn(z̃

j+ψ)g(z̃j)R̃jh] also. Thus (i) is

proved. The proof is complete. □

The principal part of the asymptotic solution in Theorem 1 can be made by super-

posing the forms Op[
∫
c+
eiσxn(z+φ

j)g̃j0(I − L0(z))
−1h̃j0 d

−z]f (j = 1, . . . , d). This proof is

based on Theorem 2 in Introduction (Section 1). Theorem 2 follows from the following

theorem.

Theorem 2.5. Let (x̃′, η̃′) be non-glancing. Then in a neighborhood U of (x̃′, 0, η̃′)

we have

d∑
j=1

{Resz=zj+(I − L0(x, η
′, z))−1}Cn = Cn for (x, η′) ∈ U,

i.e., for any v ∈ Cn there exist vj ∈ {Resz=zj+(I − L0(x, η
′, z))−1}Cn such that v =∑d

j=1 vj.
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Let us note that this theorem is equivalent to (1.5) (cf. (ii) of Lemma 2.1 also).

Proof of Theorem 2.5. Let v ∈ Cn be orthogonal to
∑d
j=1{Resz=zj+(I −

L0(x, η
′, z))−1}Cn. To prove Theorem 2.5, we have only to show that v = 0. De-

note the residues of (I − L0(z))
−1 at z = zj± by Rj± (j = 1, . . . , d). Note that Rj+ = Rj0

(j = 1, . . . , d) and that Rj± = (∂ξnλj(z
j
±))

−1P j± (j = 1, . . . , k), where P j± are the orthog-

onal projections to the eigenspaces of the eigenvalues λj(z
j
±) (cf. (iii) in Lemma 2.1). By

calculation of the residue at z = ∞, for large r > 0 we have

d∑
j=1

(zj+)
lRj+ +

d∑
j=1

(zj−)
lRj− =

∫
|z|=r

zl(I − L0(z))
−1 d−z

= 0 (when l = 0), = −a−1
nn (when l = 1), (2.7)

where ann is the coefficient of D2
xn

in L0(x,Dx).

Since t(I − L0(x, z))−1 = (I−L0(x, z))
−1 for j = k+1, . . . , d, it follows that tRj− =

−Rj+ for j = k + 1, . . . , d. Hence, noting that v is orthogonal to Rj+Cn for j = 1, . . . , d,

we have (Rj+v, v) = 0 for j = 1, . . . , d and (Rj−v, v) = (v, tRj−v) = 0 for j = k + 1, . . . , d.

Combining this and (2.7), we get

k∑
j=1

(Rj−v, v) = 0,
k∑
j=1

zj−(R
j
−v, v) = −(a−1

nnv, v). (2.8)

The first equality in (2.8) means that
∑k
j=1(∂ξnλj(z

j
−))

−1(P j−v, v) = 0. All the terms in

this sum are non-negative since ∂ξnλj(z
j
−) > 0 (j = 1, . . . , k). Hence, (Rj−v, v) = 0 holds

for j = 1, . . . , k. Therefore, using the second equality in (2.8), we have (a−1
nnv, v) = 0,

which yields v = 0. Thus the theorem is proved. □

At the end of this section we prove Theorem 2 in Introduction (Section 1).

Proof of Theorem 2. Let nj be the dimension of Rj+(x̃
′, 0, η̃′)Cn and take

ejl ∈ Cn (l = 1, . . . , nj) such that {Rj+(x̃′, 0, η̃′)e
j
l }l=1,...,nj are bases in Rj+(x̃

′, 0, η̃′)Cn.
Then, Theorem 2.5 means that {Rj+(x̃′, 0, η̃′)e

j
l | j = 1, . . . , d, l = 1, . . . , nj} ex-

pands Cn. Therefore, if the number of {Rj+e
j
l } is equal to n (i.e. n =

∑d
j=1 n

j),

{Rj+e
j
l } are linearly independent. For the real roots zj+ (i.e. j = 1, . . . , k) we have

nj = mult[zj+] (cf. Remark 2.4 in [6]), and mult[zj+] = mult[zj−] by (A.4). Fur-

thermore, the same equalities for j = k + 1, . . . , d follow from (A.5). Therefore,

noting that
∑d
j=1 mult[zj+] +

∑d
j=1 mult[zj−] = 2n, we have

∑d
j=1 n

j = n. Hence,

H(x, η′) = (R1
+(x, η

′)e11, · · · , R1
+(x, η

′)e1n1 , · · · , Rd+(x, η′)ed1, · · · , Rd+(x, η′)ednd) is an n×n
matrix and {Rl+(x̃′, 0, η̃′)e

j
l } are linearly independent, which yields that det H(x, η′) ̸= 0

for any (x, η′) ∈ U (if U is small enough).

H(x, η′) is rewritten in the form H(x, η′) =
∑d
j=1R

j
+(x, η

′)(0, · · · , ej1, · · · , e
j
nj ,

0, · · · , 0). Multiply this equality by H(x, η′)−1 from right hand. And set Gj(x, η′) =

(0, · · · , ej1, · · · , e
j
nj , 0, · · · , 0)H(x, η′)−1. Then we have
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d∑
j=1

Rj+(x, η
′)Gj(x, η′) = I. (2.9)

This yields that
∑d
j=1

tGj(x, η′)Rj+(x, η
′) = I since Rj+(x, η

′) is symmetric. Thus Theo-

rem 2 is obtained. □

3. Basic examination for the construction of the solutions.

In this section we examine the forms of Op[
∫
c+
eiσxn(z+ψ)g(z)(I −L0(z))

−1h d−z] for

differentiation in xj , where g(z) is analytic on [c+] (the area surrounded by c+). Let

(x, η′) move in an open set U = U ′
(x′,η′) × Jxn .

For a while we restrict the path c+ in Op[
∫
c+

· · · d−z] to a small path c(zl+) surround-

ing only the root zl+ (l = 1, . . . , d).

Theorem 3.1. Let g(x, η′, z) and h(x, η′) be n× n matrices (∈ B∞(U)) and g be

analytic in z near z = zl+. Let ψ(x, η′) be a scalar-valued function (∈ B∞(U)). For

p = 1, . . . , n we set

ap =

n∑
q=1

(apq + aqp)(ηq + xn∂xq (z
l
+ + ψ)), ηn = zl+ + ψ.

Let Blxp
and B̃lxp

be the operators in Corollary 2.3. Then we have

(D2
t − L(x,Dx))Op

[ ∫
c(zl+)

eiσxn(z+ψ)g(x, η′, z)(I − L0(x, η
′, z))−1h(x, η′) d−z

]
f

= Op

[ ∫
c(zl+)

eiσxn(z+ψ){I − L0(x, η + xn∂x(z
l
+ + ψ))}g(I − L0(x, η

′, z))−1h d−zσ2

]
f

−Op

[ ∫
c(zl+)

eiσxn(z+ψ)
n∑
p=1

ap{g(I − L0(z))
−1B̃lxp

h+ (Blxp
g)(I − L0(z))

−1h} d−zσ
]
f

−Op

[ ∫
c(zl+)

eiσxn(z+ψ)L⟨g(z)(I − L0(z))
−1h⟩ d−z

]
f,

where L⟨g(I−L0(z))
−1h⟩ =

∑n
p,q=1 apq{(Blxp

Blxq
g)(I−L0)

−1h+(Blxp
g)(I−L0)

−1B̃lxq
h+

(Blxq
g)(I − L0)

−1B̃lxp
h + g(I − L0)

−1B̃lxp
B̃lxq

h} +
∑n
p=1 bp{(Blxp

g)(I − L0)
−1h + g(I −

L0)
−1B̃lxp

h}+ b0g(I − L0)
−1h.

Proof. By Corollary 2.3 we have

DxpDxq

∫
c(zl+)

eiσxn(z+ψ)g(z)(I − L0(z))
−1h d−z

=

∫
c(zl+)

eiσxn(z+ψ)σ2{∂xp
(xnz

l
+ + xnψ)∂xq

(xnz
l
+ + xnψ)}g(z)(I − L0(z))

−1h d−z
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+

∫
c(zl+)

eiσxn(z+ψ)σ{∂xp(xnz
l
+ + xnψ)Bxqg + ∂xq (xnz

l
+ + xnψ)Bxpg

+ (Dxp∂xq (xnz
l
+ + xnψ))g}(I − L0(z))

−1h d−z

+

∫
c(zl+)

eiσxn(z+ψ)σg(I − L0(z))
−1{∂xp(xnz

l
+ + xnψ)B̃xqh

+ ∂xq (xnz
l
+ + xnψ)B̃xph} d−z

+

∫
c(zl+)

eiσxn(z+ψ){(BxpBxqg)(I − L0(z))
−1h+ (Bxpg)(I − L0(z))

−1B̃xqh

+ (Bxqg)(I − L0(z))
−1B̃xph+ g(I − L0(z))

−1B̃xpB̃xqh} d−z.
(3.1)

(D2
t − L)Op[

∫
eiσxn(z+ψ) · · · d−z] is of the form Op[σ2

∫
eiσxn(z+ψ) · · · d−z] −

∑n
p,q=1 apq

Op[(η̃p+Dxp)(η̃q+Dxq )
∫
eiσxn(z+ψ) · · · d−z]−

∑n
p=1 bpOp[(η̃p+Dxp)

∫
eiσxn(z+ψ) · · · d−z]−

b0 Op[
∫
eiσxn(z+ψ) · · · d−z], where η̃j = ηj for j = 1, . . . , n− 1 and η̃n = 0.

Combining this with (3.1) and Corollary 2.3, we see that when applying (D2
t −L) to

Op[
∫
c(zl+)

eiσxn(z+ψ)g(z)(I −L0(z))
−1h d−z]f , the terms with the order σ2 are of the form

Op[
∫
c(zl+)

eiσxn(z+ψ)σ2{I−L0(x, η+xn∂x(z
l
++ψ))}g(z)(I−L0(x, η

′, z))−1h d−z]f , where

η = (η′, zl+ + ψ). Furthermore, selecting the terms with the order σ1, we can assemble

them into the form Op[
∑n
q=1

∫
c(zl+)

eiσxn(z+ψ)σ(apq+aqp)(ηq+xn∂xq (z
l
++ψ)){Bxpg(I−

L0(z))
−1h + g(I − L0(z))

−1B̃xph + (Dxp∂xq (xnz
l
+ + xnψ))g(I − L0(z))

−1h} d−z]f . The

terms with the order σ0 can also be done similarly. Thus Theorem 3.1 is obtained. □

We employ the function ρj(x, η′, z) =
∏
l ̸=j(z

j
+ − zl+)

−3(z − zl+)
3. ρj(z) is analytic

on [c+] and satisfies

ρj(x, η′, zj+) = 1, ∂α(x,z)ρ
j(x, η′, zl+) = 0 for every l ̸= j and |α| ≤ 2. (3.2)

Let us note that if g(z) is of the form ρj(z)g̃(z) for an analytic function g̃(z) near

[c+], we have ∂αx
∫
c+
eiσxn(z+ψ)g(z)(I − L0(z))

−1h d−z = ∂αx
∫
c(zj+)

eiσxn(z+ψ)g(z)(I −

L0(z))
−1h d−z (|α| ≤ 2). Furthermore, if g(z) = ρj(z)g̃(z) and Im(zj+ + ψ) ≥ δ (> 0),

Op[
∫
c+
eiσxn(z+ψ)xmn g(z) (I − L0(z))

−1h d−z] is a bounded operator from Hs to Hs,s+m

(s = 0, 1, 2, . . .) (cf. (iii) of Lemma 2.4).

For j, l = 1, . . . , d we set

ψjl(x, η′) = zj+(x, η
′) + φj(x, η′)− zl+(x, η

′) (3.3)

where φj is a C∞ function with φj |xn=0 = 0 (determined later). Let us note that

(z+ψjl)|z=zl+ is equal to zj+ +φj and independent of l. Furthermore, ap in Theorem 3.1

also does not depend on l if ψ = ψjl. Let M l be the matrix in Theorem 2 and set

gl(x, η′, z) = ρl(x, η′, z)M l(x, η′), l = 1, . . . , d. (3.4)
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Applying Theorem 3.1 with ψ = ψjl and g = gl, we obtain the following corollary

since (D2
t − L)Op[

∫
c+
eiσxn(z+ψ

jl)gl(I − L0(z))
−1h d−z] = (D2

t − L)Op[
∫
c(zl+)

eiσxn(z+ψ
jl)

gl(I − L0(z))
−1h d−z].

Corollary 3.2. Let ψ = ψjl and g = gl be the functions in (3.3) and (3.4)

respectively. Then there exist a first-order operator
∑n
p=1 apDxp + b (b ∈ B∞) and a

second-order operator L(x,Dx) such that

(D2
t − L(x,Dx))

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl)gl(x, η′, z)(I − L0(x, η

′, z))−1h(x, η′) d−z

]
f

= Op[eiσxn(z
j
++φj){I − L0(x, η

′ + xn∂x′(zj+ + φj), zj+ + φj + xn∂xn(z
j
+ + φj))}hσ2]f

−Op

[
eiσxn(z

j
++φj)

( n∑
p=1

apDxp + b

)
hσ

]
f −Op[eiσxn(z

j
++φj)Lh]f. (3.5)

Proof of Corollary 3.2. Combining Theorem 3.1 and Lemma 2.1, we have

(D2
t − L(x,Dx))

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl)gl(x, η′, z)(I − L0(x, η

′, z))−1h(x, η′) d−z

]
f

= Op

[
eiσxn(z

j
++φj){I − L0(x, η

′ + xn∂x′(zj+ + φj), zj+ + φj + xn∂xn(z
j
+ + φj))}

d∑
l=1

gl(zl+)R
l
0h σ

2

]
f

−Op

[
eiσxn(z

j
++φj)

n∑
p=1

ap

d∑
l=1

{gl(zl+)Rl0B̃lxp
h+ (Blxp

gl)Rl0h}σ
]
f

−Op

[
eiσxn(z

j
++φj)

d∑
l=1

∫
c+

L⟨gl(z)(I − L0(z))
−1h⟩ d−z

]
f.

Therefore, we obtain Corollary 3.2 since
∑d
l=1 g

l(zl+)R
l
0 = I (cf. (3.4) and Theorem 2)

and B̃lxp
= Dxp + (DxpL0)R

l
1. □

Let η̃j(x, η′) and z̃j+(x, η
′) be C∞ functions satisfying{

det[I − L0(x, η̃
j(x, η′), z̃j+(x, η

′))] = 0,

η̃j(x′, 0, η′) = η′ and z̃j+(x
′, 0, η′) = zj+(x

′, 0, η′).
(3.6)

When zj+ is real (i.e., j = 1, . . . , k), we take η̃j and z̃j+ trivially so that η̃j(x, η′) = η′

and z̃j+(x, η
′) = zj+(x, η

′). The choice of η̃j and z̃j+ is meaningful only in the case of the

non-real zj+.

We decompose Cn orthogonally into Ker[I − L0(x, η̃
j(x, η′), z̃j+(x, η

′))] (≡ Kj) and

the orthogonal complement K⊥
j . Let P

j(x, η′) be the orthogonal projection to Kj . Then

(I − P j) becomes the one to K⊥
j . For the construction of the asymptotic solution,
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we determine {hjm}m=0,1,... by an inductive step for the parts (I − P j)hj0 (= 0), P jhj0,

(I − P j)hj1, P
jhj1, · · · . The following lemma plays a basic role in this step.

Lemma 3.3. Set L̃j(x, η′) = L0(x, η̃
j(x, η′), z̃j+(x, η

′)) ((x, η′) ∈ U). Then the

following linear operator is non-degenerate.

(I − P j(x, η′))(I − L̃j(x, η′))(I − P j(x, η′)) : K⊥
j → K⊥

j .

Proof. Let n⊥ = dimK⊥
j . Since

tL0 = L0 and (I−L̃j)P j = 0, we have tP j = P j

and P j(I − L̃j) = t((I − L̃j)P j) = 0, which yields that rank[(I − P j)(I − L̃j)(I −
P j)] = rank[(I − L̃j)(I − P j)]. Hence, we have only to shows that dim[(I − L̃j)(I −
P j)Cn] ≥ n⊥. If not, there exist vectors e1, . . . , en⊥ linearly independent in K⊥

j such

that (I − L̃j)e1, . . . , (I − L̃j)en⊥ are linearly dependent. From the linear dependence, it

holds that
∑n⊥

l=1 cl(I − L̃j)el = 0 for some numbers cl with a cl̃ ̸= 0. This means that

(I− L̃j)(
∑n⊥

l=1 clel) = 0. Therefore, we have (
∑n⊥

l=1 clel) ∈ Kj , and namely, (
∑n⊥

l=1 clel) ∈
Kj ∩K⊥

j = {0}. This is not consistent with the linear independence of e1, . . . , en⊥ . Thus

the lemma is proved. □

4. Construction of the surface waves.

In this section, following the examinations in the previous section, we construct

the asymptotic solutions corresponding to the surface wave, i.e., to the residues at the

non-real roots zj+ (j = k + 1, . . . , d). The construction is performed by determining

the series hjm(x, η′) (∈ B∞(Rn+ × Rn−1)) in the operator Op[
∫
c+
eiσxn(z+ψ

jl)gl(z)(I −
L0(z))

−1hjmσ
−m d−z] inductively in m = 0, 1, 2, . . . for each j, where gl is the function

defined in (3.4). The procedure is similar to the one for the Poisson operator, and is

the same essentially as in Section 4 in Chapter VIII of Taylor [7]. Let the assumptions

(A.1)–(A.3) in Introduction be satisfied and (A.4) and (A.5) be done in U = U ′
(x′,η′)×Jxn .

We choose φj(x, η′) in (3.3) so that{
det[I − L0(x, η

′ + xn∂x′(zj+ + φj), zj+ + φj + xn∂xn(z
j
+ + φj))] = O(x∞n ),

φj |xn=0 = 0
(4.1)

in U , where O(x∞n ) means that O(x∞n ) ∈ B∞(U × J) and |O(x∞n )| ≤ CNx
N
n (xn ∈ J) for

any positive integer N .

This choice is guaranteed by existence of a function φ̃ satisfying{
∂xn φ̃− zj+(x, ∂x′ φ̃) = O(x∞n ),

φ̃|xn=0 = x′η′
(4.2)

in U . In fact, we can solve this equation (cf. Lemma 3.2 in Soga [6] or Section 4 in

Chapter VIII of Taylor [7]), and can get φj by setting φj = (φ̃− x′η′)x−1
n − zj+.

Let z̃j+(x, η
′) = zj+(x, η

′ + xn∂x′(zj+(x, η
′) + φj(x, η′))) and set

L̃j0(x, η
′) = L0(x, η

′ + xn∂x′(zj+ + φj), z̃j+). (4.3)
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Then, it follows obviously that det(I − L̃j0(x, η
′)) = 0 for (x, η′) ∈ U .

Lemma 4.1. Let L̃j0(x, η
′) be the matrix defined by (4.3). Then we have for (x, η′)

∈ U

L̃j0(x, η
′)− L0(x, η

′ + xn∂x′(zj+ + φj), zj+ + φj + xn∂xn(z
j
+ + φj)) ≡ 0 mod x∞n . (4.4)

Proof. We can write det[I − L0(x, η
′ + xn∂x′(zj+ + φj), z)] = (z − z̃j+)

αj

γ(z)

(αj = mult[z̃j+]) with γ(z̃
j
+) ̸= 0. This yields that z− z̃j+ = {det(I−L0(x, η

′+xn∂x′(zj++

φj), z))γ(z)−1}1/αj

near z = z̃j+. Putting z = zj+ + φj + xxn∂xn(z
j
+ + φj), we have

(zj+ +φj + xn∂xn(z
j
+ +φj))− z̃j+ = O(x∞n ) since det[I −L0(x, η

′ + xn∂x′(zj+ +φj), zj+ +

φj+∂xn(z
j
++φ

j)z)] = O(x∞n ) (cf. (4.1)). From the definition of L̃j0(x, η
′) it can be written

that L̃j0(x, η
′)−L0(x, η

′+xn∂x′(zj++φj), zj++φj+xn∂xn(z
j
++φj)) = Q(x, η′){(zj++φj+

xn∂xn(z
j
++φj))− z̃j+} for some C∞ function Q(x, η′). Hence, we obtain Lemma 4.1. □

The main result in this section is the following theorem.

Theorem 4.2. Let (x̃′, η̃′) be non-glancing and take a sufficiently small neighbor-

hood U ′ of (x̃′, η̃′). Let J be small enough. We define ψjl by (3.4) with φj in (4.1) and

gl (l = 1, . . . , d) by (3.4). Then, for each j = k + 1, . . . , d there exist matrices hjm(x, η′)

∈ B∞(Rn+ ×Rn−1) (m = 0, 1, . . .) and a neighborhood Ũ ′ (⊂ U ′ ) of (x̃′, η̃′) such that the

operators

Rj
N =

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl)gl(I − L0(z))

−1
N∑
m=0

hjmσ
−m d−z

]
satisfy the following (i)–(iii) for any non-negative integer N .

(i) (D2
t − L(x,Dx))Rj

N is a bounded operator from Hs to Hs−2,s+N−1 (s = 2, 3, . . .).

(ii) Each column of hjm|xn=0 (m = 0, 1, . . .) can be chosen arbitrarily in the space

Kj |xn=0 for (x′, η′) ∈ Ũ ′, where Kj = Ker[I − L̃j0(x, η
′)].

(iii) For any f ∈ H0 and N ≥ 0, (Rj
Nf)(t, x) is C

∞-smooth if xn > 0.

Proof. Setting hj−2 = hj−1 = 0, by Corollary 3.2 and Lemma 4.1 we can write

(D2
t − L(x,Dx))Rj

Nf

= Op

[
eiσxn(z

j
++φj)

{ N∑
m=0

(P j(I − L̃j0)(I − P j)hjm + (I − L̃j0)P
jhjm +O(x∞n )hjm)σ−m+2

+
N−1∑
m=−1

(
(I − P j)(I − L̃j0)(I − P j)hjm+1

− (I − P j)

( n∑
p=1

apDxp + b

)
hjm − (I − P j)Lhjm−1

)
σ−m+1
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−
N∑
m=0

(
P j

( n∑
p=1

apDxp + b

)
P jhjm

+ P j
( n∑
p=1

apDxp + b

)
(I − P j)hjm + P jLhjm−1

)
σ−m+1

−
(
(I − P j)

( n∑
p=1

apDxp + b

)
hjN + (I − P j)LhjN−1

)
σ−N+1 − LhjNσ

N

}]
f.

(4.5)

In view of the equality P j(I− L̃j0) = (I− L̃j0)P j = 0 and (ii) of Lemma 2.4, we have only

to choose {hjm} so that the above summations of the orders −m and −m + 1 in σ are

eliminated in the right hand of the equality (4.5). This is reduced to solving the linear

algebraic equation

(I − P j(x, η′))(I − L̃j0(x, η
′))(I − P j(x, η′))h = (I − P j(x, η′))h̃ (4.6)

for any given h̃ ∈ Cn and the differential equationP
j

( n∑
p=1

apDxp + b

)
P jh = P j h̃,

P jh|xn=0 = P j f̃ |xn=0 for (x′, η′) ∈ U ′

(4.7)

for any given h̃ ∈ B∞ and with any boundary value P j f̃ |xn=0.

Lemma 3.3 guarantees the solvability of (4.6). Let us consider (4.7). We take

orthogonal bases {el(x, η′)}l=1,...,nj in Kj . Here we can assume that el(x, η
′) ∈ B∞(Rn+×

Rn−1). Set e = (e1, . . . , enj ). Expressing vectors in Kj by linear combination of the bases

{el}l=1,...,nj (i.e., using the local coordinates: Cnj ∋ w = t(w1, . . . , wnj ) 7→ ew (∈ Kj)),

we transform the equation (4.7) into the equation
n∑
p=1

teapeDxpw + b′w = teh̃,

w|xn=0 = tef̃ ,

(4.8)

where b′ =
∑n
p=1

te apDxpe+ b. Since Im(anv, v)|xn=0 = 2(Im zj+)(annv, v)|xn=0 (cf. the

definition of an in Theorem 3.1) and inf(x′,η′)∈U ′ Im zj+|xn=0 > 0, the coefficient teane in

(4.8) is a non-degenerate matrix. Therefore, we can solve (4.8) modulo x∞n in the same

way as Taylor [6] did (cf. Section 4 in Chapter VIII). Thus we can determine (I −P j)hj0
(= 0), P jhj0, (I − P j)hj1, P

jhj1, . . . inductively. Hence, Theorem 4.2 is obtained. □

5. Construction of the body waves and proof of Theorem 1.

In this section we construct the asymptotic solutions
∑d
l=1 Op[

∫
c+
eiσxn(z+ψ

jl)gl(I−
L0(z))

−1
∑∞
m=0 h

j
mσ

−m d−z] corresponding to the body waves, i.e., to the residues at

the real roots zj+ (j = 1, . . . , k). Furthermore, we prove Theorem 1 in Introduction
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(Section 1). The procedure of the construction is similar to the case of the surface waves

(in Section 4). However, we need to solve the equations for hjm exactly, not ‘modulo x∞n ’,

and also the equation for P jhjm is of the different type.

Fix j (= 1, . . . , k), and for l = 1, . . . , d set

ψjl(x, η′) = zj+(x, η
′) + φj(x, η′)− zl+(x, η

′).

Here, φj is chosen so that it satisfies exactly the equations det{I−L0(x, η
′+xn∂x′(zj++

φj), zj+ +φj + xn∂xn(z
j
+ +φj))} = 0 and φj |xn=0 = 0. Existence of this φj is reduced to

solvability of the equation{
∂xnψ − zj+(x, ∂x′ψ) = 0, xn ∈ J,

ψ|xn=0 = x′η′.
(5.1)

Here, let us note that zj+(x, η
′) can be assumed to be real-valued and to belong to

B∞(Rn+ × Rn−1) since mult[zj+(x, η
′)] (= mult[λj(x, η

′, zj+(x, η
′)]) is constant in a small

neighborhood U = U ′
(x′,η′)×Jxn . By the Hamiton–Jacobi method we can solve the equa-

tion (5.1) exactly (not modulo x∞n ) (e.g., cf. Theorem 4.1 in Chapter 10 of Kumano-go

[3]) and get the required φj by setting φj = (ψ − x′η′)x−1
n − zj+.

Defining ψjl and φj in the way stated above and gl by (3.4), we obtain the following

theorem.

Theorem 5.1. Let (x̃′, η̃′) be non-glancing and take a sufficiently small neighbor-

hood U ′ of (x̃′, η̃′). Let Jxn = [0, r] be small enough. Then, for each j = 1, . . . , k there

exist matrices hjm(x, η′) ∈ B∞(Rn+ ×Rn−1) (m = 0, 1, . . .) and a neighborhood Ũ ′ (⊂ U ′)

of (x̃′, η̃′) such that the operator

Rj
N =

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl)gl(I − L0(z))

−1
N∑
m=0

hjmσ
−m d−z

]
satisfies the following (i) and (ii) for any non-negative integer N .

(i) (D2
t − L(x,Dx))Rj

N is a bounded operator from Hs to Hs−2,s+N−1 (s = 2, 3, . . .).

(ii) Each column of hjm|xn=0 (m = 0, 1, . . .) can be chosen arbitrarily in the space

Kj |xn=0 for (x′, η′) ∈ Ũ ′, where Kj = Ker[I −L0(x, η
′ +xn∂x′(zj+ +φj), zj+ +φj +

xn∂xn(z
j
+ + φj))].

Proof. We reform (D2
t − L)Rj

Nf in the same way as (4.5) in Section 4. In the

case of Theorem 5.1, we define L̃j(x, η′) in Lemma 3.3 so that L̃j(x, η′) = L0(x, η
′ +

xn∂x′(zj+ + φj), zj+ + φj + xn∂xn(z
j
+ + φj)) (cf. (4.3)). This is because the equation

(5.1) is solved exactly (not ‘mod x∞n ’) (cf. (4.2)). Therefore, the term O(x∞n ) in (4.5) is

dropped in this case.

We determine (I − P j)hj0 (= 0), P jhj0, (I − P j)hj1, P
jhj1, . . . inductively by solving

the equations corresponding to (4.6) and (4.7). The idea of this procedure is the same
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essentially as in Lax [4]. The treatment for (I − P j)hjm is the same that for Theorem

4.1. However, P jhjm is determined differently.

Taking orthonormal bases e1, . . . , enj in Kj = Ker(I − L̃j) in the same way as for

the equation (4.7), we transform the equations for P jhjm into the following form.
n∑
p=1

teapeDxpw + b′w = teh̃,

w|xn=0 = tef̃ ,

(5.2)

where e = (e1, . . . , enj ). This equation is of the real symmetric type. If the coefficient
teane is non-degenerate, we get the solution of (5.2) for any f̃ and h̃ by the method in

Friedrichs [1]. This non-degeneracy is guaranteed by Lemma 5.2 below. Therefore, we

obtain Theorem 5.1 by the same procedure as for Theorem 4.1. □

The coefficient an in (5.2) is of the form
∑n
p=1(apn + anp)ηp|xn=0 at xn = 0 (see

the definition of an in Theorem 3.1). The following lemma means that tē ane|xn=0 is

non-degenerate.

Lemma 5.2. Let (x′, η′) be in U ′. Then, for j = 1, . . . , k the following linear

operator is non-degenerate.

n∑
p=1

(apn + anp)ηp|xn=0 : Kj |xn=0 → Kj |xn=0 (ηn = zj+).

Proof. Let z (∈ R) move near zj+ and let P (z) be the orthogonal projection to

the eigen-space of the eigen-value λj(x
′, 0, z). Then it follows that

P (z)(I − L0(z))P (z) = (1− λj(z))P (z).

Differentiating this equality in z, we have

(∂zP )(I − L0)P + P
n∑
p=1

(apn + anp)ηpP + P (I − L0)∂zP = −(∂zλj)P + (1− λj)∂zP,

where ηn = z. Noting that P (zj+)(I − L0(z
j
+)) = (I − L0(z

j
+))P (z

j
+) = (1 −

λj(z
j
+))P (z

j
+) = 0, we obtain

P (zj+)
n∑
p=1

(apn + anp)ηpP (z
j
+) = −(∂zλj)(z

j
+)P (z

j
+).

Therefore, Lemma 5.2 is obtained since ∂zλj(z
j
+) ̸= 0. □

Let us prove Theorem 1 in Introduction (Section 1) at the end of this section.

Proof of Theorem 1. Let Rj
N be the operators Theorems 4.2 and 5.1. In these

theorems we have shown that (D2
t−L)R

j
N is a bounded operator fromHs toHs−2,s+N−1,
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and that each column of hjm|xn=0 in Rj
N can be chosen arbitrarily in Kj |xn=0. Let us

note that
∑d
j=1 R

j
Nf is of the form

∑d
j=1

∑d
l=1 Op[

∫
c+
eiσxn(z+ψ

jl(x,η′))gl(x, η′, z)(I −
L0(x, η

′, z))−1
∑N
m=0 h

j
m(x, η′)σ−m d−z]f .

Let Gj be the matrix in (2.9) (note that tGj is equal to M j in Theorem 2).

Since Rj0Cn|xn=0 = Kj |xn=0 (Rj0 = Resz=zj+
(I − L(z))−1), each column of the ma-

trix Rj0G
j |xn=0 belongs to Kj |xn=0. Noting this, we choose hj0|xn=0 = Rj0G

j |xn=0

and hjm|xn=0 = 0 for m = 1, 2, . . .. Then, if WF[f ] is contained in {(t, x′, σ, ξ′) |
χ(x′, 0, σ, ξ′/σ) = 1, σ > 0}, by (2.9) we have

∑d
j=1 R

j
Nf |xn=0 = f mod C∞.

Theorem 4.2 shows that sing supp[Rj
Nf ] (j = k + 1, . . . , d) is only in the boundary

R1
t×Rn−1

x′ and is contained in sing supp[f ]. Furthermore, Theorem 6.2 in the next section

implies that if sing supp[f ] ⊂ {(t, x′) | t ≥ t0}, sing supp[Rj
Nf ] (j = 1, . . . , k) is contained

in {(t, x′, xn) | t ≥ t0 + εxn} for some positive constant ε. Hence, Rj
Nf (j = 1, . . . , k) is

outgoing.

Let us prove the last statement in Theorem 1; namely, we can reform the principal

part of Rj
N in the way stated in this theorem. As is stated in the proofs of Theorems 4.2

and 5.1, the matrices hjm (m = 0, 1, . . .) are determined through the inductive processes

for the terms (I −P j)hjm and P jhjm (m = 0, 1, . . .) with (I −P j)hj0 = 0, where P j is the

orthogonal projection to Kj . Hence, the principal part (= Rj
0) is of the form

Rj
0 = Op

[ d∑
l=1

eiσxn(z
l
++ψlj)gl(zl+)R

l
0h
j
0

]
= Op[eiσxn(z

j
++φj)P jhj0]

(cf. the choices of ψlj and gl(z), i.e., (3.3) and (3.4)). Noting that Kj = Rj0Cn, for the
orthonormal bases {ejl }l=1,...,nj in Kj we have vectors ẽjl such that ejl = Rj0ẽ

j
l . On the

other hand P j is expressed of the form P j = ej tēj = Rj0ẽ
j tēj , where ej = (ej1, . . . , e

j
nj )

and ẽj = (ẽj1, . . . , ẽ
j
nj ). Set

g̃j0(x, η
′, z) = ρj(x, η′, z)I, h̃j0(x, η

′) = ẽj(x, η′) te0(x, η′) hj0,

where ρj is the function (3.2). Then we have

Op

[ ∫
c+

eiσxn(z+φ
j)g̃j0(z)(I − L0(z))

−1h̃j0 d
−z

]
= Op[eiσxn(z

j
++φj)Rj0h̃

j
0] = Op[eiσxn(z

j
++φj)P jhj0],

which is equal to Rj
0. Thus the required form is obtained. □

6. Singularities of the solutions.

In this section we examine singularities of the outgoing solutions to the equa-

tion (1.1). Namely we estimate the wave front set (denoted by WF) of the solu-

tion u(x, t) by the wave front set of the (non-glancing) boundary value f(x′, t) (for

the definition of WF, see Section 3 in Chapter 10 of [3]). Let us note that, in gen-

eral, sing supp[f(X)] = {X | (X,Ξ) ∈ WF[f ] for some Ξ}. A series of the forms
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{
∑d
j=1 R

j
Nf}N=0,1,... constructed in the previous sections yields the asymptotic expan-

sion of the outgoing (genuine) solution u with the boundary value f when xn ∈ J .

Therefore, WF[u] in J is known by
∪∞
N=1

∑d
j=1 WF[Rj

Nf ]. As is described later, we can

construct operators Rj
∞ with the asymptotic expansion

∑N
m=0 Rj

m (N = 0, 1, . . .) such

that
∑d
j=1 Rj

∞f is equal to u modulo C∞ functions (cf. (6.3)). We note also that WF[u]

in {−∞ < t < t0 + δ} × Rn−1
x′ × {0 ≤ xn < ∞} (for some δ > 0) is estimated by Rj

∞
(i.e., Rj

N ).

WF[
∑d
j=1 R

j
Nf ] is determined only by Rj

Nf for j = 1, 2, . . . , k since Rj
Nf for j =

k + 1, . . . , d are C∞ smooth when xn > 0 (cf. Theorem 4.1). Taking the residues of

the Cauchy integral, we can rewrite Rj
Nf for j = 1, . . . , k to the forms of the Fourier

integral operators obtained in Soga [6]. On the other hand, the wave front sets for the

Fourier integral operators have been examined as general theories, e.g., see Section 5

of Kumano-go [3]. Hence, combining these general theories and the expressions of the

solutions in Soga [6], we can obtain concrete estimation of the wave front sets of the

solutions like Theorem 6.2 and Corollary 6.3 stated below. However, we remark that our

asymptotic solutions give an integral form unifying all the modes (i.e. the body waves

and the surface waves) and have accuracy equivalent to the forms by Soga [6] and others.

At first we mention the general theory in the book of Kumano-go [3] concerning the

wave front set. Let ϕ(X,Ξ) be a real-valued C∞ function on RñX × RñΞ homogeneous of

order 1 in Ξ (|Ξ| ≥ 1) and satisfying

|∂αΞ∂
β
X(ϕ(X,Ξ)−XΞ)| ≤ τ(1 + |Ξ|)1−|α| (6.1)

for any α and β with |α+β| ≤ 2 and some constant τ with 0 ≤ τ < 1. Then the mapping:

X 7→ ∂Ξϕ(X,Ξ) is a diffeomorphism from Rñ to Rñ. Therefore, for any X̃ ∈ Rñ and

Ξ̃ ∈ Rñ there exists an X ∈ Rñ uniquely such that X̃ = ∂Ξ̃ϕ(X, Ξ̃). We employ the

mapping T : (X̃, Ξ̃) 7→ (X, ∂Xϕ(X, Ξ̃)).

We consider the Fourier integral operator Pϕ

Pϕf(X) =

∫
eiϕ(X,Ξ)p(X,Ξ)f̂(Ξ) d−Ξ.

Then we have a result concerning WF[Pϕf ] described in Kumano-go [3] (cf. Theorem

3.14 in Chapter 10):

Proposition 6.1. For open sets V in RñX × RñΞ we denote the smallest conic

neighborhoods of V (in Ξ) by V con. Then we have

WF[Pϕf ] ⊂ {(X,Ξ) = T (X̃, Ξ̃) | (X̃, Ξ̃) ∈ WF[f ]}con.

Furthermore, it is known also that when ϕ has a parameter, WF[Pϕf ] consists of the

curves associated with that parameter (e.g., the bicharacteristic curves connected with

the initial values or boundary values, etc.).

Using Proposition 6.1, we can estimate the wave front set of Rj
Nf defined in the

previous sections:
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Theorem 6.2. Let Rj
N (j = 1, . . . , d) be the operators constructed in Theorems

4.2 and 5.1, and let WF[f ] (f ∈ H2) be contained in {(t, x′, σ, ξ′) | χ(x′, 0, σ, ξ′/σ) = 1}
(where χ is the cutoff function in Rj

N ). Then the wave front set of [Rj
Nf(xn)](t, x

′) is

estimated at each xn ∈ J as follows :

(i) For j = 1, . . . , k, WF[Rj
Nf(xn)] is contained in

{(t, x′, σ̃, ξ′) | t = t̃− (∂ξnλj(x̃
′, 0, η̃′, zj+))

−1xn +O(x2n),

x′ = x̃′ + (∂ξnλj(x̃
′, 0, η̃′, zj+))

−1xn∂ξ′λj(x̃
′, 0, η̃′, zj+) +O(x2n),

ξ′ = ξ̃′ − σ̃(∂ξnλj(x̃
′, 0, η̃′, zj+))

−1xn∂x′λj(x̃
′, 0, η̃′, zj+) + σ̃O(x2n),

(t̃, x̃′, σ̃, ξ̃′) ∈ WF[f ] (η̃′ = ξ̃′/σ̃)}con,
where zj+ = zj+(x̃

′, 0, η̃′) and O(x2n) denotes some C∞ function with the Cl-norms

≤ Clx
2
n (xn ∈ J).

(ii) For j = k + 1, . . . , d, WF[Rj
Nf(xn)] is empty if xn > 0, and is equal to WF[f ] if

xn = 0.

Let {hjm}m=0,1,... be the matrices in Rj
N , and consider the sum

∞∑
m=0

hjm(x, η′)χm(σ)σ−m, (6.2)

where χm(σ) = χ̃(|σ|−σm), χ̃(σ̃) is a C∞ function equal to 0 for σ̃ < 1/2 and to 1 for σ̃ >

1 and {σm}m=0,1,... is an appropriate sequence satisfying limm→∞ σm = +∞. Then the

sum (6.2) converges and belongs to the symbol class S0
1,0 with η′ = ξ′/σ if {σm}m=0,1,...

increases sufficiently. Furthermore, it has the asymptotic expansion
∑∞
m=0 h

j
m(x, η′)σ−m,

i.e., for any N = 1, 2, . . .∣∣∣∣∂αx ∂β(σ,η′)( ∞∑
m=0

hjmχmσ
−m −

N−1∑
m=0

hjmσ
−m

)∣∣∣∣ ≤ Cαβ |σ|−N (|σ| > 1).

We define the operator Rj
∞ by

Rj
∞ =

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl)gl(I − L0(z))

−1
∞∑
m=0

hjmχmσ
−m d−z

]
. (6.3)

Then WF[Rj
∞f ] coincides with

∪∞
N=1 WF[Rj

Nf ] for each xn ∈ J , and Rj
∞f satisfies

(D2
t − L)Rj

∞f ∈ C0(Jxn ;H
∞(Rt × Rn−1

x′ )). This means that (D2
t − L)Rj

∞f ∈ C∞(J ×
Rt×Rn−1

x′ )) since the coefficient ann of D2
xn

is non-degenerate. Furthermore, Rj
∞f |xn=0

is equal to f mod C∞ if WF[f ] satisfies the condition stated in Theorem 6.2.

By Theorem 6.2 we obtain the following corollary.

Corollary 6.3. Let f in (1.1) be non-glancing and be C∞ smooth if t < t0. Then,

there exists an outgoing solution u(t, x) (unique mod C∞) of the equation (1.1) considered

in −∞ < t < t0 + δ (and 0 < xn < ∞) for some constant δ > 0, and sing supp[u] (in

−∞ < t < t0 + δ) is contained in {(t, x) | t0 ≤ t < t0 + δ, 0 ≤ xn ≤ δ̃(t − t0)} for a

constant δ̃ (> 0). Furthermore, information of WF[u] is obtained by Rj
∞f (j = 1, . . . , d).
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Theorem 6.2 implies that for j = 1, . . . , k, sing suppRj
Nf in 0 ≤ xn ≤ r (r > 0)

is contained in {(t, x′, xn) | t ≥ t0 − 2−1(∂ξnλj(x̃
′, 0, ξ̃′/σ̃, zj+))

−1xn} if sing supp[f ] is in

t0 ≤ t < +∞ and r (> 0) is small enough. Therefore, in −∞ < t ≤ t0 + δ, we have

sing suppRj
Nf ⊂ {(t, x′, xn) | 0 ≤ xn ≤ −2∂ξnλjδ} ⊂ {(t, x′, xn) | 0 ≤ xn ≤ r − ε} for

an ε > 0 if δ is small enough, and consequently we can extend Rj
Nf C∞-smoothly for

xn ≥ r − ε. Thus we can see that Corollary 6.3 follows from Theorem 6.2.

Proof of Theorem 6.2. The term of the order σ−m in Rj
Nf is of the form

d∑
l=1

Op

[ ∫
c+

eiσxn(z+ψ
jl)gl(I − L0(z))

−1hjmσ
−m d−z

]
f

=

∫ ∫
ei{tσ+x

′ξ′+σxn(z
j
++φj)}hjm(x, ξ′/σ)σ−mχ(x, σ, ξ′/σ)f̂(σ, ξ′) d−σ d−ξ′, (6.4)

where zj+ = zj+(x, ξ
′/σ) and φj = φj(x, ξ′/σ). Let (t, x′, ξ̃′/σ̃, xn) be in R×U ′×J = R×U

(where U ′ and J are the neighborhood and the interval stated in Theorems 4.2 and 5.1),

and set

ϕ(t, x′, σ̃, ξ̃′, xn) = tσ̃ + x′ξ̃′ + σ̃xnψ
j(x′, ξ̃′/σ̃, xn),

where ψj(x′, η′, xn) = zj+(x, η
′) + φj(x, η′) (x = (x′, xn), η

′ = ξ̃′/σ̃). Then we have

(∂σ̃ϕ, ∂ξ̃′ϕ) = (t+ xnψ
j − xn∂η′ψ

j · (ξ̃′/σ̃), x′ + xn∂η′ψ
j).

Put t̃ = ∂σ̃ϕ and x̃′ = ∂ξ̃′ϕ. Then, if J is small enough, the mapping: (t, x′) 7→ (t̃, x̃′) is

invertible. Furthermore ϕ(t, x′, σ, ξ′, xn) satisfies (6.1) for X = (t, x′) and Ξ = (σ, ξ).

Since the wave front set of the integral (6.4) (when xn ∈ J) has no point if (x′, ξ′/σ) ̸∈
U ′, we have only to examine the case that (x, ξ′/σ) ∈ U . Noting this and setting

X = (t, x′), X̃ = (t̃, x̃′) (= (∂σ̃ϕ, ∂ξ̃′ϕ)), Ξ = (σ, ξ′) (= (∂tϕ, ∂x′ϕ)) and Ξ̃ = (σ̃, ξ̃′), we

apply Proposition 6.1 to the integral (6.4). We see that

t = t̃− xn(ψ
j − ∂η′ψ

j · (ξ̃′/σ̃)), σ = σ̃,

x′ = x̃′ − xn∂η′ψ
j , ξ′ = ξ̃′ + σ̃xn∂x′ψj .

Therefore, since ψj = zj+ + φj and φj |xn=0 = 0, we have

(t, x′, σ, ξ′)

= (t̃, x̃′, σ̃, ξ̃′)− xn(z
j
+ − ∂η′z

j
+ · (ξ̃′/σ̃), ∂η′zj+, 0,−σ̃∂x′zj+) + (O(x2n), O(x2n), 0, σ̃O(x2n)).

Differentiating the equation λj(x, η
′, zj+(x, η

′)) = 1 in x′ and η′, we have ∂x′λj +

∂ξnλj∂x′zj+ = 0 and ∂η′λj + ∂ξnλj∂η′z
j
+ = 0. Since λj(x, ξ) is homogeneous of order 2 in

ξ, it follows (from the Euler equality) that ∂η′λj ·η′+(∂ξnλj)z
j
+ = 2. Therefore we obtain

−(∂ξnλj)∂η′z
j
+ · η′ + (∂ξnλj)z

j
+ = 2, which yields that zj+ − ∂η′z

j
+ · (ξ̃′/σ̃) = 2(∂ξnλj)

−1.

Therefore, noting that ∂η′z
j
+ = −(∂ξnλj)

−1∂η′λj and ∂x′zj+ = −(∂ξnλj)
−1∂x′λj , we get
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(t, x′, σ, ξ′)

= (t̃, x̃′, σ̃, ξ̃′)− xn(∂ξnλ
j)−1(2,−∂η′λj , 0, σ̃∂x′λj) + (O(x2n), O(x2n), 0, σ̃O(x2n)).

Hence we obtain (i) of Theorem 6.2.

(ii) of Theorem 6.2 follows from Theorem 4.2. Thus Theorem 6.2 is proved. □
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