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Abstract. In this paper, we prove that depth zero representations are preserved by
local theta correspondence for any type I reductive dual pairs over a p-adic field.
Moreover, the minimal K-types of the paired depth zero irreducible admissible rep-
resentations are paired by the theta correspondence for finite reductive dual pairs. As a
consequence, we prove that the Iwahori-spherical representations are preserved by the
local theta correspondence. Then we obtain some partial result of theta dichotomy for
finite reductive dual pairs and p-adic reductive dual pairs of symplectic and orthogonal
group, which is analogous to S. Kudla and S. Rallis” result for p-adic unitary groups.

0. Introduction.

Let F be a p-adic field with odd residual characteristic. Let D be a central
division algebra over F with an involution, ¢ be the ring of integers, p be the
prime ideal, f,, be the (finite) residue field and w be a prime element. Let 7~
(resp. 7”') be a finite-dimensional nondegenerate e-Hermitian (resp. ¢’-Hermitian)
space over D where ¢,& are 1 or —1 and e’ = —1. Let U(?") (resp. U(7"))
denote the group of isometries of ¥~ (resp. ¥*'). We can define a skew-
symmetric F-bilinear form on the space ¥ :=9¥ ®,7"'. Then the pair
(U(),U(7")) forms a reductive dual pair (over F) in the symplectic
group Sp(#") (¢f. [Hw2], [MVW]). In particular, we have embeddings

1y U — Sp(W) and 1y : U(Y) — Sp(#'). Let Sp(#") denote the met-

—— —_—

aplectic cover of Sp(#"). Let U(7") (resp. U(7"')) denote the inverse image of
1,(U() (resp. 1,-(U(¥))) in Sp(#). Tt is known that U(7") and U(¥")
commute with each other in Sp?"///). Therefore UW) -U(7"") is a subgroup of
SpW) By restricting the Weil representation of SpW") to the subgroup
UE) : U(“Q and pulling back to U(¥) x U(7"") by the homomorphisms

U x Uy — UY") - UY™"), there exists a one-to-one correspondence (called
the local theta correspondence) between irreducible admissible representations of
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U(7") and irreducible admissible representations of U(7™") (cf. [MVW], [Wp)).
To determine the explicit correspondence is extremely difficult. In fact very little
is known except for few special cases.

Let (G,G"):=(U(¥),U(?")) be a reductive dual pair. Let L be a
good lattice in ¥ 1i.e., a lattice such that L*w < L < L* where L*:=
{ve? |h(v,]) e p* for any / € L} and « is an integer which will be specified in
subsection 2.1. Let G; be the stabilizer of L in G and define

Gro :=={geG|(g—1).L* L, (g—1).L<L'w).

It is easy to see that Gy ¢+ is a normal subgroup of G;.. A depth zero minimal K-
type for G is a pair (Gr,{) where { is an irreducible representation of the finite
reductive quotient Gr/Gr o+ (the definition here is slightly different from the
original definition in [MP1]). We say that an irreducible admissible represen-
tation (7, V) of G contains a minimal K-type (Gr,{) if V' Ouot the vectors fixed
by Gy ¢+, 18 nonzero and Vot as a representations of G/ Gy o+, contains (.
An irreducible admissible representation containing a depth zero minimal K-type
is said to be of depth zero (c¢f. [MP1], [MP2]).

Fix an Iwahori subgroup I of G. Let I denote the inverse image of 7, (1) in
G. By fixing a splitting 8, : I — I, the concept of minimal K-types can be
extended to the metaplectic covers G (this was pointed out to me by Jiu-Kang
Yu). In particular, an irreducible admissible representation (z, ¥) of G is said to
be of depth zero if VF1(Grov) is not trivial for some good lattice L such that
Gro+ < 1. The following is our first main result.

THEOREM A.  Suppose that (m,V) and (n',V') are irreducible admissible
representations of U(V") and U(¥"") respectively and they are paired by the local
theta correspondence. Then the depth of © is zero if and only if the depth of ©’ is
zero.

The concept of reductive dual pair can also be defined over a finite field. In
particular, the theta correspondence for a finite reductive dual pair is also defined
although this correspondence is not one-to-one in general. It is not difficult to
see that if (G, G") := (U(¥"), U(7"")) is a reductive dual pair over F and L, L’ are
good lattices in ¥7, ¥’ respectively, then (Gr/Gr o+, Gy,/Gy () is a reductive
dual pair over the residue field of F. The following is our second main result.

TueoreM B. Let (G,G') := (U(¥"),U(¥")) be a reductive dual pair. Let
(m, V') (resp. (n', V")) be an irreducible admissible representation of UT%J/) (resp.
U(7™")) such that two representations are paired by the local theta correspondence.
Suppose that © has a minimal K-type (Gr,() for some good lattice L in V" such
that Gpo+ < 1. Then n' contains a minimal K-type (G1.,,(") such that { and {' are
paired by the theta correspondence for the dual pair (G/Gr o+, G /Gpi o)
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The relation between the local theta correspondence of depth zero repre-
sentations and the theta correspondence for finite reductive dual pairs has many
nice applications. For example, it implies that an irreducible Iwahori-spherical
representation (i.e., an irreducible admissible representation admitting nontrivial
vectors fixed by an Iwahori subgroup) corresponds to an irreducible Iwahori-
spherical representation. This result has been proved by A.-M. Aubert in
for those special cases called wunramified reductive dual pairs. Another im-
plications is that an irreducible unipotent representation (cf. [Lt]) corresponds to
an irreducible unipotent representation under some restriction of residue char-
acteristic of F.

Let (U(7"), U(7"")) be a split reductive dual pair i.e., a reductive dual pair
such that the two splittings U(7") — ( ¢") and U(7"’ ) — U(V) exist. An
explicit formula of the splittings with respect to a Schrédinger model of the
Weil representation is given in [KI]. If D is also commutative, the splittings
BL: U(y") — U(¥") depending on a good lattice L in ¥~ is given in [Pnl]. The
advantage of the splitting A~ is that the depth of 7 is zero if and only if the depth
of mo L is zero where 7 is any irreducible admissible representation of UW)
Under the splitting S~ we can describe the correspondence of depth zero su-
percuspidal representations for p-adic reductive dual pairs completely in terms of
the correspondence of cuspidal representations for finite reductive dual pairs
as follows. It is known that if { is an irreducible cuspidal representation of
the finite classical group Gr/Gr o+, then the compactly induced representation
c-IndgL { is an irreducible supercuspidal representation of G := U(7") (¢f. [MP2]).

TueorReM C.  Suppose that (G,G') := (U(¥"), U(¥")) is a split reductive dual

pair such that D is commutative.

(1) Let (n, V) (resp. (7', V")) be an irreducible admissible representation of
the group UW) (resp. U(7"")).  Assume that © has a minimal K-type
(G, Q) for some good lattice L in V. Suppose that nof is a super-
cuspidal representation of U(V") for some splitting f: U(¥") — UW)
and n ® n’ is a first occurrence in the theta correspondence. Then n' has
a minimal K-type (G},,(") such that { ® (' is a first occurrence in the
correspondence for the reductive dual pair (GL/GpL o+, G, /Gy o) and
both {,{" are cuspidal representations.

(i) Suppose that { ® (' is a first occurrence of theta correspondence for the
reductive dual pair (Gr/Gy o+, Gp/ G o) where both (" are cuspidal.
Then n ® ©t’ is a first occurrence for the reductive dual pair (G, G") where
n is the irreducible admissible representation of G such that mwo = ~
c- IndgL(fL ® ), ' is the irreducible admissible representation of G' such
that O,BL ~ c- IndG, (éy ® ("), and &; (resp. &1)) is a character of Gy
(resp. Gy.) defined in " subsection 8.2,
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A nice application of C is that we can extend some of S. Kudla
and S. Rallis’ result on theta dichotomy to other p-adic and finite reductive dual
pairs. First we recall their result on theta dichotomy for p-adic unitary groups
as follows. Let 7" be an e-Hermitian space over a quadratic extension E of F.
Let """ and 7"~ be two ¢-Hermitian spaces over E defined in [HKS]. Let
(7, V) be an irreducible supercuspidal representation of U(¥") and /% (resp. /7)
be the smallest dimension of ¥"'* (resp. ¥"'~) such that 7 occurs in the theta
correspondence for the pair (U(¥"), U(¥"'™")) (resp. (U(¥"),U(¥""7))) with re-
spect to the splittings given in [KI]. Suppose that the dimensions of ¥~ and 7'+
are all in the same parity. Then /™ + /= =2n + 2 where n is the dimension of
¥". It is interesting that the sum /" +/~ does not depend on 7 although each of
/%, ¢~ does.

Let Z be an &'-Hermitian space over a p-adic field or a finite field. Define
ny(Z) as follows.

0, if Z is symplectic;
(2) 1, if Z 1s finite Hermitian;
n = . . . . .
0 2, if Z is finite orthogonal or p-adic Hermitian;
4,

if Z is p-adic orthogonal.

Define the sgn character of a classical group G as follows. If G is the trivial
group or a symplectic group, let sgn be the trivial character of G. If G is a
(nontrivial) orthogonal group (resp. unitary group), let sgn be the character of
order two whose restriction to the special orthogonal group (resp. special unitary
group) is trivial. The following two theorems are our results on theta di-
chotomy.

THEOREM D. Suppose that (U(v), U(v")) and (U(v),U(v")) are two related
finite reductive dual pairs defined in subsection 12.1. Let { be an irreducible
cuspidal representation of U(v). Let (| (resp. ) denote the smallest dimension of
v’ (resp. v") such that { (resp. { ® sgn) occurs in the theta correspondence for the

dual pair (U(v), U(v")) (resp. (U(v), U(v"))). Then
lo+1y =2n+ny(v") =2n+ ny(v")

where n is the dimension of v.

TueoreM E. Let (U(Y),U(7")), (U(¥),U(¥"")) be two related p-adic
reductive dual pair given in subsection 13.1 and 13.2. Suppose that n' is an
irreducible depth zero supercuspidal representations of U(V") with a minimal K-type
(GL,{). Let n" be the irreducible depth zero supercuspidal representations of

U(?V) such that n'o X =sgn ® (n” o fX).  Then
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lo+40 =2n+ny(V") =2n+4ny(v")

where n is the dimension of V" and /| (resp. £) is the smallest dimension of V"'
(resp. v"") such that ©' (resp. n") occurs in the theta correspondence for the
reductive dual pair (U(?"),U(¥"")) (resp. (U(¥"), U(¥""))).

Theorems D and E should be true for more general class of irreducible
admissible representations but the author does not know how to tackle this
generalization. An interesting consequence of Theorems D and E is that there
exist a chain of irreducible (super)cuspidal representations such that any two
successive representations are paired by the theta correspondence. A special case
of the chains is the chain of unipotent cuspidal representations of finite classical
groups. This special case is already studied by J. Adams and A. Moy in [AM].
D provides another proof of their result.

The content of this paper is as follows. In section 1, we introduce basic
notation used in this paper and the concept of good lattices in an e-Hermitian
space. In this section, we also study the Schrédinger model and the generalized
lattice model of the Weil representation of a p-adic symplectic group. In section
2, we introduce basic definitions of reductive dual pairs and theta correspondence.
Depth zero minimal K-types for p-adic classical groups and their metaplectic
covers are defined in section 3. In section 4, we prove our first main result,
Theorem 4.2. From this thecorem we conclude that depth zero representations
are preserved by the local theta correspondence. We note here that the proof
relies heavily on a deep result of J.-L. Waldspurger in [Wp]. In section 5, we
prove that the depth zero minimal K-types of paired representations are paired by
the theta correspondence for finite reductive dual pairs. Theorem 5.6 is our
second main result. In sections 6, 7 we provide several consequences of Theorem
5.6. Iwahori-spherical representations and unipotent representations are studied
in these two sections respectively. In section 8, we recall the splitting with
respect to a generalized lattice model from [Pnl]. This splitting gives us the full
advantage of studying theta correspondence for split reductive dual pairs by using
minimal K-types. In section 9, we study the theta correspondence of irreducible
depth zero supercuspidal representations for split reductive dual pairs. We also
provide a few examples to illustrate the nice connection of theta correspondence
of depth zero supercuspidal representations of p-adic groups and theta corre-
spondence of cuspidal representation of finite groups. Section 10 is a remark on
Shalika’s and Tanaka’s work on constructing representation of modulo
congruence group SL,(Z/p*Z) from the point of view of theta correspondence.
In section 11, we recall Kudla and Rallis” work on theta dichotomy for p-adic
unitary groups. Theorem 11.4 is the third main result in this paper, which re-
formulated Kudla and Rallis’ result from our point of view. Sections 12 and 13
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are consequence of Theorem 11.4. In section 12, we study the theta dichotomy
for finite reductive dual pairs. In section 13, the theta dichotomy for p-adic
reductive dual pairs is discussed.

Part of this work is a chapter of the author’s Ph.D. dissertation at Cornell
University under the supervision of Prof. Dan Barbasch. The author would like
to thank Prof. Barbasch for his suggesting this research direction and many helps.
The author also would like to thank Prof. Jeffrey Adams and Prof. Stephen
Kudla for their interest in this work. Some of the work was written when the
author visited National Center for Theoretical Sciences at Hsinchu, Taiwan in the
summer of 1998. The author would like to thank Prof. Jing Yu and the institute
for their hospitality. This work was partially supported by a Hutchinson fel-
lowship of Department of Mathematics, Cornell University. Finally, the author
thanks the referee for several useful suggestions to improve the presentation of
this paper.

1. Preliminaries.

In this section, we provide the general setting of this work. Subsection 1.1
concerns the notation used throughout the paper. Materials in subsections 1.2

and 1.5 are from [Wp].

1.1. Notation.

Let F be a nonarchimedean local field, ¢y be the ring of integers of F, py be
the prime ideal, wr be a uniformizer of Op, fr := O /pyr be the (finite) residue
field, 7z the identity automorphism of F. We assume that the characteristic of
frisodd. Let g denote the cardinality of the finite field f and ord : F* — Z be
the discrete valuation such that ord(wyr) = 1. We will fix a nontrivial (additive)
character  of F.

Let E be a quadratic extension of F, (g the ring of integers of E, wg a
uniformizer of (g, f the residue field of E, 7z the nontrivial automorphism of
E over F. We make the choice such that wg = wp if E is unramified, and
tg(wg) = —wg if E is ramified. Let D’ be a central quaternion algebra over F,
wp be a uniformizer, tp the canonical involution of D’. We assume that
tp(wp) = —wp. We fix (D,w,7) to be one of the triples (F,wpg,1F),
(E,wg,tg) or (D' ,wp,7p). Let O be the ring of integers, p be the maximal
ideal, f, be the residues field of D. Let Il : O — f}, be the usual quotient map.

We shall assume that D is commutative from section 8.

1.2. Good lattices in an ¢-Hermitian space.

Let (77,<,)) be a (finite-dimensional) nondegenerate right e-Hermitian space
over D where ¢ is 1 or —1. Let U(7") be the group of isometries of (77, <, ).
Let L be a lattice in 7~ i.e., a (free) right ¢-module whose rank is equal to the
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dimension of ¥". Fix an integer x (more specific information about x will be
given in (2.1.b)). Define
L*={ve v |{v,l)ep” for all [eL}. (1.2.a)

It is clear that L* is also a lattice in #". The lattice L* is called the dual lattice
(with respect to the integer x) of L. The lattice L is said to be self-dual if
L* = L. The lattice L is called a good lattice if L*w< L = L*. Let L be a
lattice in 7. A decomposition 7" = (—Blnzl ; of subspaces is called L-admissible
if L=>",(LNY;). Define a valuation ordy : ¥" — Z given by

ord;(v) :==m if ve Lw™ — L™, (1.2.b)

Let L be a good lattice in #". Then I" := L*/L and I := L/L*w are vector
spaces over f,. Let II;-:L*— 1", II; : L — I be the quotient maps. We can
define sesquilinear forms {, »;«, {,>; on I and [ respectively by

L p-(w), H (W) Dy := o ({w, w' ' ™),
A (0), T (0") 3y = M o(<v, 0" ) ™)

where w,w’ e L*, v,v’ e L. Note that the forms <,),. and {,); are non-
degenerate and depend on the choice of a prime element . The following table

is from [Wp| lemme 1.2.

(1.2.c)

<or G
D=F e-symmetric over fr g-symmetric over fr
D = E, unramified | e-Hermitian over f) e-Hermitian over f,
D = E, ramified (—1)"*'e-symmetric over fr | (—1)"e-symmetric over fp
D =D’ k even (—¢)-symmetric over f, e-Hermitian over f),
D=D' k odd e-Hermitian over f, (—¢)-symmetric over f,

A good lattice L in 7" is called maximal (resp. minimal) if it is a maximal
element (resp. a minimal element) in the set of all good lattices in 7~ with the
partial order defined by inclusion. It is easy to see that L is maximal (resp.
minimal) if and only if the space (I*,{, ) (resp. (1,<{,);)) is anisotropic.

Two lattices Ly, L, in ¥~ are said to be equivalent if there is an element
ge U(?") such that g.L; = L,. The space ¥ can be decomposed as an or-
thogonal direct sum ¥° @ 7! where 7°° is anisotropic and 7! is a direct sum of
hyperbolic planes. There is a unique good lattice A° in 7 °. Choose a complete
polarization "' = X + ¥, a basis xi,...,x, of X, and the dual basis y,...,p, of
Y where r is the Witt index of #". Then
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B i=x10w+ -+ xi0w+ xi1O+ -+ x,0+y,0+---+y,0 (1.2.d)

is a good lattice in ! for each 0 <i<r. Therefore N;:= A° + B; is a good
lattice in #~. It 1s not difficult to check that every good lattice in 7~ is equivalent
to onec of N; for i=0,...,r.

1.3. The “sgn” character.

Let G be a (finite or p-adic) symplectic, orthogonal or unitary group. We
will use the notation “sgn” to denote the character of G defined as follows. If G
is the trivial group or a symplectic group, let sgn be the trivial character of G. If
G is a (nontrivial) orthogonal group (resp. unitary group), let sgn be the character
of order two whose restriction to the special orthogonal group (resp. special
unitary group) is trivial.

1.4. Weil representations and the metaplectic covers.

Let (#°,&,)) be a symplectic space over F. Let H(#") be the Heisenberg
group associated to (¥",,»). Let (p,, ) be the irreducible representation of
H(#") with nontrivial central character y by the Stone-Von Neumann theorem.
The symplectic group Sp(#") acts on H(#"). Define the metaplectic cover
Sp("") of Sp(#") to be the topological subgroup of Sp(#") x Aut(¥) consisting
of the pairs (g, M|[g]) where M|g|] satisfies the condition

Mlg] o py(h) = py(g.h) o Mg] (1.4.a)

for ge Sp(#"), Mlg| e Aut(¥) and any heH(#"). The metaplectic group
Sp(#") comes equipped with a representation wy on ¥ given by

w9, Mg)) == Mlg). (14.0)

The representation (wy(g),#) of Sp(#") or the projective representation
(Mlg|,) of Sp(#") is called the Weil representation or the oscillator repre-
sentation.

1.5. Generalized lattice model of the Weil representation.

Let pﬁF be the conductor of a character v of F i.e., Ar i1s the smallest integer
such that oiF is trivial. Let B be a good lattice in %~ (with respect to ig).
Let b* be the quotient B* /B. We know that b* is a vector space over fr with a
nondegenerate skew-symmetric form ¢, »,+ on b* by (1.2.c). Let H(h") be the
Heisenberg group associated to the finite symplectic space (b*, ¢, )y). Let ¥
denote the character of f, defined by Y(IT¢, (1)) := Y(twi™") where te Op.
Let (@ 1/7’5) be the Schrédinger model of the Weil representation of the finite
symplectic groups Sp(b*) associated to the data (5", &, »s-,¥) (cf [Hwl]).
Although the skew-symmetric form ¢, Y- and character  depend on the choice
of a prime element wp, the Weil representation @ ; does not. This can be seen
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easily from the Schrédinger model. Let p ; denote the representation of H(b")
corresponding to the character i on the space S. Let H(B*) := B* x pff_l. It
is easy to check that H(B*) is a subgroup of the Heisenberg group H(#"). We
have a reduction homomorphism

HH(B*) : H(B*) — H(b*) by (b, t) . (HB*<b),H(9F(Z(wIl:~_;'F)),

where g : B* — b" and Iy, : Op — fr. Let Kp denote the stabilizer of B in
Sp(#"), and
Ky:={g9eKg|(9—1).B" = B}. (1.5.a)

It is clear that Kj is a normal subgroup of Kp and Kp/Kj is isomorphic to
Sp(b*). Let p, denote the representation of H(B*) inflated from p ; by the
projection [Ty g+, and @y be the representation of Kp inflated from @ ; by the
projection Kp — Kp/Kp and the isomorphism Kp/Kp~ Sp(b*). Let ¥ (B)
denote the space of locally constant, compactly supported maps f : #  — S such
that

7(6-4w) = (30089 )56 00, (15)

for any we ¥ ,b e B*. Define the action pf of H(#") on ¥(B) by

(g (w, ) S)(w') = () G ', W>>> v +w)

for w e #" and (w,7) e H(#"). We can define M3[g] in Aut(%(B)) such that
pf(h) and Mjp[g] satisfy (1.4.a). Moreover we know that

(Mplk).f)(w) = @y (k).(f (k™ .w)) (1.5.¢)

for k € Kg and f € (B). This realization of the Weil representation is known
as a generalized lattice model. For any union of B*-cosets R, define

S (B)p :={feS(B)|f has support in R},
(1.5.d)

S (B),, = S (B)g.,, forwe

w

If B = A happens to be self-dual, the (M 4[g|, ¥ (A)) is the well known lattice
model of the Weil representation. In this case, it is clear that @y is trivial and
S (A),, is one-dimensional.

2. Reductive dual pairs and local theta correspondence.

In this section, we recall some basic definitions for reductive dual pairs and
local theta correspondence. Of course, the material in this section is well known.

Basic references are [Hw2], [MVW], or [Rb].
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2.1. Reductive dual pairs.

Let D be as defined in subsection 1.1. Let (¥7,<,)) (resp. (¥, <{,>")) be
an e-Hermitian (resp. &’-Hermitian) space over D such that e’ = —1. Define
W =9 ®p ¥’ which will be denoted by ¥" ® ¥ latter for simplicity. Define
a skew-symmetric F-bilinear from ,» on ¥ by

<Y =Trdppr(<, ) ®@ 10, ) (2.1.a)

where Trdp,r denotes the reduced trace from D to F. Recall that y is a
character of F with conductoral exponent Ar. Define A:=Ap if D is F or an
unramified quadratic extension of F, /. := 2/ — 1 otherwise. Let x (resp. x’) be
the integer used to define the dual lattices in ¥~ (resp. #”') as in (1.2.a). We
make the following assumption

K+x' =2 (2.1.b)

throughout the paper. We also assume that the duality of lattices in ¥~ is
defined with respect to the integer Ap.

The pair (U(?"),U(7"")) is called a (type I) reductive dual pair in Sp(#").
The reductive dual pair (U(¥"),U(¥"")) is called unramified if it satisfies the
following two conditions: (1) D is F itself or a unramified quadratic extension of
F, (2) there exist self-dual lattices in both spaces (¥, {,») and (¥, {,)).

2.2. Local theta correspondence.

From the definition of the form (), we know that there is an embedding
s U(Y) — Sp(W7).  Let U(Y”) be the inverse image of 1, (U(¥")) in Sp(#").
The group U/(?) is called the metaplectic cover of U(¥"). Let U(7"') be defined
similarly. One can check that Uf(?) and U(7"") commute with each other. Let
UW) be the two-fold cover of U(7") in UT“;) We know that UT“f\/) is a totally
disconnected group. A representations (z, V) of U(7") is called admissible if
|~ (z) 1s multiplication by z and n\(m is an admissible representation of a
totally disconnected group. -

Let (wy,) be the Weil representation of Sp(#7) with respect to the
character ¢ of F. It is known that (w,,¥’) is an admissible representation of
Sp(#"). Then (wy, %) can be regarded as a representation of U(¥") x U(¥")
via the restriction to U(¥")- U(7"') and the homomorphism U(¥") x U(¥"') —
U’)-U(r). Let (n, V) (resp. (n',V')) be an irreducible admissible repre-
sentation of the metaplectic group U(¥") (resp. U(¥"')). The representation
(m, V') is said to correspond to the representation (n', V') if there is a nontrivial
Uf(?) x U(7"")-map

II:9—-vVecV. (2.2.a)

This establishes a correspondence, called the local theta correspondence or Howe
duality, between some irreducible admissible representations of U(7") and some
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irreducible admissible representations of U(7"'). It is proved by R. Howe (cf.

IMVW]| chapitre 5) and J.-L. Waldspurger (cf. [Wp]) that the local theta cor-
respondence is one-to-one when the residue characteristic of F is odd.

2.3. Finite reductive dual pairs.

Reductive dual pairs can also be defined over a finite field. Let f be a finite
field and d be f or a quadratic extension of f. Let v (resp. v’) be a ¢-Hermitian
(resp. &¢’-Hermitian) spaces over d such that eg' = —1. Then (U(v), U(v')) forms
a (finite) reductive dual pair in the finite symplectic group Sp(v ®,v’). It is
known that the theta correspondence for a finite reductive dual pair is in general
not one-to-one. For convenience, we shall allow the dimension of v (or v’) to
be zero. Therefore we make the following conventions. We define the Weil
representation of the symplectic group on a zero-dimensional space to be the
trivial representation (of the trivial group). If one of the spaces v,v’ is trivial,
then the theta correspondence for the dual pair (U(v), U(v')) is just the trivial
representation corresponds to the trivial representation.

3. Depth zero minimal K-types.

In this section, we recall the definition of depth zero minimal K-types for p-

adic classical groups modified from [MP1] and [MP2].

3.1. Result of Moy and Prasad.

Let x be a point in the Bruhat-Tits building of a p-adic classical group
G:=U(7"). Let G, denote the stabilizer of x, and G+ be the pro-nilradical
of Gy. It is known that G, ¢+ is a normal subgroup of G,. The quotient
Gy0/Gyo+ is a finite classical group. A depth zero minimal K-type of an ir-
reducible admissible representation (7, V') of G is a pair (G,,{) where { is an
irreducible representation of the group G./Gyo+ such that ¥ %o+ is nontrivial
and, as a representation of G./Gy ¢+, contains {. An irreducible admissible
representations (7, V') containing a depth zero minimal K-type is said to be of
depth zero. We should notice that the definition of a minimal K-type here
is different from the original definition in [MP1] and [MP2]. Here we do not
require { to be cuspidal. However, the notion of depth of an irreducible ad-
missible representation n is still the same.

It is known that if x is a point in the building of G, then there exists a vertex
v of a chamber such that G, ¢+ = Gy¢+. Therefore an irreducible admissible
representation of G is of depth zero if and only if it has nontrivial vectors fixed
by G, o+ for some vertex v.

3.2. Good lattices and vertices of the building.
Let G be the classical group U(7") and L be a good lattice (cf. subsection
1.2) in 7". Define
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GL:={g9eU(V)|g.L =L},
Gro-:={ge U )|(g—1).L" =L, (g—1).L L'z}, (3.2.2)
Gri:=1{ge U()|(g-1).L < Lw}.

It is clear that Gy, G ¢+ and G are open compact subgroups of U(7"). In
fact, G, is a maximal open compact subgroup of U(7"). It is proved by H
Hijikata that any maximal open compact subgroup of a classical group
U(7") is conjugate to one of Gy, where N; is a good lattice defined in subsection
1.2.

From [BT], it is not difficult to see that for a vertex v in the Bruhat-Tits
building of G, there exists a good lattice L in ¥ such that G, =G, and
G,o+ = Gro+. And it is not difficult to figure that an irreducible admissible
representation of G is depth zero if and only if it has nontrivial vectors fixed by
Gp o+ for some good lattice L in 7.

3.3. Depth zero minimal K-types for metaplectic covers.

To extend the concept of depth zero minimal K-types to the metaplectic
cover G, we need to fix a splitting §: I — I where I is a (fixed) Iwahori subgroup
of G (this was pointed out to me by Jiu-Kang Yu). In this subsection, we want
to discuss this issue.

Let (py, ) be the irreducible representation of the Heisenberg group H(%")
with respect to a nontrivial central character . For ge Sp(#"), let M|g]
be an element in Aut(¥) satisfying (1.4.a). Define a cocycle c¢: Sp(#") x
Sp(W") — C* with respect to the map M : Sp(¥#") — Aut(¥) by

Mgl o Mg'] = c(g,9")M([gg']. (3.3.2)

Let (U(7),U(7")) be a reductive dual pair in Sp(#"). Recall that the met-
aplectic cover UW) is the group of elements of the form (z,(g),tM[1,(g)]) for
te C*, and the extension Uf(\%) — U(7") is given by (1,(g),tM|1,(g)]) — g.
Let H be a subgroup of U(7"). A function f: H— C” is called a splitting of
the cocycle ¢|, gy, () If it satisfies

v1(9),1,(9") = Blag"Bg) "' Blg") ™" (3.3.b)

for any g,¢'eH. If p is a splitting, the map f:H — H defined by
g (1y(9), (9)M[1,(g)]) is a group homomorphism where H is the inverse
image of 1,(H) in U(7"). We will also called f§ the splitting of the metaplectic
cover H.

Let L be a good lattice in ¥ such that Gy ¢+ =I. Then I is contained in
Gr. Let (Mlg], ¥ (B)) be a generalized lattice model with respect to B defined
by

)
e

o~
N
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B:=B(L,L)=L"QL'NLQL"

for some good lattice L’ in ¥"’'. It is clear that B is a lattice in ¥ := v ® ¥,
Let cp(g,g) denote the cocycle defined in (3.3.a) with respect to Mp[g]. From
(L.5.c), we see that cply,, x, =1. It is clear that 1,(G.) = Kp. Hence the
mapping f;: 1 — C” by Bilg) =1 for gel is a splitting of ¢z, )., ,1)-
Therefore the map f; : I — I defined by g — (1,(g9), Mp[1,+(g)]) is an injective
homomorphism. Although the lattice B depends on the good lattice L' in ¥, it
turns out that the splitting /§1 only depends on the parity of the dimensions of
L™/L'" and L'/L"™w, which is the same for all good lattices in ¥’ (cf. [Pnl]).
Therefore f; depends only on ¥ but not on L'. We know that [ = Gy, where
Xo 1s the barycenter of some Weyl chamber Cj in the Bruhat-Tits building of G.
It is known that G, o+ =1 if xe Cy. Therefore we will identify G, o+ with
B;(Gyo+) ie., we regard G, ¢+ as a subgroup of G via the splitting ;. For a
general point y in the building, there exists an element g € G such that g.y € C,.
Therefore gG, -9~ = G,,0+ =1. From now on, when we mention G, ¢+ or
Gy o+, we always restrict ourselves to the situation that G, o+ =1 or Gp o+ =1
and regard G, ¢+ and G o+ as subgroups of G.

An irreducible admissible representation (7, ) of G is said to be of depth
zero if V' OLo* is not trivial for some good lattice L in ¥~ (such that Gy ¢+ < I).
It is clear that this definition is independent of the choice of an Iwahori subgroup
I. This can be seen as follows. Suppose that I}, , are two Iwahori subgroups
of G. It is known that there is an element ge G such that I, = ghg™!.
Therefore gGL70+g‘1 =Gyro+ € h if Gro- =1;. Hence P (Grot) is nontrivial
if and only if yBu(Got) is nontrivial.

Suppose that 7%+ is not trivial and G is defined with respect to M 8lg]
where B:= B(L,L') for some L'. Then f: G, — G by g — (1,(9), Ms[1,(g)))
extends ;. So we can regard Gy as a subgroup of G. We say that 7 contains a
minimal K-type (G,() if V%ot is nontrivial and contains (.

4. Preservation of depth zero representations.

In this section we prove our first main result, which indicates that the depth
zero representations are preserved by the local theta correspondence.

4.1.
Let (G,G'):=(U(7"),U(?")) be a reductive dual pair as usual. Suppose
that L (resp. L) is a good lattice in 7~ (resp. #'). Define

B:=B(L,L):=L"QL'NLQL" (4.1.a)

It is clear that B is a lattice in # =7 ® ¥ and is equal to L® L'+
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L*w®L”. Hence we have B(L L)' =L*"QL +LQ®L*"=Lw'QL'N
L*®L"™. 1t is easy to check that B(L,L’) is a good lattice in ¥ i.e.,

B(L,L'Ywr < B(L,L') < B(L,L")".

Recall that Kp is the stabilizer of B in Sp(#") and Kj is the subgroup of
elements g such that (g — 1).B* < B. It is easy to see that G ¢+ is a subgroup of
Kg. So is Gj, . Recall that we fix Iwahori subgroups 1, I' of G, G’ re-
spectively and require that Gy - < I, Gpogr 1. We regard Gp o+, Gy g as
subgroups of SpW) via identifying Gz o+, Gj, o with B;(Gro+), B (Gpi o)
respectively. | |

PROPOSITION.  Let A be a good lattice in W~ such that A* = B(L,L")". Then
the subspace S (A)p 1n+ of S(A) is fixed pointwise by Gp o+ and Gy, .

The proof of this proposition is postponed to subsection 4.10.

4.2.
The following is our main result of this section, whose proof will be
postponed to subsection 4.12.

THEOREM. Let (G,G') := (U(7"), U(?¥"")) be a reductive dual pair and  be
a nontrivial character of F. Suppose that L is a good lattice in V. Then

SO = wy (A7), Z G BULLY (4.2.2)
L'ed(I,

where 2(Iy;) denotes the set of good lattices contained in a fixed maximal good
lattice Iy in V"', A’ is the Hecke algebra of U("l/ ") and (wy, ) is the Weil
representation of Sp(’%ﬁ)

4.3.

CorOLLARY. Let (G,G'):= (U(?"),U(?"")) be a reductive dual pair. Let
(n, V) (resp. (n', V")) be an irreducible admissible representation of Uf(\“//”) (resp.
U(7™")) such that two representations are paired by the local theta correspondence.
Suppose that V it is nontrivial for some good lattice L in . Then there exists
a good lattice L' in ¥ such that V' s nontrivial.

ProOF. Suppose that ¥ cot is nontrivial for some good lattice L in 7.
Let T be the projection ¥ — V ®¢ V' where & is the Weil representation. We
have a nontrivial surjective map & “cot — V0ot @ V'. Because we assume
that the space V7 %ot is nontrivial, by Theorem 4.2 there is an clement
f e #BEL) for some good lattice L' in 2(I7} v) such that I1(f) is not zero. But
I1(f) is fixed by Gro+ and G}, ;. by Proposition 4.1.  Therefore 71(f) belongs
to Vot @c V' G0t Hence V' is also nontrivial. ]
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4.4.

CorOLLARY. Let (G,G'):= (U(¥"),U(?¥"")) be a reductive dual pair. Let
(, V) (resp. (n', V")) be an irreducible admissible representation of UW) (resp.
U(AVJ’)) such that two representations are paired by the local theta correspondence.
Then the depth of n is zero if and only if the depth of ©n' is zero.

PrROOF. As in subsection 3.3 we know an irreducible admissible represen-
tation (7, V) of U(?") is of depth zero if and only if ¥ Cro* is nontrivial for some
good lattice L in #". Hence this corollary follows immediately from Corollary
4.3. ]

4.5.
Now we start the preparation for the proofs of Proposition 4.1 and Theorem
4.2. First we need to introduce the Cayley transforms. Recall that (77, <, ))
is a non-degenerate e-Hermitian space. Let u(7") be the space of elements
c € Endp(7") such that {c.v,v") 4+ {v,c.v’y =0 for all v,v' e ¥". If ¢ is an ele-
ment in u(7) and 1+ ¢ is invertible, we define u(c) := (1 —¢)(14¢)"". It is
easy to check that u(c) is an element in U(7") when it is defined. If ue U(7")
and 1+ u is invertible, we define c(u) := (1 —u)(1+u)"". It is also clear that
c(u) is an element in u(7"). For any two elements x,y in ¥, we define
Cey: ¥V — Y by
Cx,p.U 1= XY, 0) — ep<{X, V). (4.5.a)

It is easy to check that ¢y, belongs to u(¥") for x,ye?". If 1 4+c¢y, is in-
vertible, define uy , := u(cy,) i.c., ux, = (1 — 5, )(1 +¢y,)”". Then it is casy to
check that 1 + u, , is invertible and ¢(uy ;) = ¢y . The following lemma is from

[Wpl.

LeEMMA.  Suppose that L is a good lattice in V" and x, y are elements in V.

(i) Ifordi(x)+ord;(y) = —k and ord;-(x) + ord;-(y) = 1 — K, then uy , is
defined and belongs to G o+.

(i) If ordi(x) +ordz-(y) = 1 — k and ord(y) + ordr-(x) > 1 — k, then uy
is defined and belongs to Gy .

PrOOF. Part (i) is lemme 1.17 of [Wp]. Part (ii) can be proved similarly.
]

4.6.
We fix a maximal good lattice I, and a minimal good lattice I') in ¥ such
that I} < I,

LEMMA. Let L be a good lattice in ¥". Then L* @ I}y NL® I* is a good
lattice in W .
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Proor. From 1.15 in [Wp], we know that there exists a decomposition
V=X ®X, such that L=(LNX)®(LNX,) and L*=(LNX)®
(LﬂXz)w‘l. There also exists a decomposition ¥ =Y, ® Y> ® Y3 @ Y4 such
that

LNy (L NY2) @ (I, N Y3) @ (I3, N Yy)

= ( Joo @

Fﬁ—(F’ﬂYl)ea(F NY2)® Iy NYs)® (IyNYs)
r]\’; = (IyNY) O UyN e @ (1N Y3) @ (I N Ya)
= )@

iNY)®IyNHhe ' @ (TN Yo' @ Ty N Ys).

From the above decompositions it is easy to check that

LOINL*@I, S LI +LRI=(L®TINL @I}

m

Moreover we have
L'QI+LQNMN L' @I+ LG =Lo' @ [ NL*® I};
C(LRTNL*® o

Hence L*® I, NL® I is a good lattice in 7. ]
4.7.

LemMA. Let Iy be a fixed maximal good lattice in V"'

(i) Suppose that My, M, are two O-modules in ¥"' such that My = M, <
Mo, M, < Iy, and {My, M>)' < p*. Then there exists a good
lattice L' in V"' such that L' = I, My = L' and M, = L"*.

(i) Ler I}, be a minimal good lattice in V"' such that I| = I;. Suppose
that My, M, are two O-modules in V"' such that M, < M> < M;w™!,
M, S Iy, My c I}, and {M\, M>)" < p* ' Then there exists a good
lattice L’ in V" such that I, = L' = I}, M1 < L' and M, = L™,

(iii) Suppose that M is a O-module in V"’ such that (M, M>' < p* and
M cIyi. Then M is contained in Iy;.

Proor. Without loss of generality, we may assume that M;, M, are lattices
in /. From the assumption we have M, + Iy € Myw ' + If < Iy~ !. So
we may regard M,/(MyNIy) ~ (M, +1I)/Iy; as an f)-subspace of
Lo '/ Let {z},., (for some finite index set J) be a subset of M, such
that the images of these z; in M,/(M,NI};) are linearly independent over f,.
From the assumption we have (M, M) < p“~'. Therefore {z;m,zw)' <
p**! for any i,jeJ. Therefore the set {z;w}. , as subset of Iy, satisfies the
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condition in corollaire 1.8 with n =1. Thus there exists a [};-admissible
decomposition ¥ ' =X @ ¥ @Y where X, Y are totally isotropic and in
duality, and a basis {v;},_, of X such that v; — z;w € Iy for every ie J. Note
that a decomposition of 7" is I'jj-admissible if and only if it is I};-admissible.
Therefore from the choice of the set {z;},., we have

My+ I =Ty N X))o @ (Ly Ny )Y@ Iy NY). (4.7.a)

From (4.7.a), we see that (M,+Iy;)" is a good lattice in 7. Define
L' :=(My)+Iy))" = My NI} Therefore L™= M>+TI;. It is clear that
L'=TI}; and L' = My. Hence M, = L"™. Since M; = M5 and M, < I}, we
have M; = L’. Then L' satisfies all requirements.

For (ii), let L’ be given as in the proof of (i). We only need to check that
I =L'. As in the previous paragraph, we have L™ = M, +I);. Hence
L™* = I because M> = I* and Iy; = I.)*. Therefore I, = L'

Now we prove part (iii). Let {x;},., be a set of vectors in M such that their
images {X;},., in the quotient (M + I};)/Iy; < Iy /I are linearly independent
for some finite index set J. Let {,)»" denote the form on the space Iy;/I; by
(1.2.c). Because we assume that (M, M)' < p* (X;, %;>"* must be zero for all
ieJ. But we know the form ¢, )™ is anisotropic because Iy, is a maximal good
lattice. Hence all X; must be zero ie., M is contained in I7}). O

4.8.

LEMMA. Let A be a good lattice in W and w be an element in W". Let K be

the subgroup of K, of elements g such that (g — 1).w belongs to A. Then the map
W, : K — C* defined by g — y((1/2)X(g — 1).w,w)) is a character of K.

PrROOF. Let gi,9» be two elements in K. Then both (g7!—1).w and
(92 —1).w belong to A. It is clear that {g.w,w) =<{(g—1).w,w) because
w,wy =0. Now ¢g1go—1 is equal to (g1 —1)(go—1)+ (g1 — 1)+ (92— 1).
Therefore

lpw(glg2)

o

w<2<((gl —1)(g2—1).w, w)})gb(%(((gl —1).w, w)})tﬁ(%(((gz - 1).w,w>>).

(9192 —1).w, W>>>

| — =

It is easy to compute that (g1 — 1)(g2 — 1).w,w) = (g2 — 1).w, (97" — 1).w).
Hence ¥((1/2)€(g1 — 1){(g2 — 1).w,w)) =1 because both elements (g, —1).w,
(97" = 1).w are in 4 and A4 is a good lattice. Therefore we have
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1 1 1
lﬁ(§<<(glgz —1).w, W>>> = l//<§<<(91 - 1)-W=W>>>lﬁ<§<<(92 —1).w, W>>>a

that is, ¥,(g192) = ¥,,(g1)¥,,(92). Tt is clear that the map , is continuous.
Hence y,, is a character of K. O

4.9,
Let K be a compact subgroup of Sp(#") contained in K for some good

lattice 4 in #". If wis an element in ¥~ and f is an element of ¥ (4) , then we
define

w?

fw, K] = L wy (k). f dk (4.9.a)

where dk is a Haar measure on K. Then it is clear that f|w, K| belongs to
S(A) yoykw I flw, K] is not the zero vector, then f[w,K] is fixed by K.
Moreover those f[w, K| when f runs over a basis of .¥(4), span the subspace of
F(A4)% of functions with support in A4* + K.w, that is, we have

(S A) i) = S CfI0K] (4.9.)
fed(4),

(cf. IMVW], chapitre 5, section III.1). The following lemma, which is from
IMVW]| chapitre 5 section II1.3 plays an important role in the proofs of the main
results in subsection 4.13.

LEMMA. Let w be an element in W and K be a compact subgroup of K.
Suppose that f is a nonzero vector in S (A),. Then f|w,K] is nonzero if and only
if f is fixed by the subgroup K :={geK|g'wed+wl.

Proor. First we prove that f|w, K] is nonzero if and only if f[w, K](w) is
nonzero. Now f|w, K] is a mapping with support in 4* + K.w. Suppose that
f[w, K] is nonzero, that is, f[w, K](w') # 0 for some element w' in A* + K.w.
Write w' = a+ k.w for some ae A*, ke K. Now we have

fiw,K](a+kw) =1y (% Ckew, a)}) py(a).(fw, K](k.w))

by (1.5.b). Hence f[w,K]|(w') # 0 if and only if f[w,K](k.w)# 0. Moreover
from (4.9.a) it is clear that f|w, K|(k.w) = f[w,K](w). Hence f[w, K] is nonzero
if and only if f[w, K|(w) is nonzero.

Now f[w, K](w) = [(wy(k).f)(w)dk is equal to [ f(k~'.w)dk because K is
contained in K. Thus

J fk™"w) dk:[ F w) dk

JK



Local theta correspondence 811

because f is supported in A* +w. Now f(k='.w) =y ((1/2)(k —1).w,w))-
f(w) for k e K| because (k —1).w belongs to A. Therefore we conclude that

Fl K = |

K

bsonde= (| wde) s @)

1

where ,, is defined in Lemma 4.8. By Lemma 4.8 we know that ¥, is a
character of K;. The integral [ i, (k)dk in (4.9.c) is essentially equal to the
sum of values of a character over all elements of a finite group. Therefore the
last integral in (4.9.c) is nonzero if and only if v, is trivial on K;. Hence
fIw,K] #0 if and only if ¢, is trivial on Kj. O

4.10.

We identify the space ¥ with Homp(7",7"'). Hence an element we %~
can be regarded as a homomorphism from ¥~ to ¥”. We use the notation w.x
to denote the image of x under the map w for x e ¥". The following lemma is

lemme 11.4.

LEMMA. Let A be a good lattice in W', g be an element in K}, w be an
element in W and c denote the element c(g) in sp(#"). Suppose that c.w belongs
to A”.

(i) For feS(A) we have (M[g].f)(w) = Y ({w,c.w))p,(2cw).f(w).

(i1) Suppose that c=cy, for some x,ye?. Then {w,ccpwW) =

—2Trdp/p{w.x, w.y)".

Let (py, ) be an irreducible smooth representation of the Heisenberg group
H(#") associated to the character ¥ of F of conductor pz”. Suppose that Q is a
lattice in ¥~ such that Q = Q*. Then we have ¢b,b") € pff for any b,b' € Q.
Therefore Q x pi¥ is a subgroup oan("f/ ). The representation (p,| QXPAF,V)
factors through the projection Q x p;7 — Q because pff is in the kernel of .
The action of Q on the space & will be also denoted by p,. If Q is self-dual,
then it is not difficult to see that the representation p,, of the additive group Q on
S 1s equivalent to its regular representation.

Suppose Q@ is a lattice in #" and contained in a good lattice A. Then we
have Q = Q*. Hence Q acts on ¥(4) as in the previous paragraph. From (i)
of Lemma 4.10 it is not difficult to check that

F(4)¢ =5(4),. (4.10.a)

(a proof can be found in [Pn2]). Hence corollaire I11.2 of [Wp| for G = Gy o+, 0
trivial and 4 as defined in II.2 can be rewritten as

S (A4) 00 = @y (H").(F(A4)Pix) ot (4.10.b)
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because By, y €A < By n where By y is as defined in [Wp]. Clearly, the
lattice 4 in above expression is not essential. Hence we have

St = @y (A").(FBiw) o (4.10.c)
where % is any model of the Weil representation.
4.11.

ProoF OF ProPOSITION 4.1. Let B denote B(L,L’). Suppose f €% (B)g.
and ge Gror. We know that ¢ is in Kz We have (wy(g).f)(x)=
(M3g[g].f)(x) = @y(g).(f(g~'.x)) from (1.5.c) for any xe#". Now @y(g) is
trivial because ¢ is in Kj. Hence (wy(g).f)(x) is not zero only if g~'.x belongs
to B*. But B* is stable by g, so wy(g).f belongs to . (B)gz.. Now suppose w is
in B*. Hence (g-! —1).w is in B. Then

@000 = £l = Vv ) = (5007 = Doy g™ = D). ).

Because (g~ —1).w is in B, p((g~' —1).w) becomes trivial. Moreover w € B*
and (97! —1)weB imply that  ¢((1/2)€(g—1).w,w)) =1. Hence
(wy(9).f)(w) = f(w) for any we B*. Therefore ¥ (B),. is fixed pointwise by
Gro+. By the remark in subsection 4.10 we conclude that ¥ (4o) g, ;- 18 fixed
pointwise by Gp ¢+. By symmetry, ¥(A4y) B(L.L)" is also fixed pointwise by
G- O

4.12.

PROPOSITION. Let L be a good lattice in V. Suppose that w is in
L*Q@I"NLw ' @Iy and f[w,Gr o+ is nonzero for some f e %(A), where

A=L*"QIyNLQILY in #. Then w belongs to B(L,L'")" for some good

m

lattice L' such that I, = L' = I}}.

Proor. We know that A4 is a good lattice in ¥ by Lemma 4.6. Identify
L*@I'"NLw™' ® Iy with Homg(Low™, I;/) NHome(L*w! ™, I};). Let x be
an element in L, y be an element in L*w!™. Then ord;-(x) > ord;(x) >0,
ord;(y) > —«, and ord;:(y) > 1 —x. Then x, y satisfy the condition in Lemma

4.5(1). Hence u, , is defined and belongs to G ¢+. Now ¢, ,.w < A4, so

(@y (). 1) (W) = Y(w, .y w))f (W)

by Lemma 4.10(i). Because we have (u;lL —1)weA and we assume that
fIw, Gro+] is nonzero, we have Y ({w,c, . wy) =1 by Lemma 4.9. Hence we
have {w,cy,.w)epy. Now Trdp,r({w.x,w.y)’) is in p/7 by Lemma 4.10(ii).

Therefore {(w.x,w.p)» is in p* = p* from the definition in subsection 2.1.
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Therefore {(w.xw ™™, w.y» e p*. Because x (resp. y) is arbitrary in L (resp.
L*w!™), we have

— _ !
(w L™ wLw! ™) < p~.

Now w.L*w! ™ < w.Lw™ < w.L*w ™ because L is a good lattice. Because w is
in L*® I[N Lo~ @ I}, we have w.L*w!™" < [}, and w.Lw™ = I'*. Hence
by Lemma 4.7(ii) there exists a good lattice L' in ¥’ such that I') = L' = I},
w.L*w!™ < L' and w.Lw™ < L. Therefore w is in Homg(Lw™,L")N

Hom(L*w!™, L") which is exactly L*® L"NL® L'w! = B(L,L')". L
4.13.

PrOOF OF THEOREM 4.2. Now we begin to prove Theorem 4.2. The in-
clusion

wy (A). Z S (A gy | F(4) oo
L'Sh,

is an easy consequence of Proposition 4.1 and the fact that Uf(\“l7) and U(7"")
commute with each other in SpW” ). We shall prove the opposite inclusion by
discussion according to the following three separate cases: (1) L=L*; (2)
L=L*w; 3) L*w# L # L".

First suppose that we are in the first case, that is, L is self-dual. Hence L
is a maximal good lattice in ¥". Then Gr o+ ={geG|(g—1).L < Lw}. Let
M :=Lw, N:=L and Z(L), By n,Ky y be as defined in I.15, 1.16, and
11.6. Clearly the pair (M, N) belongs to Z(L). So Byy=Lo ' @Iy +L®
i = Lo ! ® I; for a fixed maximal good lattice Iy; in ¥”~'. It is easy to
check that Ky vy = Gp ¢+ in this case. Now we have (g — 1).By v = L ® I}, for
all g e G o+. Clearly 4 := L ® I, = B(L, I}) is a good lattice in ", and Gy o+
is a subgroup of K. Let x be an element in L, y be in Lew'™. Then we have
ordz(x) > 0 and ord;(y) > 1 — k. Therefore x, y satisfy the condition in Lemma
4.5(1). Hence u,, is defined and belongs to Gy +. Let w be an element in
By, y. Then ¢, ,.w belongs to A. Therefore wy(uy ,).f = Y ({w, ey . wH)f by
Lemma 4.10(i) for fe.%(A4). Suppose that f[w,Gr +] is nonzero. Then
Y({w, ey, wy) =1 by Lemma 4.9. Hence we have {w, cx’y.w>>epff. Now
Trdpr(<{w.x, w.y)") ep/ by Lemma 4.10(ii). From subsection 2.1 we know
that {w.x,w.y) € p* = p* . Hence we have (w.xew ™, w.p>’ € p*. Therefore
(w.Loo™,w.Lw' ™) is contained in p*. Since w is in Lw™' ® I};, we have
w.Lw'™* = I};. Hence by Lemma 4.7(i) we know that there exists a good lattice
L' in ¥ such that L' = I}y, and w.Lw ™ = L. Hence we L® L™ = B(L,L")"
because L = L* in this case. Therefore we have proved that if w is in By, y and



814 S.-Y. Pan

fIw,Gro+] is nonzero, then w must be in B(L,L)" for some good lattice
L' = Ij;. So we conclude

(y(A)BM:N)GL,w _ Z Z fIw, Gro+] < Z S(A) .11y

WEBu N feS(A), L'ely

Therefore by (4.10.c) and corollaire II1.2 we have

0 = oy (). (7)) S oy (). | Y S
L'chj

Secondly, suppose that L. = L*w. The proof for this case is very similar to
the proof for the first case. Now again G, o+ = {g € G| (¢ — 1).L = Lw} in this
case. Let M =N:=L. We have (M,N) e #(Iy) where Iy is a fixed max-
imal good lattice in 7~ containing L. Now we have By y=L*® Iy +
L*® I = L* ® I for a fixed maximal good lattice I}, in 7"'. And we also
have Ky v = Gro+. Clearly 4:= L® I is a good lattice in #". Then Gy o+
is a subgroup of K). Let x be an clement in L, y be an element in Lw ™™,
Then x, y satisfy the conditions in Lemma 4.5(i). Hence u,, is defined and
belongs to G o+. By the same argument in the first case we can prove that
(w.Lao™ w.Lw™y < p. Now w.Lw ™ is contained in I}; because w € By, y.
Therefore we get w.Lw ™ € Iy, by Lemma 4.7(iii). Let L’':= I}, which is of
course a good lattice in #”'. Hence w is in L*® L' = B(L,L')" because now
L* = Lew™! in this case. Therefore we have & Crot < a)lp(%').(zygrl\,4 5 BULLD)
by the same argument in the first case.

Finally we suppose that L*w # L # L*. Now we let M := L*w, N := L.
Then we know that (M,N) e #(I) and

Bun=Lo 'QLNL*® I}jw " (4.12.a)

Also we have Ky v = Gr,;. Suppose that g is an element in G ;. Then from
(4.12.a), we have (g — 1).Byn S L® Iy NL* ®I}. Let A be the good lattice
L® I NL*® ;. Hence

(g— 1)~BM,N cCAcCAF EBM’N

for all ge Gr,;. Hence Gp, is a subgroup of K. We identify By y with
Hom(L*w!™, ;) NHomg (L', I;). Let x be an element in L, and y be
an element in Lww'™. Then x, y satisfy the condition in Lemma 4.5(ii). Hence
Uy, 1s defined and belongs to G; ;. By the same argument in the first case
we can prove that {w.Lw'™ w.Lo ™) ep®. We know that w.Lww'™ < I}
Therefore by Lemma 4.7(i) we have w.Lw™ is contained in L" for some good
lattice L” in 7"’ such that L” = I};. Let I,) be a minimal good lattice in 7"’

such that 77, = L”. Hence w.Lw ™™ is contained in I;". Let x be an element in
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L*w and y be an element in L*ww!'™. Then again x, y satisfy the condition in
Lemma 4.5(11). Hence u, , is defined and belongs to G; ;. By the same ar-
gument in the first case we can prove that (w.L*w'™, w.L*w' Y < p*'. Since
w In By y, we have w.L*w!™® < I\f. Therefore we have w.L*w!™ < I}
by Lemma 4.7(iii). Therefore we have proved that if we By y and
fIw,Gr1] e ¥(4) is nonzero for some fe%(A4),, then w must be in
L*@I"NL® Iy ! for some minimal good lattice I, < I;. Therefore
(S (A)p, N)G“ < F(A)p where R:=L* @ I NL ® I;~'. Hence by (4.10.a)
we have (7 (4;)Bwv)ort 19’(A1)R(L’F"§)*, or

(8o o g RUTL)

—~——

where S is any model of the Weil representation of Sp(#7). Now by Proposition
411 we know that if we R and f|w,Gr o] € S(4p) is nonzero for some
feF(A),, then we B(L,L")" for some good lattice L' in #*" such that L' = I}).
Hence we have proved

GL,0+
(F(A)g,, ) = (F(A)g, )N S| D P (A)y
XY
L'l

Therefore by (4.10.b) and corollaire II1.2 we have

= col/,(%').(y)(A)BMVN)GL,0+ < wy(#"). Z P(4)PEL)

L'ery

Hence the theorem is proved. ]

5. Correspondence of depth zero minimal K-types.

In section 4 we proved that the depth zero representations are preserved by
the local theta correspondence. In this section we want to investigate how the
depth zero minimal K-types of the paired representations are related.

5.1.

Let L (resp. L') be a good lattice in 7~ (resp. #”'). Recall that B:=
BL,L"Y=L"Q@L'NL®L" and B*=L*"® L'+ L ® L™ from subsection 4.1.
Define

Bo" =L*"QLw NL®L*w"

Bo' =L"QLw"+LQL"w"
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for any integer r. Clearly Bw” and B*w” are (p-lattices in #". As usual let Kp
denote the stabilizer of B in Sp(#") and Kj be as defined in (1.5.a). Define

Ky :={geKp|(g—1).B'w ' =B} ={geKp|(g—1).B< Bw}. (5.1.a)

It is easy to see that K; < K = K. We know that B*/B is a nondegenerate
symplectic space over f. It is not difficult to check that the quotient Kp/K} is
isomorphic to the finite symplectic group Sp(B*/B).

Define the maps ordg and ordp- from #" to Z as follows: ordg(w) :=m if
w e Bw™ — B! and ordp-(w) :=m if we B*w"” — B "t

LEMMA. Let x,y be elements in W such that ordg(x)+ ordp:(y) >1—1
and ordg(y) + ordp-(x) > 1 — A where 1 is defined in subsection 2.1. Then uy , is
defined and belongs Kj.

Proor. From the condition in the lemma, it is clear that 1+ ¢, is in-
vertible. Hence u, , is well-defined. Let b e B*w~!. Then Ceyp.b =Xy, bY) +
y€x,by. It is clear that ¢, ,.B* < B*w by the condition in the lemma.

Therefore (i, — 1).B*w ' = —2¢,,(1 + 1)) B'w™' = —2¢,,.B'w™' = B".
Thus u, , belongs to K. O
5.2.

LEMMA. Let  be a character of F with conductor pff. Suppose that
we B! and y({w,c(k)wy) =1 for all ke K. Then w belongs to B*.

ProOF. Here we consider a new dual pair (U(7,), U(7,")) in Sp(#") where
Y, =W with the form {,),:=¢,) and 7," := F with the form {, ), given by
{ti,tay, == ttr. Let k,:=7 and «/:=0. It is clear that ¢,) is equal to
(e ® <, Identify Bw~! with Homg(B*w! =, ¢). Suppose that x, is any
element in B. Let x :=xy and y:=xpww'™*. Then x, y satisfy the condition in
Lemma 5.1. Therefore u, , is defined and belongs to Kj. Now c(uy ) = ¢y,
from subsection 4.5. Then y({w,cy ,.wy) =1 by the assumption. Therefore
&w, cx,y.vv>>epl’?. Then we get {w.x, w.y)éepff by Lemma 4.10(ii). Hence
(wxow! ™ waxew! ™) is in p,’}fwl_i =pp. SO (w.xowl_i)2 epr =p. Now
w.xow' ™ € @ by the assumption that we Bw~'. Therefore w.xoww!™ is in p
because p is a prime ideal of the ring (. Since X, is arbitrary in B, we conclude
that w is in Homg(Bw™*, ). Hence w belongs to B*. O

5.3.

ProposiTION.  Let (U(¥"), U(¥"")) be a reductive dual pair and L (resp. L')
be a good lattice in V" (resp. V).
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(i) If we Bw™!, then K} stabilizes the space ¥ (B),.

(ii) If we Bw™! and K} fixes an nonzero element in ¥ (B)
fo B*.

(i) #(B)s = 7(B)*" = #(B),..

(iv) Kp/Kp acts on S (B)y. and the action is isomorphic to &y where @y is
the Weil representation of Sp(B*/B).

v» then w belongs

Proor. If k belongs to Kj; and w belongs to Bow™!, then k='.w is in B+ w
by the definition of K. Let f be a nonzero element in ¥ (B),. Now we have
wy(k).f =y (w,c(k).wy)f from Lemma 4.10(i). Hence (i) is proved.

If K fixes a nonzero element f in % (B),, then from (i) we know that
Y(w,c(k)wy) =1 for all ke K;. So (ii) follows from Lemma 5.2.

Now we prove (iii). It is known that ,V(B)KJé is contained in % (B)
because Kj is a subgroup of Kj. Let (U(7;), U(7,")) be the reductive dual pair
considered in the proof of Lemma 5.2. Then U(7,') is just the group of two
elements and is contained in the center of Sp(#7). Let M := B*w and
N := B. Then the group Kj y defined in .16 is equal to Kj, and the
lattice By, y defined in I1.6 is equal to Bw~!. Let H := Ky y and 6 be the
trivial representation of H. Then corollaire II1.2 of [Wp] becomes y(B)Klg =
Oy (H)) (S (B) gy ) 5 = (S (B) ) 5. Now (#(B)y,, )" = S (B). by part
(ii). On the other hand, if k is in Kz, w is in B* and f is in ¥(B),, then it is
clear that wy(k).f =y ((1/2)(k —1).w,wy)f = f since (k—1).we B. There-
fore ¥ (B)g. is contained in & (B)Kl/*. Thus we have proved that

"
KB

¥(B)*s = 7(B)%s = #(B),. = #(B):. (5.3.2)

Hence (iii) is proved.

From (1.5.c), it is easy to see that Kp acts on the space ¥ (B),.. Let £ be
the map from % (B)g. to S given by f — f(0) where S is defined in subsection
1.5. Obviously € is an isomorphism of vector spaces. Now we have
Q(ey(k).f) = (0 (k).£)(0) = @y (k).(£(0)) = @y (k).(2(f)) for any keKp by
the definition of 2 and (1.5.c). Since Kj acts trivially on #(B) ., we can regard
S (B)g. as a representation of Kp/Kp. It is clear that ©Q is an isomorphism of
Kp/Kp-representations. O

54.

LEMMA. Let L (resp. L') be a good lattice in ¥ (resp. V') and
B:=B(L,L"). Then we have 1,(GL)NKy=1,(Gro) and 14(G;,)NKy=
(Gl o)

Proor. From the discussion in [Wp| L.15, we know that there exists a
decomposition ¥ =X @® Y such that L=L*®LY and L*=L* QL Y= !,
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where LY :=LNX, LY:=LNY. Let ¥'=X'@®Y' be the similar decom-
position such that L' =L @ LY and L"=L* @ L'Y'w ! where LY :=
L'NX', L'V :=L'NY'. Then we have

B — (LX®L/X’) @(LX®L/Y’)w—l @(LY®L/X')w—l @(LY®LIY’)W_1,
B— (LX®L/X’) (—D(LX®L,Y/) (—D(LY®L/X/)(-D (LY®L,Y/)?D_1.

It is easy to check that 1, (Gp o+) < K. Hence 1,(Gro+) S 1,/(GL) N K. On
the other hand, if g € G; and 1,-(g) € K, then we have (9 —1).LY c LY@ ®d LY
and (¢9—1).LY cL¥@w@®L"w. Hence ge Gro+. Therefore 1,(Gpo+) =
1,(Gr) N K. The proof for 1,(G;,) N Ky =1,(Gp, (+) is similar, !

5.5.

It is easy to check that B*/B is isomorphic to (I* ®,1") x (I" ®,1) where
1,1",I' 1" are defined in subsection 1.2, and the quotient G, /Gy ¢+ is isomorphic
to U(l) x U(I"), and Gj,/Gjy, s is isomorphic to U(l') x U(I"™).

PROPOSITION.  The pair (GL/GL o+, GL,/Gyi o) is a (possibly reducible) re-

*

ductive dual pair in the finite symplectic group Sp(B*/B).

Proor. Now 7~ (resp. ¥”') is an e-Hermitian (resp. ¢’-Hermitian) space over
D with e’ = —1. We know that [ (resp. I*, I', I"*) is a (non-degenerate) u (resp.
w*, i, 1*)-Hermitian space over f;, for some u (resp. p*, @', ') equal to 1 or
—1. To prove this theorem, we need to check that uu* = —1, u*u’ = -1 and

<<7>>b* = Trdfp/fp((<7>l* ®7To <7>;/) @ (<7>I ®fo<=>ll’*>) (5521)

where 7 denotes the involution of f), over f, induced from 7 i.e., 7 is given by
T(I1o(t)) == H(z(t)) for te @. Consider two elements wy =/ Q[ +1 I,
wry=L®L+bL®L" in B* where [eL, [7eL*, [leL’ and [*e L. Now

KM g-(wr), 1 5+ (w2) Dy
= Mo, (i, wa Y k)
= e, (K @ .15 @ 1ye ™) o+ ey (K @I, 15 ® yeo ™)
+ o, (KK @1, h® LY ) + Mo, (Kh @, b ® Ly ™)
= Hop (< @115 ® BYwy ") + o, (<h ® I, b ® 15y 7).

The last equality is duc to the facts I, (<] ®ll’*,12*®lé>>w}_b) epl’? and
o, (K @ UL ® I Ywy ) eplf. We have
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o, (K1 ® 1,1 ® Byl )
= Mo, (Trdpyr (5, 15T, B ) ap ™)
= Trdy, s, (Mo (<L BT B ' ™)
= Trdy, 17, (o (< 13w ™) e (I o (<, 1Y )@ ™))

= Tl‘de/j%(<HL*<ll*)7 HL*(I;)>I*f(<HL’(I{)7 HL'(I2/)>;'))

Similarly, we also have

e, (Kh @I b ® 1y Yoo ™)
= Trdy, g, (CHL(h), T (b)) 2(KH - (1), e (B) )

Hence (5.5.a) is true.

Now we check uu™ = —1 and p*u’ = —1. All the information is in the
table in subsection 1.2. First suppose that D =F. Then f, =fr, u=p" =g,
w=u"*=¢. Hence yu* =p*y’ =e’ =—1. If D is a unramified quadratic
extension of F, then f, is a quadratic extension of fr, u=u*=¢ u' =pu~* =¢'.
Again uu"™ = p*p' = e’ = —1. 1If D is a ramified quadratic extension of F, then
fo=Fes w5 = (=D)"e, u= (=1 w* = (=)"*'e, and @’ = (-1)"¢". Note
that x +x’'=21g+1 is odd in this case. Thus x+x’+1 is even. Hence
' =’ = (=1)""*leg’ = 1. If D is a quaternion algebra of F, then again
Kk +x' =2+ 1. Without loss of generality, we assume that x is even and k' is
odd. Then u*=—¢ pu=¢ p*=2¢', and p' = —¢’. Therefore uu"™ =ee’ = —1

and p*u' = (—¢)(—¢') = —1. ]

Suppose ¥, ¥"" are two e-Hermitian spaces in the same Witt series. Let L,
L" be good lattices in ", 7" respectively. Then it is clear that the spaces L*/L
and L™ /L" (resp. L/L*w and L"/L"w) are in the same Witt tower.

5.6.
In this subsection, we prove our second main result of this paper.

THEOREM. Let (G,G') = (U(¥"),U(¥"")) be a reductive dual pair.  Let
(m, V) (resp. (n', V")) be an irreducible admissible representation of U(7") (resp.

U(7")) of depth zero such that two representations are paired by the local theta
correspondence.  Suppose that n has a minimal K-type (Gr,(). Then ' has a
minimal K-type (G},,(") such that { and {' are paired in the theta correspondence
for the dual pair (GL/Gr o0+, Gp./Gp o) in Sp(B*/B) and the Weil representation
on %5 where B:= B(L,L') is defined in subsection 4.1,
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Proor. By Theorem 4.2 we know that

' (B) Gov = wy (A7). Z y(B)B(L,L')*
L'e (L)

where 2(Iy) is the set of good lattices contained in I}, and ¥(B) is the
generalized lattice model of the Weil representation of Spf(\”f// ) with respect to the
good lattice B. Let IT be the projection ¥ (B) — V ®¢ V'. Let W = V denote
the representation space of {. Because ¥ Cro* is nontrivial, we have a nontrivial
surjective map & (B)¢" — V%ot @ V’. Then there is a nonzero element
f € S (B)gy. 1 for some good lattice L' < Iy such that JI(f) is not zero and
II(f) is in the space W ®c¢ V'. But we know that /I(f) is fixed by G;, ,. by
Proposition 4.1. Therefore IT(f) is in V %.0* @ V't Hence V' is not
trivial. Let ({’, W’) be an irreducible representation of Gj,/Gy, ¢ such that
II(f) has a nonzero image in W ®cW'. We know (G./GpLo+,GL /Gy )
forms a finite reductive dual pair in Sp(B*/B) from Proposition 5.5. By
Proposition 5.3(iii) and 5.3(iv), we know that ¥ (B),;. =% (B)K’l’ and the action
of Kp/Ky on ¥ (B),. is the Weil representation of Sp(B*/B) with respect to the
nontrivial character  of f. Now we have a nontrivial map from (B),. to
W ®c W'. Hence the two representations { and (' are paired by the theta
correspondence for the reductive dual pair (Gr/Gyp o+, Gy /G ) O]

6. Correspondence of Iwahori-spherical representations.

We begin to give a few applications of Theorem 5.6. An irreducible ad-
missible representation of a p-adic reductive group is called Iwahori-spherical if it
admits a nontrivial vector fixed by an Iwahori subgroup. The following theorem
generalizes corollaire 4.3, where the result for the cases of unramified re-
ductive dual pairs is proved.

THEOREM. Let (G,G') := (U(?"), U(¥"")) be a reductive dual pair. Let I
(resp. I') be an Iwahori subgroup of U(YV") (resp. U(¥"")), and (m,V) (resp.
(n', V")) be an irreducible admissible representation of Uf(?) (resp. U(V"")) such
that mt, n' are paired by local theta correspondence. Then V' is nontrivial if and
only if V' is nontrivial ie., an irreducible Iwahori-spherical representations

corresponds to an irreducible Iwahori-spherical representation.

Proor. First we assume that V! is nontrivial. Therefore there is a good
lattice L in # such that V%ot is nontrivial. Let { be an irreducible sub-
representation of Gy /Gy o+ occurring in ¥ %.ot . By Theorem 5.6, there exists a
good lattice L' in ¥ such that V/o* is nontrivial and there exists an irre-
ducible subrepresentation (" of G;,/G, / g+ On V%ot such that ¢, ¢’ are paired
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by the theta correspondence for the finite reductive dual pair (Gp/Gr o+,

1//G o). Because V' is nontrivial, , as a representation of G; /Gy, o+, can be
chosen to be an irreducible subrepresentation occurring in the induced repre-
sentation IndgL/ 90" triv where T is the Levi factor of the Borel subgroup 1/Gy o+
of Gr/Gp o+ and “triv’ denote the trivial character of 7. By the induction
principle of the theta correspondence for finite reductive dual pai/rs (,cf.' [AMR],

/G .
théorém 3.7), the representation (' must be a subquotient of Ind,/" " triv for

the trivial character of the Levi factor 7" of the Borel subgroup of I'/Gy, . of
G;./Gyp. .. By Frobenius reciprocity, the representation {’ restricting to the
Borel subgroup I'/Gj, .+ contains a trivial representation. Therefore V/Gi’,w,
as a representation of I'/Gj, (., contains the trivial representation. Hence V" /
is nontrivial. Therefore we have proved one direction of the theorem. By
symmetry the other direction is also true. ]

7. Correspondence of unipotent representations.

Our next consequence concerns the unipotent representations of p-adic
reductive groups defined by G. Lusztig. First we recall some definitions for
representations of finite reductive groups. Let H be a finite reductive group, T
be a maximal torus in H, and 0 be a character of 7. P. Deligne and G. Lusztig
define in a virtual character R¥ () of H. An irreducible representation of
H is called unipotent if its character occurs as a constituent of R¥ (triv) for some
T. Let U(7") be a reductive p-adic group occurring as a member of a reductive
dual pair. An irreducible admissible representation (7, V) of U(7") is called
unipotent if V 620+ is nontrivial for some good lattice L in ¥~ and V¥ %29+ contains
a unipotent representation of the reductive finite group G, /G o4+ (¢f [Lt], 1.5).

THEOREM. Let (G,G'):= (U(¥"),U(?"")) be a reductive dual pair. Let
(m, V) (resp. (n', V")) be an irreducible admissible representation of UW) (resp.
U(Y™")) such that © and 7' are paired by the local theta correspondence. For
simplicity, we assume that ¢ = 1. Suppose that the dual pair (U(?"), U(¥"))
satisfies one of the following conditions:
(i) D is F, the characteristic of fr is large (see the proof), and U(¥"") is of
type Dy, 2Dy, or *D) (cf. [Tt], pp. 60-66) for some m,
(i) D is an unramified quadratic extension of F, no other restriction,
(iii) D is a ramified quadratic extension of F, the characteristic of fy is large,
and the dimensions of V", V"' are even,
(iv) D is a central quaternion algebra, the characteristic of fr is large, and
U(Y) is of type *D! for some integer m.
Then m is unipotent if and only if n’ is unipotent.

PrOOF. Suppose that 7 is unipotent representation. So ¥ Czo* is nontrivial
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for some good lattice L in ¥". Let { be a unipotent subrepresentation of
G./Gr o+ on the space V9rot. By Theorem 5.6, we know that there exists a
good lattice L' in #"" such that V'%uo s nontrivial and there is a sub-
representation (' of G},/G] 0+ On '%00¢ such that ¢, {" are paired by the theta
correspondence for the finite reductive dual pair (G./Gr o+ Gr,/Gpige). .
Adams and A. Moy ([AM], theorem 3.5) prove that a unipotent representation
corresponds to a unipotent representation for the following finite reductive dual
pairs:
(1) (Sp(v), O(v')) where the dimension of v’ is even and the characteristic of
fr is large enough such that every maximal torus 7 in (Sp(v) or O(v'))
satisfies the condition that 7'/Z has at least two regular orbits under the
Weyl group action where Z is the center of the group,
(2) (U(v),U(v")), a dual pair of finite unitary groups.
Therefore we only need to check that the dual pair (G/Gr o+, G}, /G} ) under
the restrictions in (i), (ii), (iii), (iv) are a sum of irreducible reductive dual pairs of
the above two types. First suppose now we are in the case (i) i.e., U(7"') is of
type Dy, 2Dy, or 2D/ for some m. Then it is clear that both U(I') and U(I™)
are orthogonal groups from the table in subsection 1.2, and both [/ and [”
are even-dimensional for any good lattice L in 7¥"'. Therefore (G./GL o+,
G7,/Gpio+) is a dual pair of a sum of two irreducible dual pairs satisfying (1).
To check the cases (ii), (iii), (iv) is analogous. So we just sketch the proof.
If we are in case (ii), then all groups U(I), U(l*), U(l'), U(I") are unitary
groups. If we are in case (iii), then exact one of U(l), U(I*) (resp. U(l"), U(I"™))
is an orthogonal group. And this orthogonal group is of even variables if and
only if the dimension of 7" (resp. ¥"') is even. For case (iv), U(I) is an or-
thogonal group. This orthogonal group is of even variables if and only if U(7")
is of type D/ for some m. Hence this theorem is proved. ]

8. Admissible splitting of metaplectic covers.

From this section to the end of this paper we will assume that D is
commutative. It is known that most reductive dual pairs are split. In this
section, we want to discuss the issue of splitting of the metaplectic covers of
reductive dual pairs in this section.

8.1. Ranga-Rao cocycle and its splitting.

Let (U(77),U(7"")) be a reductive dual pair such that D is commutative and
W=7 7V’ Let# =X+7Y bea complete polarization. Let My|g] be the
action of the Schrédinger model. The cocycle cy(g,g’) defined as in (3.3.a) with
respect to Mylg] is called the Ranga-Rao cocycle and it is computed explicitly in
[RR]. An explicit admissible splitting (if it exists) of U(7") with respect to the
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Ranga-Rao cocycle is given in theorem 3.1 by S. Kudla. We will use the
notation f¥(g) to denote this splitting.

8.2. Splitting with respect to a generalized lattice model.

Let L (resp. L') be a good lattice in ¥~ (resp. ¥"'). Define B:= B(L,L’') as
in subsection 4.1. Let cp(g,g’) denote the cocycle with respect to the generalized
lattice model (M3[g], ¥(B)) of the Weil representation of Sp(#"). An admissible
splitting = of the cocycle ¢Bl, (U, (uiry 18 given in [Pnl]. We shall
normalize f* such that ﬁL|U(¢/~)L = &, where &; is a character of U(7”), inflated
from the character of ¢ ® & of U(I) x U(I*) via the homomorphism U(7"), —
U(l) x U(I") and &, & are defined as follows.

(i) If D=F, let & (resp. &) be the trivial character of U(Il) (resp. U(I™)).

(i) Suppose that D is an unramified extension of F. Let & be the trivial

character of U(l) if I” is even-dimensional, be the sgn character of
U(l) if I is odd-dimensional. Let &* be the trivial character of U(I*)
if I' is even-dimensional, be the sgn character of U(I*) if I’ is odd-
dimensional.

(iii) Suppose that D is a ramified extension of F. Then one of I, I" is

a quadratic space and the other is a symplectic space. When
SUW)/[UW), U] (resp. SUI™)/[UI™),U(I")]) is nontrivial, let ¢
(resp. &%) be a character of order two of U(I) (resp. U(l*)) whose
restriction to SU(I) (resp. SU(I™)) is also nontrivial. Let &, & be the
trivial characters otherwise.
From the definition, it is clear that & = &1, &* = (f*)_1 and &; = le. We also
note here that the character &; depends only on the parity of the dimension of
2

8.3. Depth and splitting. -
Let L be a good lattice in ¥". The map pL: U(¥") — U(¥") given by
BE(9) = (1y(9), B"(9) Milty(9))) (8.3.2)

is a group homomorphism. Therefore, if 7 is an irreducible admissible repre-
sentation of U(¥"), then mo Bl is an irreducible admissible representation of
U(7"). By (1.4.b), (1.5.c) and (8.3.a), we have

(0 (B (K))- ) (w) = EL(Rk)@y (1 (k))-(f (1 (k) ™)) (8.3.b)
for ke U(?"), and f € ¥(B).

PROPOSITION. Let G := U(?"). Suppose that the extension G — G splits.
Let n be an irreducible admissible representation of G. Then 7 is of depth zero
if and only if mo B is of depth zero where L is a good lattice in ¥ such that
Gro+ 1 and I is a fixed Iwahori subgroup of G.
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PrOOF. Suppose that 7 is of depth zero. Then n has nontrivial vectors
fixed by f5;(Gy, o+) for some good lattice L; in ¥~ such that Gy, o+ = I for a fixed
Iwahori subgroup I where f8; is defined in subsection 3.3. Compare f; and S,
we see that we only need to prove that the restriction f* ]G . is trivial. From
subsection 8.2, we know that f* |6, = €1 Suppose that I = Gx0 for some point
xo in the affine building of G. From the definition in subsection 8.2, it is clear
that fL‘GXU.w is trivial. Since Gy, o+ S Gy, 0+, We see that pr ]G 1s trivial.

Hence 7 has nontrivial vectors fixed by f,(Gyr, ¢+) if and only 1f nofE has
nontrivial vectors fixed by G, o+. Hence 7 is of depth zero if and only if 7 o pL
is of depth zero. L]

8.4.

COROLLARY. Suppose that (U(¥"), U(¥"")) is a split reductive dual pair and
D is commutative. Suppose that an irreducible admissible representation n of
U(?") corresponds to an irreducible admissible representation ©' of U(V"") with
respect to the splittings f* and ﬁLl for good lattices L, L' in v and V"' re-
spectively. Then 7 is of depth zero if and only if n' is of depth zero.

ProOOF. The corollary follows from Corollary 4.4 and Proposition 8.3
immediately. []

9. Correspondence of depth zero supercuspidal representations.

In this section, we consider the local theta correspondence of depth zero
supercuspidal representations of split reductive dual pairs.

9.1. Depth zero supercuspidal representations of classical groups.

Let (z,V) be an irreducible depth zero supercuspidal representation of
G := U(7") with a minimal K-types (G, {) for some good lattice L in ¥~ and an
irreducible representation { of Gr/Gro-. We will use the notation f to denote
the representation of G, inflated from { of G./Gr+. Then we know that {
must be cuspidal and 7 ~ c-Indchf where “c-Ind” denotes the compact induction.
On the other hand, any irreducible cuspidal representation of G /Gy ¢+ induces
an irreducible supercuspidal representation of G (c¢f. [MP2], corollary 6.8).

LeEmMA. Suppose an irreducible supercuspidal representation (n, V') of G has
a minimal K-type (Gp,{) for some good lattice L in ¥". Then the lattice L is
unique up to equivalence.

ProOF. Recall that two lattices L; and L, in 7~ are said to be equivalent
if there exists an element g € G such that L; = g.L,. Note that G; 1s a maximal
open compact subgroup of G. Suppose that n has another minimal K-type
(Gy, (') where ¢’ is an irreducible cuspidal representation. Moreover, by the
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associativity of the minimal K-types Gys/Gay o+ must be isomorphic to G/Gy o+.
Then there exists an element g € G such that the vertex corresponding to g.M and
the vertex corresponding to L are in the same chamber. But Gz N G,y surjects
onto Gr/Gr o+ and Gy /Gy o+ by the associativity of minimal K-types defined
in 5.1. Then L must be equal to g.M. Therefore L and M are
equivalent. ]

9.2. Depth zero supercuspidal representations of metaplectic covers.

Let (U(77),U(7"")) be a split reductive dual pair such that D is com-
mutative. An irreducible admissible representation = of U(7") is called a su-
percuspidal representation if m o ,[)’ is a supercuspidal representation of U (77) for
some splitting f: U(7 ) — U(7"). Since for different splittings B, B, the rep-
resentations 7z o fi, mof, are different up to a character of U(7"), we see the
definition is independent of the choice of the splitting 8. As in subsection 9.1, an
irreducible depth zero supercuspidal representation of G:= U(7") with a minimal
K-type (G, () is isomorphic to c-IndG {. Therefore it is not difficult to see that
if 7 1s an irreducible depth zero supe1cusp1da1 representation of G with minimal
K-type (Gr,(), then 7o % is isomorphic to ¢- IndgL(fL ® &) where ¢, is defined
in subsection 8.2.

9.3.

THEOREM.  Suppose that (G,G') := (U(¥"),U(¥"")) is a split reductive dual
pair and D is commutative. Suppose that (z, V') (resp. (', V")) is an irreducible
admissible representation of U(V) (resp. U(Y"")) such that the representation
n ® 7' is a first occurrence in the correspondence. Suppose that 7 is supercuspidal
with a minimal K-type (Gr,{). Then n' has a minimal K-type (G},,(") such that
(@ is a first occurrence in the correspondence for the finite reductive dual pair
(GL/GLo+, GL /Gl ge)-

PrOOF. By Theorem 5.6, we know that 7’ has a minimal K-type (G},,{’)
such that { and (' are paired by the theta correspondence for the finite reductive
dual pair (G./Gr 0+, G, /G, o). Suppose that {® (' is not a first occurrence.
Then (' is not cuspidal by induction principle. Therefore the Gr/Gpo -
representation V Grros contains a non-cuspidal component. Then T oﬂL
not be an irreducible supercuspidal representation of U(7"') by [M corollary
6.8. But we know that n'o S must be an irreducible supercuspidal repre-
sentation of U(7"') by the induction principle of the local theta correspondence.
We get a contradiction. ]

9.4.
Next we want to consider the converse of Theorem 9.3. Suppose that we
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have two finite reductive dual pairs (U(v), U(v™)) and (U(v*), U(v")) satistying
one of the following conditions:
(i) v and v* are symplectic spaces, v’ and v are orthogonal spaces,
(i) all », v*, v/, v are Hermitian spaces with respect to a quadratic
extension of f,

(iii) v and v’ are symplectic spaces, v* and v are orthogonal spaces.
Then it is clear that there exists a field D over F and two spaces ¥, ¥, integers
Kk, k', and good lattice L and L' (with respect to the integers «, ') in ¥~, ¥’
respectively such that

L/wa ~ U, LX/L ~ U*, L//L/*w ~ U/., L/*/LI ~ v/>:<’

as Hermitian spaces over f,. This is just an easy consequence of the table in
subsection 1.2. Therefore, we have G /Gy o+ ~ U(v) x U(v*) and G,/G}/ o ~
U') x U@™) where G:= U(¥") and G’ := U(7""). |

Given a character ¢ of f, clearly there exists a character y with conductoral
exponent plff such that y = ¢ where V is defined in subsection 1.5. Of course,
the character  is not unique.

9.5.
The following theorem is the converse of Theorem 9.3.

THEOREM.  Suppose that (G,G') := (U(¥"),U(¥"")) is a split reductive dual
pair and D is commutative. Suppose that {, (' are irreducible cuspidal repre-
sentations and {® (' is a first occurrence of theta correspondence for the finite
reductive dual pair (Gr/Gr o+, Gi,/G’,70+). Then n ® ©’ is a first occurrence for
the reductive dual pair (G, G") where 7 is the irreducible admissible representation
of G such that mofpt :c-lnd&(ﬁ@f) and 7' is the irreducible admissible
representation of G' such that ©' o L' :c-Indg,/,(fL/(@g:') where &p, & oare
defined in subsection 8.2. ’

Proor. Because { and (' are irreducible cuspidal representations, ¢; ®¢
and &, ® ' are representations inflated from irreducible cuspidal representations
of G./G o+ and G;./G}, o+ respectively. By proposition 6.5 in [MP2], we know
that both c-IndgL(fL ®5) and c-IndG/ll (&L ®5') are irreducible supercuspidal
representations. Moreover it is clear that 7 and 7’ are uniquely determined by
the condition in the theorem. We know that 7 has the minimal K-type (G, ().
Fix the group G and let G” be a group in the Witt tower of G'. Suppose that
n ®n” is a first occurrence for some irreducible admissible representation 7" of
G". We know that 7 must be of depth zero by Corollary 4.4. Therefore by
Theorem 9.3, n” has a minimal K-type (G7.,(") for some good lattice L” in ¥"”
where U(7""):= G” such that {® (" occurs in the theta correspondence for
the dual pair (G./Gypo+,GJ./G]se). Moreover we know that (®(" is a
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first occurrence. Write Gj,/Gp, o ~ U(l') x U(I") and G[./G{, . ~ U(l") x
U(™). Then U(l") and U(") (resp. U(I") and U(I")) are in the same Witt
tower. Therefore dim(l’) = dim(!”), dim(I™) = dim(I"*) and (" ~{" because
now both { ® ¢’ and { ® ¢” are first occurrences. Hence G’ = G” and 7’ = 7.
Now 7’ is an irreducible supercuspidal representation of G’ having a minimal K-
type (Gr,('). Hence n" o X ~ c-Indgél(fL/ ® ') as in subsection 9.2. ]

Theorem 9.3 and Theorem 9.5 indicate that the theta correspondence of
depth zero supercuspidal representations for p-adic reductive dual pairs can be
completely described by the theta correspondence of cuspidal representations for
finite reductive dual pairs. Here we note that the theta correspondence of
cuspidal representations for finite reductive dual pair is one-to-one although the
general correspondence for finite reductive dual pair is not. In the following
subsections, we give a few examples to illustrate the nice relation of theta
correspondence of p-adic and finite reductive dual pairs. These examples may
not be entirely new but here we provide more precise information. All three
examples are pairs of orthogonal and symplectic groups. The characters &;, &;.
are trivial in these situations, so we will just ignore them.

9.6.

ExampLE. This example is originally from theorem 8.3. Assume that
Y 1s a character of F with conductoral exponent pl’}f for some integer Ap.
Consider the dual pair (Sp,(F),O(7"")) where ¥ is a two-dimensional aniso-
tropic quadratic space over F such that the corresponding quadratic form is split
over a unramified quadratic extension of F. This pair is unramified and split.
The sgn representation of O(7"') is supercuspidal and first occurs in the cor-
respondence for this dual pair. Assume it corresponds to the representation
(m, V) of Sp,(F) (under our choice of splitting). Let L’ be the unique good
lattice in #"'. We know L' is self-dual and G}, /G, o ~ O;(fr), the aniso-
tropic finite orthogonal group in two variables. The sgn representation factors
through the first congruence subgroup G, . and becomes a representation of
the finite orthogonal group O; (fy), still denoted by sgn. For the dual pair
(Sp4(fr), O5 (fr)) the sgn representation corresponds to the representation 0y of
Sp4(fr), in the notation of [Sr]. By Corollary 4.3, there exists a good lattice L
in 7" such that ¥ %ot is nontrivial. We know that L* = Lw"™ where m is 0 or 1
depending on the parity of Ar. By Theorem 9.5, we have 7 ~ c-Indé’L7 {5 6y,
Note that Gy is conjugate to Sp,(C¢r) when Ar is odd. This is the situation in
[As]. But G, is not conjugate to Sp,(€r) when Ap is even.

9.7.

ExaMPLE. Our next example is also originally from but here we are
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able to provide more information. Assume the character y is of conductoral
exponent p/7. Consider the dual pair (Sp,(F),0(7"')) where 7" is a two-
dimensional anisotropic quadratic space over F such that the corresponding
quadratic form is split over a ramified quadratic extension of F. We can identify
¥"" with a ramified quadratic extension E of F with the quadratic form induced
from the norm of E over F. We know we have two ramified quadratic ex-
tensions of F, namely F(y/w) and F(y/ew) where ¢ is a nonsquare unit in (.
We know this pair is split but not unramified. Again the sgn representation
of O(7"") is supercuspidal and first occurs in the correspondence with Sp,(F).
Assume it corresponds to the representation (z, V') of Sp,(F). Let L’ be the
unique good lattice in ¥"/. We know that G, /Gl g+ ~ O X O where O,
denote the orthogonal group in one variable ic., the group of two elements.
Now the sgn representation factors through the subgroup G7, . and is equivalent
to the representation sgn &® sgn of the finite group O; x O;. We know that
SLy(fr) has two irreducible (¢ — 1)/2-dimensional representations {; and {5,
which are cuspidal. Now consider the theta correspondence for the dual pair
(SL2(fF), O1) over the finite field f with respect to a character ¢. Note that the
character ¢ depends on the choice of @w. We know that the sgn representation of
O, corresponds to {; where i is 1 or 2 depending on the character ¢. By
Theorem 9.3, V' %.o+ is nontrivial for the unique (up to equivalence) good lattice
L in 7 such that L'w < L < L*. We know that Gp/Gr o+ ~ SLy(fF) X
SLy(f). Then the representation sgn ® sgn of G;,/G;, . corresponds to the
representation {; ® {; of G/Gr o+ where i, j are 1 or 2. And we know that i = j
if £~ F(y/w), and i #j if E ~ F(\/ew). By Theorem 9.5, n is isomorphic to

e-Ind " G @ ¢
9.8.

ExampPLE. Let 7~ be a four dimensional anisotropic quadratic space over F.
Let G := O4(F) denote the anisotropic orthogonal group on ¥". Now we want
to determine the first occurrence of the sgn representation of O4(F). There
is a unique good lattice L in ¥ since ¥~ is anisotropic. And G./Gp o+ ~
O5(fr) x Oy (fr). The sgn representation of O4(F) is of depth zero and, as a
representation of Gr./Gp o+ = U(I) x U(I"), isomorphic to sgn ® sgn. We know
that the first occurrence of sgn representation of O, (fr) is paired with 0y of
Spy(fr). Therefore by Theoreml 9.5, the first occurrence of sgn representation of
O4(F) is paired with c-IndG, 010 ® 019 where G’ is the symplectic group Spg(F)
over an eight-dimensional space ¥ over F, L' is a good lattice on ¥’ such that
both L"™/L" and L'/L"w are four-dimensional spaces over fr. The represen-
tation c-IndG, 010 ® 0y is irreducible supercuspidal. We remark here that the
first occurrence of the sgn character is already considered by S. Rallis in [RI].
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10. “Dual pairs” of modular congruence groups.

10.1. Modular congruence groups.

So far we have seen that the local theta correspondence of depth zero
representations is closely connected with the theta correspondence for finite
reductive dual pairs. Similar results should hold for representations of positive
depths. Suppose that (U(¥"),U(7"")) is an unramified reductive dual pair in
Sp(#). Let L (resp. L') be a lattice in ¥~ (resp. #”') such that L* = L™ (resp.
L’*:L’wm’). Define 4:=L®L’'. Then A4 is a lattice in ¥~ such that
A* = Aw™*™' Fix a positive integer k. Then we can define & (resp. &')-
Hermitian form {,), (resp. {,»,) on the free module I := L/Lww® (resp.
I, .= L'/L'w") over the (finite) commutative ring ¢/p*. We can also define a
skew-symmetric form ¢, ), on the free module a; := 4 /Awfé over Op/pk. Tt is
not difficult to verify that both G;, G, are subgroups of K,. Moreover both
GL/Gp (-1~ and Gi,/G’,7(k_l)+ are subgroups of K,/K, ,_,+ where

Gy ={9e UMW) [(g-1).L" < Lz""" (g —1).L < L*w"}
and K, ;_;+ 1s defined similarly. Therefore we have a “modular dual pair”
(GL/GL,(I(—I)+7Gi//G//,(k—1)+) (101&)

in K4/K, g_1y+. We can also define the “Weil representation” of K4/K, ;_yy+
as we do for a finite symplectic group. By restricting the “Weil representation”,
we can define a correspondence between some irreducible representations of the
modular congruence group Gr./G (k—1)" and some irreducible representations of
G;. /G, 1)t Of course, we cannot expect the correspondence for a modular
congruence dual pair to be one-to-one. However this correspondence still
provides a way to classify irreducible representations of one group by the ir-
reducible representations of the other group. In fact, J. Shalika and S. Tanaka
have implicitly used the pairs (SLy(Z/p*Z), 03(Z /p*Z)) and (SL,(Z /p* Z),
05(Z/p*Z)) to construct irreducible representations of the modular congruence
group SLy(Z/p*Z) where p e Z is a prime number. But from their work, we
also know that these two pairs are not enough to construct all irreducible
representations of SL,(Z/p*Z) unless k = 1.

10.2. Tanaka’s result.

Now we want to consider the third “modular dual pair”. It can be
constructed from the p-adic reductive dual pair (Sp(7"),O0(*"")) where both
spaces ¥~ and 7' are two-dimensional and the quadratic form on ¥’ is not split
over F but split over a ramified quadratic extension of F. This dual pair is
not unramified. We know that ¥’ has a unique good lattice L’. Let L be a
self-dual lattice in ¥". Now A:=L®L’ is a good lattice in % . Again
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(GL/ Gy, -1y GL /G, i 1)) is a “dual pair” in K4/K, 4+ The “Weil
representatlon of K4 /K (k—1y* can be realized on the space S (Ao) gepi. If
k =1, then we just get the finite dual pair (SLy(f) x SLo(f), 01 x Oy), which is
not really interesting. However, if k> 1, then G/ Gy 1y i1s isomorphic
to SLy(Op/pk) and the “Schrédinger model of the Weil representation” of
K4/K, (_1)- can be realized as the space of complex valued functions on the set
Or/pk x Op/pk~1. By decomposing the “Weil representation” according to the
representations of G;,/ G’, (k1) which is a group with an abelian subgroup of
index 2, we can construct all irreducible representatlons of SLy(CUr/pk) that
cannot be obtained from the two “modular dual pairs” considered in the previous
subsection. This is exactly what S. Tanaka has done in although not
necessarily from this point of view.

11. Theta dichotomy for p-adic unitary groups.

Theta dichotomy is a very interesting phenomenon which concerns the first
occurrences in local theta correspondences. A result of theta dichotomy of
supercuspidal representations for reductive dual pairs of p-adic unitary groups
has been established by M. Harris, S. Kudla, S. Rallis and W. Sweet (¢f. [HKS])).
The theta dichotomy depends on the splitting of the metaplectic covers. The
splittings used in are the splittings given in i.e., the splittings with
respect to a Schrodinger model of the Weil representation. In this section, we
want to investigate the theta dichotomy for reductive dual pairs of unitary groups
by using the splittings with respect to a generalized lattice model. Under this
splitting, Theorems 9.3 and 9.5 can be applied and new results of theta di-
chotomy for finite reductive dual pairs and other p-adic reductive dual pairs are
obtained in the next two sections. In this section, let D = E be a quadratic
extension of F.

11.1. Kudla and Rallis’ result.

Let E:=F(V/4) be a quadratic extension of F. Let g /r denote the
quadratic character of F* associated to the extension E/F i.e., eg/p(t) := (4,1)p
where (, ), denotes the Hilbert symbol of F. Fix an e-Hermitian space 7~ over E.

Let ¥’ be an m-dimensional ¢’-Hermitian space such that e’ = —1. Denote the
spaces ¥~'%, so that

e/ p((=1)"" VP det(17'F)) = +1. (11.1.)

Let {7 ’+} {7, e '~} be two Witt towers where m; (resp. m;) denotes

the dimension of “//’+ (resp. "/’ ). For the dual pair (U(7), U(r')), if a
character y of E* Isuch that )( Fx eE IF is fixed, then a sphttlng By
U(7") — U(7") is determined in [KI]. Because ¢g/p is a character of order two,
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we will fix y such that y|g. 8E p for the whole tower {7 ’+} The following
theorem is described in [HKS] p. 944.

Tueorem (Kudla-Rallis). Let (U(¥), U(¥"'F)) be a reductive dual pair of
unitary groups. Suppose that nt,n~ are irreducible supercuspidal representations
of U(V") such that wt o f¥" =n~ oY . Let (§F(y) be the smallest number m*,
the dimension of v"'*, such that n* occurs in the theta correspondence for the dual
pair (U(¥), U(¥"'E)).  Moreover, suppose that the parity of the dimension of ¥
and the parity of the dimensions of V"'* are the same. Then

(80 + 45 (1) =2n+2

where n is the dimension of V.

This theorem is called the preservation principle. A corollary of the theorem is
that there exist sequences of dimensions n=ny <n <mny <---<n <--- and
irreducible supercuspidal representations © = 7y, 7y, 7, . . . , 7, . .. of U(¥;%) such
that the dimension of V+ is n; and 7w ® m;y; occurs in the theta corre-

spondence for the dual pair (U(7;T), U(7;],)) with respect to the sphttmgs B

/;YL (Here the signs of these ¥;%’s are alternating i.e., if ;= = ¥;%, then
7.5 =7;.) If = does not come from a smaller unitary group via the theta

correspondence, the sequence of dimensions {7;} will be
n, n+2, n+6, n+12, n+20,....n+i(i+1),.... (11.1.b)

When the dimension of ¥~ and the dimensions of ¥"'* are of opposite parity, the
similar statement in Theorem 11.1 is conjectured in speculation 7.6. In
particular, the sequence of dimensions analogous to (11.1.b) should be

n, n+1, n+4, n+9, n+16,...,.n+i,.... (11.1.c)

11.2. Splittings of two related Witt towers.

Suppose that """ and ¥"'~ are two &’-Hermitian spaces satisfying the con-
vention (11.1.a). Let m™ (resp. m~) denote the dimension of ¥"'* (resp. ¥"'7).
Let L be a good lattice in #". Let B* := B(L,L'*) for some good lattice
L'* in v'*. Let /)’E,L/f.,i denote the splitting defined in [Pnl] of the extension
U(7") — U(7") with respect to the generalized lattice model (M3p: [g], ¥ (B*))
for the dual pair (U(¥"),U(¥"'*)). It is known that the splitting ﬁf/.,t does
not depend on the lattice L'*.

Define a character #; of U(7"), as follows. We have a homomorphism
Ul), - Ul)x UIl"). If E is an unramified extension of F, then both
U(l), U(I") are finite unitary group. Let 7, (resp. #,) be the character of order
two of U(l) (resp. U(I")) if the group is not trivial, and the trivial character
otherwise. If E is a ramified extension of F, then one of U(l), U(I") is an
orthogonal group and the other is a symplectic group. Let #, (resp. #,) be
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the character of U(l) (resp. U(I")) of order two whose restriction to SU(/)
(resp. SU(I")) is trivial if the group is a (nontrivial) orthogonal group, be the
trivial character otherwise. For both cases, let #; be the character of U(77),
lifted from #, ® #, by the above homomorphism. It is easy to see that the
character #; factors through the determinant map det: U(¥"), — EW) =
{te E|trg(t) = 1}. Moreover, we can check that the restriction of the sgn
character to U(7"), is equal to #;. In fact, sgn is the only character of U(7")
whose restriction to U(7?7), is equal to #; if we are not in the case that E is a
ramified extension and L is the good lattice such that the component of or-
thogonal group of U(l) x U(I*) is trivial. For this exceptional case, there are
two such characters. One of them is the sgn character and the other is the trivial

character.
Recall that the function o, : U(7") — C* for a dual pair (U(¥"), U(7"")) is

defined by
Mylty1(g)] o ¥ = oy (g) ¥ © Mplty(g)] (11.2.a)

where ¥ is an isomorphism from % (B) to ¥(Y) which intertwines the actions of
the Heisenberg group. We know that o, is independent of the choice of Y.
Let 87" be the splitting Byrs , in for the dual pair (U(¥"), U(7"'*)). Then
we have

ay (@)Y (9) = ni(9)oy (9) B (9) (11.2.b)

for ge U(7"), from [Pnl]. Since we know that sgn|y ., =#;, we can and will
normalize the generalized model so that we have

g (9)B, 0 (9) = sgn(g)oy- (9)B) - (9) (11.2.c)
for ge U(?").
11.3.

LemMMA. Let BL.. denote the B* for the dual pair (U(¥"),U(¥"'F)). There
exists a character o of U(7") such that

By(9) = o(g)o+(g)B 5+ (9).
By--(9) = n.(g)o(g)ay - (9)By(9).
for all ge U(V"),.

ProoF. From [Pnl] subsection 3.4, we know that there exist characters
ot, o= of U(¥) such that pL..(g)=a*(g)at(9)B)n(g), and BE_(g9) =
o (9)e (9)B,+(g). So we need to prove that

77L0-+‘U("/"")L =0 [y, (11.3.a)
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Let ff be the character &; defined in subsection 8.2 for the dual pair
(U(¥"),U(¥"'*)). From subsection 8.2, we know that ﬁn,Lw\U(n,»)L =& and
By-luwy, =& And we know that the characters & depends on only the
parity of dimensions of ¥'*. The parity of the dimensions of ¥"'* and 7'~ are
the same, so & =¢&;. Hence ﬁ“];"’+|U(1/")L :ﬁ/,L/A,7|U(”,,,A)L. Therefore to prove
(11.3.a), we need only to prove that

(908 (9) = L (g)or (9)B ) (9)
for ge U(7"),. Hence this lemma follows from (11.2.b). O
In fact, under the normalization (11.2.c), we know that fL. = BL. .

11.4. Another version of theta dichotomy for p-adic unitary groups.
The following theorem is another form of Theorem 11.1.

THEOREM. Let (U(V"),U(¥"'*)) be a reductive dual pair of unitary groups
and L be a good lattice in Y. Suppose that n*, n~ are the irreducible super-
cuspidal representations of U(?") such that nt o fL =sgn ® (n~ o fX). Suppose
that the parity of the dimension of V" and the parity of the dimensions of V~'* are
the same. Then

(5 +1y =2n+2

where n is the dimension of V", /(;—r is the smallest dimension of ¥"'* such that n*t
occurs in the theta correspondence for the pair (U(¥), U(¥"'F)).

Proor. By Lemma 11.3, we see that n* o). =0 ® (z*ofl.) and
n- 0[}%7 =sgn®o® (1~ o [},L/f) Therefore #+ O[}f# =n"o ﬁ;,, from the
assumption of the theorem. Therefore the theorem follows from Theorem 11.1
immediately. ]

12. Theta dichotomy for finite reductive dual pairs.

The goal of this section is to establish certain results of theta dichotomy for
finite reductive dual pairs from Theorems 9.3, 9.5 and 11.4. First we introduce
related finite reductive dual pairs.

12.1.

Let f be a finite field of odd characteristic and d be either f itself or a
quadratic extension of f. Let ¢ be 1 or —1. We know that maximal dimension
of an anisotropic e-Hermitian space is one (resp. zero; two) when d is a quadratic
extension of f (resp. (d,¢) = (f,—1); (d,e) = (f,1)). Fix a nontrivial character
Yy of f. We shall consider the following related finite reductive dual pairs
(U(), U(v')) and (U(v), U(0")):
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(i) d is a quadratic extension of f and the parities of the dimensions of v’
and v” are different.

(i) v is a symplectic space and v’, v” are even-dimensional quadratic spaces
with Witt indices equal to half of the dimension and half minus one of
the dimension respectively.

(iii) v is a symplectic space and v’, v" are two quadratic spaces defined
as follows. Let v] be a one-dimensional quadratic space and v{ be
another one-dimensional quadratic space whose quadratic form is a
multiple of the form on v; by a nonsquare element in f*. Then v’
(resp. v”) is an odd dimensional quadratic space in the Witt towers of
v (resp. v{).

(iv) v is a quadratic space and v’, v” are symplectic spaces.

As usual, we allow some of the spaces v, v', v” to be the trivial space {0}.

"

12.2. Trivial examples.

Although the examples that we are going to consider are trivial, they are
important for the proof of our theorem in the next subsection. Let { be the
trivial representation of a finite classical group U(v). If v is the trivial space and
{ ® (' is a first occurrence for the pair (U(v), U(v')), then by convention (' is also
the trivial representation. We know that (' is a cuspidal representation if and
only if the Witt index of v’ is zero. Another example is that U(v) is an or-
thogonal group of one variable and sgn ® (' for some {’ is a first occurrence for
the pair (U(v), U(v')). Then we know that v’ is a two-dimensional symplectic
space.

12.3.

THEOREM.  Suppose that (v,v") and (v,v") are related reductive dual pairs in
subsection 12.2.  Let { be an irreducible cuspidal representation of U(v). Let
(resp. /) be the smallest dimension of v’ (resp. v") such that { (resp. { ® sgn)
occurs in the theta correspondence for the dual pair (U(v),U(v')) (resp.
(U(v), U(v"))) with respect to a character ¢ of f. Then

2n+1, for case (i);
Lo+ 4y =< 2n+2, for case (ii) and (iii);
2n, for case (iv),

where n is the dimension of v.

Proor. Let F be a p-adic field such that the residue field f is isomorphic
to f. Suppose that we are in the first case in subsection 12.1 and » is even i.e., v
is an even dimensional e-Hermitian space over a quadratic extension d of a finite
field f. From the discussion in subsection 9.4, we know that there exists an n-
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dimensional e-Hermitian space 7~ over an unramified quadratic extension E of F
such that
(1) the Witt index of » is equal to the Witt index of 77, and
(2) there exists a good lattice L in 7~ such that / ~ v and I” is trivial i.e.,
U ) /U)o = Ulp).

Let G denote the group U(77). Let  be the representation of G inflated from
{. We know that the representation c- IndG (5L®C) of G i1s irreducible su-
percuspidal. Therefore the representation 7z+ of G such that nto ﬁL = c-
IndgL(fL ® ) is irreducible supercuspidal from the definition in subsection 9.2.
Let 7~ be the representation of G such that zt o X = =sgn® (7~ o). It is
clear that 7~ o fL = ¢- IndGGL(f 1 ®(C® sgn)) where { ® sgn denotes the repre-
sentation of G inflated from { ® sgn of U(v). Let ¥ (resp. ¥"'7) be an &'~
Hermitian space of even dimension m™ (resp. m~) defined in (11.1.a) such that
nt (resp. m~) first occurs in the theta correspondence for the dual pair
(UMW), U(¢')) (resp. (U(¥),U(¥"'")) and is paired with the representation
n'* (resp. n'~) with respect to a nontrivial character y of F such that y = ¢. By
Theorem 11.4, we know that m* +m~ =2n+2. By Theorem 9.5, we know that

7't must be the representation c- IndG/+ (v ® ') for some good lattice L't in
¥ where G't:=U (7 . Moreover we know that the restriction of &' to
Gyt o is trivial.  So ' is inflated from a representation {|* ® (5" of U(I'") x
U((I')*). We can regard { ~ { ® triv as a representation of U(l) x U(I*). By
Theorem 9.3, we know that { ® C?L and triv® ( {+ must be two first occurrences
in the theta correspondence for the pairs (U(I), U((I'")")) and (U(I*),U(I'"))
respectively. Because ¥’ is a split ¢’-Hermitian space, we know that both I'*
and (I'*)" are even-dimensional. Hence /" must be trivial from subsection 12.2.
By the same argument, we know that n'~ is the representation c-IndG,, (- ®
(T ®¢57)) where G~ := U(7"'") and L'~ is a good lattice in ¥~ such that
Grr /G oo = U(I") x U((I"")") and (| (resp. {37) is a representation of
Ul'™) (resp. U((I"")")). We can regard {® sgn ~ ({ ® sgn) ® triv as a rep-
resentation of U(l) x U(l*). Therefore by Theorem 9.3, we know that
((®sgn) ® {5 and triv®{;” must be two first occurrences in theta corre-
spondence for the pairs (U(l),U((I"")")) and (U(I*),U(I"")) respectively.
Because "'~ is a non-split even dimensional ¢-Hermitian space, both I~ and
(I'")" are odd-dimensional. Hence I~ must be one-dimensional from sub-
section 12.2. Now the two finite reductive dual pairs (U(v), U((I'")")),
(U(v), U((I'")")) are the related dual pairs case (i) in subsection 12.1 because
the parities of dimensions of (I')* and of (I'7)" are different. Therefore
ly+ ¢y =mt +m~ —1=2n+1. Hence the proof of the theorem is complete
for case (i) such that the dimension of v is even. When the dimension of v is
odd, the proof is almost the same. So we skip it.
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Next we consider cases (ii). There exists an n-dimensional e-Hermitian space
7" over a ramified quadratic extension E of F satisfying the condition (1) and (2)
above i.e., dim(v) = dim(7") and v ~ [ is a symplectic space. The proof for the
first case can be applied to this case. Now (I'")" is a split orthogonal group of
even number of variables, (I'”)" is a non-split orthogonal group of even number
of variables and both I'*, I'” are trivial from subsection 12.2. Hence 7 + ¢, =
mt +m~ =2n+2.

For case (iii), let ¥~ be an (n+ 1)-dimensional e-Hermitian space over a
ramified quadratic extension E of F and L be a good lattice in 7~ such that / ~ v
and /" is a one-dimensional quadratic space over fp=fp. It is clear that
{ ® triv is an irreducible cuspidal representation of U(/) x U(I") and the induced
representation c-IndgL(f 1 ® ((®triv)) is an irreducible supercuspidal represen-
tation of G. Let ¥"'*, ¥~ be the spaces as above but they are assumed to be
odd-dimensional. By Theorem 11.4, we have m™ +m~ =2(n+1) +2=2n+4.
Now we should notice that (c-IndgL(fL ®{® triv)) ® sgn = c-IndgL(gZ L ®
(({®sgn)). Similar to the previous two cases, we know that U((I'")"), U((I'")")
are two orthogonal groups in odd variables and they satisfy the condition in (iii)
of subsection 12.1. We also know that triv® {|* and sgn ® (|~ are two first
occurrences for the pairs (U(I*), U(I'M)), (U(I™), U(I'")) respectively. Hence I'"
is trivial and /'~ is two-dimensional. Thus /) + /) =m™+m™ —2=2n+2.

For case (iv), let 7~ be an n-dimensional e-Hermitian space over a ramified
quadratic extension E of F and L be a good lattice in ¥~ such that / ~ v and I is
trivial. Let ¥~'", ¥~ be as given in previous cases. So we have m™ +m~ =
2n+2. Similar to the case (iii), we know that U((I'")"), U((I'"")") are
two symplectic groups. We also know that both /', I’ are odd-dimensional if
¥ is odd-dimensional, I'* is split even-dimensional and /'~ is non-split even-
dimensional if 7" is even-dimensional. Since [* is trivial, we know that either
both I'", I'” are one-dimensional, or /'t is trivial and /'~ is two-dimensional.
Therefore /y+ /) =m™ +m™ —2=2n+2-2="2n. ]

12.4.

REMARK. In fact, if { is a unipotent cuspidal representation and we have
some restriction on the characteristic of f, Theorem 12.3 can be figured out from
theorem 4.1 and theorem 5.2 as follows.

(i) Suppose ( is an irreducible unipotent cuspidal representation of a unitary
group U(v). Let n be the dimension of ». Then n=i(i+1)/2
for some integer 7 by G. Lusztig’s computation. By theorem
4.1, {£5,44} 1s {(i—=1)i/2,(i+1)(i+2)/2}. Then

(i—1i (i+1)(i+2)

L)+ 1) = —+ > =i +itl=2n+1
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as we expect. Here we should notice that the Weil representation of
the finite symplectic group we use here is a little different from the Weil
representation used in [AM]. Therefore the theta correspondence for
the dual pairs of unitary groups is different by the sgn character (cf.
|AMR]| introduction).

(i) Similarly, if { is an irreducible unipotent cuspidal representation of a
symplectic group U(v), then n =2i(i+ 1) for some i. If the char-
acteristic of f is large enough and v’, v” are even dimensional, from
theorem 5.2, {/F,/5} is {2i%2(i+1)*}. Hence

(E 405 =20 +2(+ 1) =4di(i +1)+2=2n+2.

(iii) If ¢ is an irreducible unipotent cuspidal representation of an or-
thogonal group U(v), then n =2i> for some i. Suppose that the
characteristic of f is large enough. Then from theorem 5.2,
{¢¢5,¢5} is {2i(i —1),2i(i +1)}. Hence

(54 0y =2i(i— 1) +2i(i + 1) = 4i* = 2n.

If we accept the fact that an irreducible unipotent representation is paired
with an irreducible unipotent representation (under some restriction for the
symplectic-orthogonal pairs), then Theorem 12.3 provides another (independent)
proofs of theorem 4.1 and theorem 5.2 in [AM].

12.5.

REMARK. As in the remark after Theorem 11.1 for p-adic unitary groups,
Theorem 12.3 suggests that there exist a sequence of dimensions n = ny < n; <
n < --- < n <---and irreducible cuspidal representations { = {y,{;, (s, ¢y
of U(v;) such that ({; ® sgn) ® {;,; occurs in the theta correspondence for the
dual pair (U(v;), U(vi41)). Suppose that { does not come from a smaller group
via the theta correspondence. We have the following cases.

(i) Suppose that U(wp) is a unitary group. So all U(v;) are unitary
groups and the sequence of dimensions are

n, n+1, n+3, n+6, n—l—lO,...,n—I—l

If n =0, then { is the trivial character and these dimensions are exactly
the dimensions of v where the finite unitary groups U(v) contain
unipotent cuspidal representations and ({; are the only irreducible
unipotent cuspidal representations of the finite unitary groups.

(ii) Suppose that U(v) is an orthogonal group and # is even. Then U(v;)
are orthogonal groups and symplectic groups alternatively. The se-
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quence of dimensions are

n,n n+2 n+4, n+8, n+12,

n+18,...,n+l(’;1)—H,.... (12.5.b)
If n =0, these are exactly the dimensions of » where the finite even
orthogonal groups or symplectic groups U(v) have unipotent cuspidal
representations. Moreover {; are the only irreducible unipotent cus-
pidal representations of finite symplectic groups and finite even or-
thogonal groups. Suppose that U(vy) is a symplectic group. Then
the sequence of dimensions are

n,n+2 n+4, n+8, n+12, n+ 18,

i1 :
n—|—24,...,n+l(H2_ )+H,.... (12.5.¢)
This sequence is just the sequence in (12.5.b) with the index shifted by
one.

Suppose that U(vy) is symplectic group and the other group is an odd
orthogonal group. Then by Theorem 12.3, the sequence of dimensions
are

n,n+l, n+2, n+5, n+38,

i(i+1) i
n+13,....n+ 5 —EJ (12.5.d)
For n = 0 and i even, these terms are exactly the dimensions of v where
the finite odd orthogonal groups U(v) have unipotent cuspidal rep-
resentations. As we know in [AM], the unipotent representations are
not preserved by the theta correspondence for the dual pairs of finite
symplectic groups and odd orthogonal groups. However, according to
the sequence of dimensions here, it should be reasonable to believe that
those representations of odd orthogonal groups in the chain should be
all unipotent cuspidal when n =0 in (12.5.d) although those repre-
sentations of symplectic groups are not unipotent. Suppose that U(v)
is an orthogonal group and n is odd. Then the sequence of di-
mensions are

n,n+l, n+4, n+7, n+12,

GO 1
n—|—17,...,n+l(l_2|_ )+H,.... (12.5.¢)
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12.6.

REMARK. It might be interesting to compare the chains of irreducible depth
zero supercuspidal representations of p-adic unitary groups described in sub-
section 11.1 with the chains of cuspidal representations of finite classical groups
described in subsection 12.5.  However, here we will regard the representation z;
in subsection 11.1 as a representation of U(7;) instead of U(7;). Suppose that
ny is an irreducible depth zero supercuspidal representation of G := UT%) and
does not come from a smaller unitary group via the theta correspondence. Let
mo,71,...,7,... be the chain of irreducible supercuspidal representations as
in subsection 11.1. Since each n; is of depth zero, we know that there are a
good lattice L; in 7; and a cuspidal representation {; ® (' of G, /G, o+ ~
U(l;) x U(I}) such that 7; o f1 = c- IndgL (&L, ® ;) where ; is the representation
of Gp, inflated from the representation C ®£” of Gr,/Gpr,o+. It is clear that
the cuspidal representation {; (resp. {;) of U(ly) (resp. U(I;)) does not come
from a smaller group via the theta correspondence. Moreover we know that
Cos Chyeven Gy e (resp. (5,1, ¢ ) is the chain of cuspidal representations as
in subsection 12.5(i) starting from {; (resp. {;). Of course, we must have
dim(77) = dim(/;) + dim(/;). This can be easily verified according the following
two cases when the the dimension of 7§ and the the dimension of 7 are of the
same parity.

(i) Suppose that E is an unramified quadratic extension of F. Then U(/;)

and U(I7) are all finite unitary group. Thus dim(/;) +dim(/]) =
dim(/y) +i(i +1)/2 +dim(l;) +i(i+ 1)/2 from (12.5.a). On the other
hand, dim(7;) =dim(75) +i(i +1) from (11.1.b). Since dim(75) =
dim(/y) + dim(/;), hence dim(7;) = dim(/;) + dim(/") as we expect.
(ii) Suppose that E is a ramified quadratic extension of F. Then one
of U(l;), U(I7) is a finite orthogonal group and the other is a finite
symplectic group. If the dimension of 7; is even, then we have
dim(/;) +dim(/;) = dim(ly) +i(i + 1)/2 — [i/2] + dim(ly) +i(i+1)/2 +
[i/2] from (12.5.b) and (12.5.c). If the dimension of ¥{ is odd, then
we have dim(l;) + dim(l;) = dim(ly) + i(i + 1)/2 — [i/2] + dim(l;) +
i(i+1)/2+ [i/2] from (12.5.d) and (12.5.¢). In any cases, we have
dim(77) = dim(/;) + dim(/;") as we expect again.

13. Theta dichotomy for p-adic reductive dual pairs.

An interesting phenomenon is that the theta dichotomy for irreducible depth
zero supercuspidal representations of p-adic reductive dual pairs can be obtained
from the theta dichotomy for irreducible cuspidal representations of finite re-
ductive dual pairs via Theorems 9.3, 9.5 and 12.3. This is the subject of this
section.
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13.1.

First we consider theta dichotomy for reductive dual pairs (U(¥"), U(7"'F))
of unitary groups when the parity of the dimension of ¥~ and the parity of the
dimension of ¥"'* are different.

THEOREM. Let (U(7"),U(¥"'*)) be a reductive dual pair of unitary groups.
Suppose that the parity of the dimension of V" and the parity of the dimension of
v'% are different. _Suppose that n* is an irreducible depth zero supercuspidal
representations of U(?") with a minimal K-type (Gr,(). Let n~ be the irreducible
depth zero supercuspidal representations of U(Y") such that ©t o pL = sgn ®
(n~ o). Then

ly +1{5 =2n+2

where n is the dimension of V" and (§ is the smallest dimension of ¥"'* such that

nt occurs in the theta correspondence for the pair (U(V"),U(¥"'*)).

PROOF. Let G:=U(7) and G'F := U(7"'*). Because ntofl =sgn®
(n~ o BX) and 7 has a minimal K-type (Gy,(), it is clear that 7~ has a minimal
K-type (Gr,sgn® ). Because { is an irreducible cuspidal representation of
Gr/Gror ~ U(l) x U(I"), we can write { ~{; ® {, where {; (resp. {») is an
irreducible cuspidal representation of U(/) (resp. U(l*)). Hence clearly, sgn ®
is isomorphic to (sgn ® {;) ® (sgn ® {,) where the first sgn is a character of
U(l) x U(I"), the second sgn is a character of U(/) and the third one is a
character of U(I").

Suppose that 7" (resp. 77) corresponds to an irreducible supercuspidal
representation 7'" of U(¥"'*) (resp. #'~ of U(7"'7)) in the theta correspondence
for the reductive dual pair (U(¥"), U(¥"'")) (resp. (U(¥"),U(¥"'7))). Then by
Theorem 9.3, we know that #n'" has a minimal K-type (G;,,(") such that
{® (¢ is a first occurrence. This means that {* ~ {{* ® {3 where (" (resp.

5F) is an irreducible cuspidal representation of U(I'") (resp. U((I'*)")), and
LG (resp. L ®{T) is a first occurrence for the finite dual pair
(U, UI™)") (resp. (U{I*), U(I'))). By the same reason, we also know that
7'~ has a minimal K-type (G;.,{;” ® {5 ) such that {{” (resp. {5 ) is an ir-
reducible cuspidal representation of U(I'”) (resp. U((I'")")), and (sgn ® {;) ® {5~
(resp. (sgn® () ®(;”) is a first occurrence for the finite dual pair
(U, U(I™)")) (resp. (U(I"), UI))).

If E is an unramified quadratic extension of F, the related reductive dual
pairs

{(U@),u(™)"), (), v(™))} and {(UQ),UI7))),(UI),UI7))}
(13.1.a)
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are case (i) of subsection 12.1. If F is a ramified quadratic extension of F, then
one of the related reductive dual pairs in (13.1.a) is case (iv) of subsection
12.1 and the other is either case (ii) or case (iii) depending the parity of the
dimension of ¥". It clear that n = dim(/) + dim(I*), / = dim(I"") 4 dim((I'"")")
and /; =dim(!"") +dim((/"")"). Therefore by Theorem 12.3, we have

2dim(/) + 1 +2dim(I*) + 1, if E is an unramified quadratic
(5 +1y = extension;
2dim(7) + 2dim (™) + 2, if E is a ramified quadratic extension

=2n+ 2. ]

We have the following analogue of the result in subsection 12.6. Suppose
that 7y is an irreducible depth zero supercuspidal representation of U(7j) and
does not come from a smaller unitary group via the theta correspondence. Let
Vi, Li,1i, 17, ¢, (0, ¢ be as in subsection 12.6. Now we have the following two
cases.
(i) Suppose that E is an unramified quadratic extension of F. Then U(l;)
and U(I) are all finite unitary group. Because now the dimensions of
10,71 are of opposite parity, we know that dim(77) = dim(75) + 1.
Therefore either dim(/y) = dim(/;) or dim(ly) = dim(Z;). If dim(ly) =
dim(f{), then {{,(5,...,( ... (resp. {),¢f,...,(/,...) is the chain of
cuspidal representations as in subsection 12.5(i) starting from | (resp.
o). If dim(Zy) = dim(Zy), then {5, ..., (... (resp. [, 05, .., ¢ 0)
is the chain of cuspidal representations as in subsection 12.5(1) starting
from { (resp. {{). In any case, we have dim(/;) + dim(/;) = dim(ly) +
i(i+1)/2+dim(l;) + (i —1)i/2 from (12.5.a). Hence dim(7;)=
dim(7) + i as we expect.

(ii) Suppose that E is a ramified quadratic extension of F. Then one of
U(l;), U(I7) is a finite orthogonal group and the other is a finite
symplectic group. Define

y l;, ifiis even; 1 I}, if i is even;
PolL, ifidsodd, 7 |4, if s odd.

Suppose that U(ly) is a finite symplectic group and U(ly) is a finite
orthogonal group.
(ii.a) If ¥4 is even-dimensional, then we have dim(l]) = dim(/)

+1
and dim(/{) = dim(/;). More generally we have dim(/))
)
) =

dim(ly) +i(i+1)/2—[i/2] from (12.5.d) and dim(/’
dim(/y) +i(i+1)/2 - [i/2] from (12.5.b). Hence dim(7;
dim(I)) + dim(I]") = dim(ly) + dim(Z) + i* = dim(¥;) + i* as we
expect.



842 S.-Y. PaN

(i.b) If 75 is odd-dimensional, then we have dim(/{)= dim(/,

(
and dim(/{) = dim(/;) + 1. More generally we have dim(l}) =
dim(Zy) +i(i—1)/2+ [(i —1)/2] from (12.5.c) and dim(I])
dim(/y) +i(i+1)/2+ [i/2] from (12.5.¢). Hence dim(7;)
dim(l)) 4+ dim(l]") = dim(lp) + dim(Z;) + i* = dim(¥) + i* as we

expect again.

13.2.

In this section, we discuss theta dichotomy for p-adic reductive dual pairs
of symplectic and orthogonal groups. Because we only consider split reductive
dual pairs right now, we shall assume that the dimensions of the quadratic spaces
are even. We have the following three types of related reductive dual pairs
(U(),U(7")) and (U(?"),U(7™")) of symplectic groups and orthogonal
groups.

(i) v  is a symplectic space and ¥"' (resp. ¥"") is an even-dimensional
quadratic space whose Witt index is half (resp. half minus two) of its
dimension.

(ii) ¥ is a symplectic space, "' and 7" is the quadratic spaces as follows.
Let 7, be a two-dimensional anisotropic quadratic space. Then we
can associate a quadratic extension F(v/4) of F to ¥;. Let ¥;" be
another two-dimensional anisotropic quadratic space with the quadratic
form equal to the multiple of the form on 7} by an element a € F*
such that (4,a), = —1. Let 7" and 7" be the quadratic spaces in
the Witt towers of 7, and 7{" respectively. We notice that the Witt
indices of ¥ and ¥"” are half minus one of their dimensions.

(ili) ¥ is an even-dimensional quadratic space and ¥~ is a symplectic

space.

13.3.

THEOREM.  Suppose that (U(Y"), U(¥"")) and (U(¥"), U(¥"")) are one of the
above three types of related reductive dual pairs. Suppose that m is an irreducible
depth zero supercuspidal representation of U(?") having a minimal K-type (Gr,().
Let ©n* be the irreducible depth zero supercuspidal representation of Uf(\lj) such that
8ol =sgn® (mo ). Let £} (resp. £})) be the smallest dimension of V" (resp.
V") such that © (resp. m*) occurs in the theta correspondence for the pair
(U, U(V")). Then

2n+4, for cases (i), (ii);

Lo+ = 13.3.
0% {Zn, for cases (iil), ( 2)

where n is the dimension of V.

Proor. Let G:=U(?"), G':=U(7") and G":= U(7""). First we con-
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sider cases (i) and (ii) in subsection 13.2. We know that 7o L is isomorphic to
c-IndgLf where ( is the representation of G, inflated from the representation ¢
of Gr/Gro-. We can write { ={; ® {, where {; (resp. {,) is an irreducible
cuspidal representation of U(I) (resp. U(I*)). Suppose that = (resp. =n*) cor-
responds to the irreducible supercuspidal representation ' of U(¥"') (resp. " of
U(7™")) in the theta correspondence for the dual pair (U(¥"),U(¥"')) (resp.
(U(7),U(¥""))). By Theorem 9.3, we know that 7z’ must have a minimal K-
type (G,,{{ ® () for some good lattice L' in ¥~ where {| (resp. {3) is an
irreducible cuspidal representation of U(I") (resp. U(I")) such that both {; ® {3,
{» ® {{ are first occurrences. By the same reason, n” must have a minimal K-
type (G7.,¢{ ® () for some good lattice L” in #" where (| (resp. {3) is an
irreducible cuspidal representation of U(I") (resp. U(I")) such that both
(sen ® (1) ® {3, (sgn ® {») ® (| are first occurrences. If we are in case (i) or in
case (ii) with F(v/4) unramified, then the related dual pairs (U(I), U(I"*)) and
(U, UI™)) are case (iii) in subsection 12.1. Similarly, the dual pairs
(UI*),U(l")) and (U(I*), U(1")) are also case (iii) in subsection 12.1. If we are
in case (ii) and F(v/4) is a ramified quadratic extension of F, then the related
dual pairs (U(l),U(I"™)) and (U(l),U(I")) are case (ii) in subsection 12.1.
Similarly, the dual pairs (U(l*),U(l")) and (U(I*),U(l")) are also case (ii) in
subsection 12.1. Therefore by Theorem 12.3, we have

ty+ ¢y = dim(l") + dim(I™) + dim(I") 4+ dim("*) = 2dim(/) 4+ 2 4+ 2dim(I*) + 2
=2n+4.

Hence the proof is complete for cases (i) and (ii). The proof of case (iii) is
similar. []

It might be reasonable to believe that the theorem should also be true for
any irreducible supercuspidal representations or even for any irreducible ad-
missible representations. In fact, it has been conjectured by S. Kudla and D.
Prasad (cf. [Rb]) that (12.5.a) for type (iii) should be valid for any irreducible
admissible representations of U(7").

134.

REMARK. Theorem 13.3 suggests that there exist a sequence of dimensions
n=nmny<n <m<---<n<--- and irreducible depth zero supercuspidal rep-
resentations © = 7wy, 7y, M2, ..., 7, ... of U(77) such that n¥ ® 7 occurs in the

theta correspondence for the pair (U(77), U(7i+1)) where U(7;) are symplectic
and orthogonal groups alternatively and =] is the representation such that
mio pLi = sgn ® (m; o ﬁLl‘). Suppose that 7y does not come from a smaller group
via the theta correspondence and U(7j) is an orthogonal group. The sequence
of the dimensions are



844 S.-Y. Pan

n, n, n+4, n+8, n+16, n+24,. .. n+i(i+1)+(=1)2[i/2],.... (13.4.a)

We can write 7 oﬁLO = (:-IndgL0 {o for some good lattice Ly in ¥ where {;, is
the representation of Gy, inflated from the cuspidal representation {; ® {; of
Gr,/Gry0r ~ U(ly) x U(l;). Then it is clear that {; and {; are cuspidal rep-
resentations of finite classical groups and do not come from smaller groups via
the theta correspondence. Then n,~oﬂ~Li = c-Indgg {; where (; is the represen-
tation of Gy, inflated from (' ® (' where ( (resp. ') is the i-th cuspidal
representation in the chain in subsection 12.5(ii) or 12.5(iii) starting from (| (resp.

&o)-

13.5.
An immediate consequence of Theorem 13.3 is the following.

COROLLARY. Suppose that V" is a 2n-dimensional symplectic space. All
irreducible depth zero supercuspidal representations of Sp(?") occur in the local
theta correspondences with some O(V"") where V"' are 2n + 2 dimensional quadratic
spaces of Witt indices n+1 or n—1.

ProOF. Let 7 be an irreducible admissible depth zero supercuspidal rep-
resentation of Sp(7") and n* be as defined in Theorem 13.3. Because the
character sgn of Sp(7”) is trivial, we know that = = z°. Suppose that L, L, are
two good lattices in #". We know that the splittings ', p* are different up to
a character of Sp(7"). Since Sp(7”) does not have any nontrivial character, we
have p* = ™. Hence we can fix a splitting S~ for a good lattice in ¥~ and
regard 7 as an irreducible depth zero supercuspidal representation of Sp(77).
Let ¥ (resp. ¥"") be the quadratic space of even dimension m’ (resp. m”) of
Witt index m'/2 (resp. m” /2 —2) such that = first occurs in the theta corre-
spondence for the reductive dual pair (Sp(7"), O(7"")) (resp. (Sp(¥"), 0(7""))).
By Theorem 13.3, we know that m’' +m” =4n+4. Therefore at least one of
m’, m"” must be less than or equal to 2n + 2. ]

D. Prasad has conjectured in corollary 1 that all irreducible admissible
representations of Sp(¥”) should occur in the correspondence with some O(7"')
where ¥ is 2n+ 2 dimensional. Corollary 13.5 provides some support for his
conjecture.
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