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Ordinal Diagrams II.

By Gaisi TAKEUTI

(Received Nov. 12, 1959)

In a former paper the author developed the theory of ordinal diagrams,
which represent the ordinal numbers in a certain “ Abschnitt” of the second
number class and are useful for the consistency proof of some logical systems.
In this paper we shall generalize the notion of ordinal diagrams and their
ordering relations, and we shall prove that the generalized system Od(Z, 4, S)
of ordinal diagrams is well-ordered.

The well-ordering property of the system of ordinal diagrams will be
lost if we generalize the notion of ordinal diagrams in the following direc-
tions :

a) Making use of an ordinal diagram in place of (= I.

b) Making use of an ordinal diagram in place of s S.

In fact, we shall have, in case of a), a strictly descending sequence:
1>(1,0,0)>((1,0,0),0,0)> -
and in case of b),

1>(0,1)>(0,(0,1)) > -

Most of expressions in this paper should be read and understood according
to the context.

§1. Ordinal diagrams constructed from 7, A and S.

1. Let I, A and S be well-ordered sets. The system Od(/, 4,S), called the
system of orvdinal diagrams constructed from I, A and S, is defined recursively
by means of the operations of (-,-),(-, -, ) and # as follows. (The word “ ordi-
nal diagram” or “o.d.” which was used in is now applied to “element of
0d, A,S).” If no confusion is feared, the same symbol < is used to denote
the order of I or A or S; the symbol <, as well as the equality =, should be
understood according to the context.)

1.1. If ¢ A, then ¢ is an o.d.

1.2. If « is an o.d. and s< S, then («,s) is an o.d.

13. If « and B are o.d’s and i< I, then (i, «, B) is an o.d.
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14. If « and B are o.d.’s, then a#f is an o.d.

2. OU, A, S), which is a subsystem of Od(/, 4,S) and is called the system of
ordinal diagrams in the nervow seuse, is defined recursively as follows.

21. If a4, then a =0, A, S).

22. If ae A and s S, then (¢, 5) =0, A4, 5).

23. If a€ A, «a =0, A4,S5) and i1, then (4, a, ) €0, A,S).

24. If a0, A,S) and =0, A,S), then afp =0, A,S).

3. Let @« and B be o.d’sand i=l. We define recursively the relation fC,«
(to be read: B is an i-section of «) as follows:
3.1. If a= A or a is of the form (e, s), then fC;a never helds (o has
no i-section).
3.2. Let a be of the form (J, «;, e,).
a) If i<y, then fC;a if and only if A C,a,.
b) If i=j, then fC;« if and only if £ is «,.
¢) If <4 then fC,a never holds.
3.3. Let «a be of the form «,;#@;,. Then AcC;a if and only if either
A C.a or B, holds.

4. An o.d. a is called a connected ovdinal diagram (abbreviated by c.o.d.), if
and only if the operation used in the final step of construction of « is not #.

5. Let a be an o.d. We define components of « recursively as follows:
5.1. If a is a c.0.d., then « has only one component which is « itself.
5.2. If « is an o.d. of the form «a,#a, and components of «, and «, are
By, B and 7y, -+, r, respectively, then components of «,#«, are 8, -, B

T T

6. Let o and B be o.d’s. We define a = f recursively as follows:

6.1. Let a€ A, Then a=p is equivalent to the equality in A.

6.2. Let « be of the form («,s). Then a =4, if and only if g is of the
form (B,, 1) and a,= B, s="1

6.3. Let a be an o.d. of the form (;, @, @,). Then a=p4 if and only if
B is of the form (j, 8y, B:) and i=j, «, =3, and «, = f,.

6.4. Let « be a non-connected o.d. with £ components «,, - ,a; Then
a=4p, if and only if A has the same number of components, and 5, -, F&
being these components, there exists a permutation (/, :+,{,) of (, -+, &) such

that o, = f,, m=1,--, k.
6.5. f=a holds, if and only if a= 3.

7. Let « be an o.d. and iel. i is called an index of «, if and only if « has
an i-section.
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8. Let @ and A be two 0.d.s and i 1. We define the reations «a <;# and
a <[ recursively as follows:

8.1. If o, A, then both ¢ <;8 and a¢ <. mean a < in A.

8.2. Let the components of « and g be a4, -+, a; and By, -+, f, respectively.
a<;8 Gl or {is o) holds, if and only if one of the following conditions
is fulfilled.

a) There exists f, 1 =m=#) such that forevery /1 Z/=<%) «;<;8n
holds.

b) k=1, A>1 and «, = B, for suitable m A <m < h).

¢y k>1, h>1and thereexist ¢, 1 =!=%k)and £, 1 <m =< /%) such that
a,=f, and
a o bt o < Bk B # Bmiid o £ B ,

8.3. Let ¢ and A be c.o.d’s and i . If there exists no index of «a or
B larger than { we define j to be oo, and if there exist any such indices we
define j to be their minimum. Then « <;8, if and only if one of the follow-
ing conditions is fulfilled :

a) There exists an i-section 4, of 8 such that a =,;5,.
b) «@,<;B for every i-section «a, of a and a <;p.

8.4. Let « and B be c.o.d.’s of the form (;, «y, @) and (4, f,, B.) respec-

tively. @ <<f, if and only if one of the following conditions is fulfilled :
a) «,<.B, (We assume that I begins with o).
b) a;=p, and {<j.
¢) a,=4f, i=j and a,<;f,.

8.5. Let a and S be c.o.d.’s of the form («g, s) and (4, 8y, 8s) respectively.
Then a <.p, if and only if a;=.0;,. A <«e«, if and only if g, <.«,.

8.6. Let a and B be c.o.d’s of the form («,, s;) and (B,, s,) respectively.
a<.f, if and only if one of the following conditions is fulfilled :

a) o, <.f[,
b) a,=p8, and s; < s,.

8.7. (,a,a,) <ea if and only if a,<.a. ¢<«(, a;,a,), if and only if
e=.«,. a<(a,s), if and only if ¢ <. . («,5) <.« if and only if a <.a.

Under these definitions the following propositions are easily proved.
Prorosition 1. a=a and a=0, B=71 imply a=7.

ProposiTiON 2. @ =a,, fi=p, Zﬂzp"’y al#ﬂl = az#ﬂz» @ ay, :81) = (i, @y, B)
and (ay, 8) = (@, 5).

ProposiTioN 3. a;=a,, B;=0. a; <;B, imply o, <;B, GE I oy i is o).

Prorosition 4. Ewveryone of the rvelations <; (i1 or i is o) is a linear
order between o.d.’s.
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Prorosrtion 5. If @ and B are o.d.’s and i< I, then (i, a, B).> B.

§2. Acecessibility of G, 4, S).

Let & be a system with a linear order <. A sequence of elements of s,
So, Sg -+ 15 called a strictly decreasing sequence (abbreviated by s.d.s.) for <,
if and only if s,>s,,., for every n (n=1,2,---).

An element s, of € is called ‘inaccessible in this system (or inaccessible
for this order)’, if there exists an s.d.s. sy, Sy, S5, -+ in this system (or for this
order).

An elements s of € is called ‘accessible in this system (or accessible for
this order)’, if and only if s is not inaccessible in this system (or for this
order).

Prorosition 1. Let a be an o.d. (in the navrow sense). If every o.d. (in the
narvow sense) less than « in the sense of <; is accessible for <; (in O, A, S)),
then « is accessible for <; (in the narrow sense).

Prorosition 2. Let « be an o.d. (in the narrow sense). If « is accessible
Jor <, (in O, A, S)), then every o.d. (in the narrow sense) less than o in the
sense of < is accessible for <, (in O, A, S)).

Prorosition 3. Let «y, -+, be 0.d’s (in the narvow sense). If ay, -,
are accessible for <; (in O, A, S)), then a,f---%a, is accessible for <; (in
0, 4, 5)).

Let o be an o.d. The rank of @ means the sum of the number of # and
() in «.

Let «a €0, A,S). « is called ¢-fan, if and only if every ¢-section of «
is accessible for <, in O{, A4, S).

Let «a=0(], A,S) and i 1. i is called an index of a, if and only if « has
an i-section.

Prorosition 4. Let &y, &y, -+ be an s.d.s. for <. in O, A,S). Then there
exists an s.d.s. By, By, -+ for <. in O, A, S) such that the following conditions
ave fulfilled:

a) By, B e ave t-fans.

b)) If a, - ,a, are t-fans, then B; is a; for every i 1 =i=n).

c) If ay=P8y -, Qn=Fp and A, F Brps1, then the vank of Pny, is less than
the vank of Ay

Proor. If «,,--,«a, are ¢-fans and «,,, is not an ¢-fan, then we may and
shall make an s.d.s. a;, =+, @n, B 91, B nsa -+ for <, in O, A, S) such that 8,
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is an inaccessible ¢-section of «,,,. The proposition is verified by repeating
this method.

WU, A, S) is defined to be the well-ordered system of the accessible o.d.’s
for <, in O{, A, S). .

W(I, A, S) is the well-ordered system, which is SUW(, A4, S) as a set, and,
whose order < is defined as follows :

a) If s, s, S, then s;,<s, means s; <s,.

b) If seSand a= W({, A,S), then s<a.

c) If a,f& W, A,S) then a<p means a <,p.

Let « be an ¢-fan in O, 4,S). Then a* is defined to be an element of
O, A,W(I, A, S)) as follows :

a) If « has no ¢-section, then a* is a itself.

b) If a is of the form a# ---#a,, then a* is a*%--- fa,*.

¢) If ais of the form (;, o, ;) and i>¢, then a* is (4, a, a®).

d) If a is of the form (¢, @, «,), then a* is (a, «,).

The following proposition is easily proved.

Prorosition 5. Let @ and B be -fans in O, A,S) and a<.B. Let every
t-section of B be less than a in the sense of <.. Then a* <. [* holds in O,
AW A,S) and also a* <., F* holds, because a* and B* have no t-section.

Let i I. Then I’ is defined to be the subsystem of I satisfying the con-
dition: j = I* if and only if i<j.

Let us consider 7 and A as fixed, assume [ begins with 0 and iel. We
define S* as follows :

a) S°is S itself.

b) S*tis WAIY, A, S9).

c) If i is a limit number, then S*= S, where 5 is considered as a sub-
system of W(F, A, S7). =

Prorosition 6. Let ay, ay, -+ be an s.d.s. for <, in O, A,S). Then there
exists an s.d.s. a,t, ayt, - for <, in O, A, SY) for every i € I such that the follow-
ing conditions are fulfilled:

a) al’=ay for every K (k=1,2,--).

b) If af, -, &, has no index i, then a**, -, are o, -,y them-
selves vespectively.

o) If at=a, -, at =t and aby # abtl, then the rank of aiiy is less
than the vank of iy

d) If i is a limit number, then for every k(k=1,2, ) there exists jp such
that j, <i and for every iy (ju=1iy<1) &’ = a;* holds.

Proor. If we can construct i (k=1,2, ) satisfying the proposition for
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all j<i, then we have «;**! (k=1,2,---) by Propositions 5 and 4.

Therefore, we have only to prove for every limit number i that for every
k(k=1,2, ) there exists j (< i) such that for every i, (j < i, < i) a;® = a;’ holds
under the hypothesis that «/ (k=1,2,---,j <i) satisfy the proposition. How-
ever this is clear by the condition ¢) in the proposition.

Tueorem 1. O, A, S) is well-ordered for <,.

Proor. If O, A, S) is not well-ordered, then there exists an s.d.s. @,, @,, -
for <, in O(, A, S*), where S*=\JS? such that &,, @,, --- has no index. It is
ier
a contradiction.

Turorem 2. 0O, A, S) is well-ovdered for <; for every i I (or for <w).

Proor. Theorem follows from Theorem 1 by considering O(*% A, S for
<; (or O, A, S*) for <. respectively).

§ 3. Accessibility of Od(Z, A4, S).

Let « and B be o.d.s. We define ‘# is a value of a’ as follows:

a) If a= A, then « has no value.

b) Let a be not a c.o.d. and have components «,, ---,«,. Then B is a
value of «, if and only if B is a value of «; for a suitable ; (1 <i<n).

¢) Let a be of the form («ys). Then £ is a value of «, if and only if
B is a, or B is a value of «,.

d) Let « be of the form (i, a;, «,). Then # is a value of «, if and only
if 8 is a;, or § is a value of «, or «,.

Let a@ and B be o.d’s. piscalled an (i, ---, in)-section of «, if and only if
the following conditions are fulfilled :

a) ===, eL

b) There exist a« =«,, «, - ,a,=pf such that a; is the maximal com-
ponent of an j-section of «y_, in the sense of <; for every k(k=1,-,n).

The following proposition is easily proved.

Prorosimion 1. Let a and B be c.o.d’s. If a <;B for an i< I, then a <./
or therve exists an (iy, -+, iy)-Section [, of B such that i<i;, and o =.p,.

ProrosiTioN 2. Let @ be an o.d. and &, be a value of «. Then «, <,a.

Proor. We prove this by induction on the rank of «. Since the other
cases can be treated similarly, we treat only the case, where «a is of the form
G, ay, ay) and «, is of the form (j, 8,, B.).

We assume that a <,a;. If a <.« then we have «, <,8,;, which contra-
dicts the hypothesis of induction. Therefore there exists an (i, ---, 7,)-section
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7 of a; such that (j, a;, a,) <.7y. Without loss of generality we can assume

that 7 is of the form (, 7, 7,). From this and of §1 and the
hypothesis of induction follows a; <,7, <,r <,«;, which is a contradiction.

Prorosition 3. If there exists an s.d.s. &y, &y, &g, -+ for <, in o.d.s, then
theve exists an s.d.s. By, By, B3, -+ for <, such that every value of each B, (k=
1,2, --) is accessible for <, in o.d.’s.

Proor. We consider the following condition C for an o.d. «.

C: Every value of a is accessible for <, in o.d’s. If a, -, a, satisfy
C and a,.,; does not satisfy C, then we may and shall make an s.d.s. a;, -+, &n,
B sty B nses -+ for <, in o.d.s such that g/, is a value of «,,;. By repeat-
ing this method, the proposition is verified.

Tueorem 3. Od(Z, A, S) is well-ordered by <,.

Proor. Theorem follows from Proposition 3 and the fact that O, W*(,
A, S),S) is well-ordered by <,, where W*(I, 4,S) is the system of accessible
o.d’s for <, and A and ordered by <,.

Tueorem 4. Od(, A, S) is well-ordered by <; fov every i€ I (or by <w).

Proor. Theorem follows from Theorems 2 and 3 and the accessibility of
O(Z,0d{, A, S),S) for <.
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