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## § 1. Introduction.

It is well known that a function, which maps a circular disc or a half-plane onto the interior of a polygon, is given by the formula of Schwarz-Christoffel. Let $z=f(z)$ be such a function and let the imagepolygon, laid on $w$-plane, have $m$ vertices corresponding to the points $a_{\mu}$ ( $\mu=1, \ldots, m$ ) on $z$-plane. Denoting by $\alpha_{\mu} \pi\left(0<\omega_{\mu}<2\right)$ the interior angle at vertex $f\left(a_{\mu}\right)$, the Schwarz-Christoffel formula may be written as follows:

$$
f(z)=C \int_{\mu=1}^{z} \prod_{\mu}^{m}\left(\alpha_{\mu}-z\right)^{\alpha_{\mu}-1} d z+C^{\prime}
$$

where $C$ and $C^{\prime}$ are both constants depending on position and magnitude of image-polygon.

The present author has previously shown that this formula can be generalized to the case of analogous mapping of doubly-connected domains. ${ }^{1)}$ We may take, as a standard doubly-connected basic domain, an annular domain $q<|z|<1,-\lg q$ being a uniquely determined conformal invariant, i. e. the so-called modulus (Modul) of given polygonal domain. Let the boundary components corresponding to circumferences $|z|=1$ and $|z|=q$ be polygons with $m$ and $n$ vertices respectively. Let further $\alpha_{\mu} \pi$ and $\beta_{\nu} \pi$ denote the interior angles (with respect to each boundary polygon itself) at vertices $f\left(e^{i \varphi_{\mu}}\right)$ and $f\left(q e^{i \psi \nu}\right)$ respectively. The mapping function $z=f(z)$ is then given by the formula

[^0]$$
f(z)=\left.C \int^{z} z^{i c^{*}-1} \prod_{\mu=1}^{m}\left(i \lg z+\varphi_{\mu}\right)^{a_{\mu}-1}\right|_{\nu=1} ^{n} \sigma_{3}\left(i \lg z+\psi_{\nu}\right)^{\beta_{\nu}-1} \cdot d z+C^{\prime}
$$
where the sigma-functions are those of Weierstrass with primitive periods $2 \omega_{1}=2 \pi$ and $2 \omega_{3}=-2 i \lg q$, and the constant $c^{*}$ is given by
$$
c^{*}=\frac{\eta_{1}}{\pi}\left(\sum_{\mu=1}^{m}\left(1-\sigma_{\mu}\right) \varphi_{\mu}-\sum_{\nu=1}^{n}\left(1-\beta_{\nu}\right) \psi_{\nu}\right) ;
$$
the constants $C$ and $C^{\prime}$ having similar meanings as before. It can be shown moreover that Schwarz-Christoffel formula (1-1) for basic domain $|z|<1$ may be regarded as being a limiting case of (1.2) when $q \rightarrow 0$.

On the other hand, any function $z=f(z)$ which maps a circular disc or a half-plane on $z$-plane onto the interior of a circular polygonal domain, i. e. the interior of a polygon having circular arcs as sides, is linearpolymorphic. A differential equation of the third order of the form

$$
\{f(\xi), z\}=R(\xi)
$$

holds good always for such a function $f(z)$. The left hand member of the equation denotes, as usual, Schwarzian derivative of $f(z)$ with respect to $z$, i. e.

$$
\{f(z), z\} \equiv \frac{f^{\prime \prime \prime}(z)}{f^{\prime}(z)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}\right)^{2}=\frac{d^{2}}{d z} \lg f^{\prime}(z)-\frac{1}{2}\left(\frac{d}{d z} \lg f^{\prime}(z)\right)^{2},
$$

and $R(z)$ is a rational function which possesses, as poles of order two at most, the points $a_{\mu}(\mu=1, \ldots, m)$ corresponding to the vertices of imagepolygon. More precisely, if we denote by $\mu_{\mu} \pi$ the interior angle at $f\left(a_{\mu}\right)$ of the image-polygon, we have, at poles in question,

$$
\lim _{z \rightarrow a_{\mu}}\left(\xi-a_{\mu}\right)^{g} R(z)=\frac{1-u_{\mu}^{2}}{2} .
$$

The above mentioned results (1.1) and (1.4) are usually derived by making use of analytic continuability of mapping function, that is, by performing successive inversions with respect to boundary arcs. But the author of this paper previously pointed out that Schwarz-Christoffel formula (1.1) is deduced immediately also from Poisson's integral representation
of functions analytic in a circular disc. ${ }^{2}$ ) He then derived the formula (1.2) by means of Villat's integral representation ${ }^{3)}$ of functions analytic in an annular domain. However it will be shown that the formula (1.2) can also be derived by the classical method without difficulty.

We can, on the other hand, consider the problem of generalization of (1.4) corresponding to that of (1.1) to (1.2). In the present Note, we shall derive, from a more general stand-point, general relations corresponding to (1.1) and (1.4) in the case of multiply-connected domains, and then, by specifying them to doubly-connected case, we shall obtain the expression (1.2) again and the sesult generalizing (1.4) too.

## § 2. Mapping onto circular polygonal domains.

Consider, in $w$-plane, an $n$-ply-connected domain $\Delta$ whose boundary consists of $n$ circular polygons $\Gamma_{j}(j=1, \ldots, n)$, each $\Gamma_{j}$ being formed by $m_{j}$ circular arcs. We can now take several types of domains as standard $n$-ply-connected basic domains. But here we shall first take a domain $D$ bounded by $n$ full circles. ${ }^{4)}$ Such a domain $D$ is uniquely determined for the given domain $\Delta$, except possible linear transformations. A domain of this type is defined in general by. $3 n$ real parameters denoting the coordinates of centres and the radii of $n$ boundary circles. But, since a linear transformation depends on 6 real parameters, essentially $3 n-6$ real conformal invariants belong to an $n$-ply-connected domain (with nonboundary components) as moduli, provided $n>2$. In degenerating an exceptional case $n=2$, there exists just one invariant, and in the case $n=1$ there remains freedom corresponding to 3 real parameters.

Now, let the boundary circle of $D$ corresponding to $\Gamma_{j}$ be

$$
C_{j}:\left|z-c_{j}\right|=r_{j} \quad(j=1, \ldots, n),
$$

[^1]and the mapping function be, as before, $\tau=f(z)$. Let further the points corresponding to vertices of $\Gamma_{j}$ be $a_{j \mu}\left(\mu=1, \ldots, m_{j}\right)$ and the interior angle of $\Gamma_{j}$ at its vertex $f\left(a_{j \mu}\right)$ with respect to $\Delta$ be $\alpha_{j \mu} \pi\left(0 \leqq \alpha_{j \mu} \leqq 2\right)$. The function $f(z)$ remains, of course, regular even on each interior part of $C_{j}$ divided by $a_{j \mu}$. If we denote the inversion $z \mid z_{j}^{*}$ with respect to $C_{j}$ by
$$
z_{j}^{*}=\lambda_{j}(z) \equiv c_{j}+\frac{r_{j}^{2}}{\bar{z}-\bar{c}_{j}}
$$
then $\lambda_{j}(z)$ being all linear in $\bar{z}$, the composed functions
$$
l_{j k}(z) \equiv \lambda_{j}\left(\lambda_{k}(z)\right) \quad(j, k=1, \ldots, n)
$$
are also all linear with respect to $z$. The transformation $z \mid l_{j k}(z)$ is composed of successive inversions with respect first to $C_{k}$ and next to $C_{g}$. Since operation of inversion is involutory, i. e. the identity $\lambda_{j}^{-1}(z)=\lambda_{j}(z)$ holds, we have $l_{j j}(z)=z$ and
$$
l_{j k}^{-1}(z)=\lambda_{k}^{-1}\left(\lambda_{j}^{-1}(z)\right)=\lambda_{k}\left(\lambda_{j}(z)\right)=l_{k j}(z) .
$$

The aggregate of all linear transformations corresponding to inversions repeated even times with respect to boundary circles (2.1) forms a group (5) generated thus by ( $\left.\begin{array}{l}n \\ 2\end{array}\right)$ linear transformations $\approx \mid l_{j k}(z)(j<k)$.

After these preparatory considerations, we shall now state a result generalizing (1.4):

Theorem 1. Let $w=f(z)$ denote a mapping function from $D$ onto d. Then

$$
\{f(z), z\} d z^{2}
$$

is an automorphic differential belonging to the group (S), whose fundamertal domain may be composed of the basic domain $D$ itself and its inverse image-domain with respect to any one of boundary circles of $D$ (speaking more exactly, the fundamental domain must be the open kernel of closure of the above mentioned one). The function $\{f(z), z\}$, being meromorphic in $\bar{D} \equiv D+\sum_{j=1}^{n} C_{j}$, is regular everywhere possibly except at $a_{j \mu}\left(\mu=1, \ldots, m_{j}\right.$; $j=1, \ldots, n$ ), where a pole of order at most two appears as shows the following formula

$$
\lim _{z \rightarrow a_{j \mu}}\left(z-a_{j \mu}\right)^{2}\{f(z), z\}=\frac{1-a_{j \mu}^{2}}{2}
$$

Proof. The mapping function $z v=f(z)$ can be analytically continued to an in general, infinitely many-valued function. It maps thus a domain which results from the original one, $D$, by successive inversions with respect to $C_{j}$, onto a domain which results from,$\Delta$ by corresponding inversions with respect to $\Gamma_{j}{ }_{j}$. The Riemann surface of this analytic function lying on $z$-plane possesses, as its branch points, the points $a_{j \mu}$ and their equivalents obtained by the transformations of (S). These continuations are performed on $z$-plane by applying all transformations of " $\mathbb{C}$ to the join of $D$ and its inversion-image with respect to any one of boundary circles of $D$. Let now $z \mid L(z)$ be any transformation of (5). The value of $f(L(z))$ is then obtained from $f(z)$ by applying a linear tran formation which is caused on $\tau v$-plane by successive inversions repeated even times corresponding to $L(z)$. We therefore have a functional relation of the form

$$
f(L(z))=\frac{g f(z)+h}{g^{\prime} f(z)+h^{\prime}},
$$

the constants $g, h, g^{\prime}, h^{\prime}$ being determined by the order of inversions which constitute the transformation $L(s)$. If we transform the variables by $\boldsymbol{\xi}=\xi(x)$ and $\eta=\eta(y)$, the Schwarzian derivative is transformed according to the formula

$$
\{\eta, 亏\}=\{n, y\}\left(\frac{d y}{d \xi}\right)^{2}+\{y, x\}\left(\frac{d x}{d \xi}\right)^{2}-\{\xi, x\}\left(\frac{d x}{d \xi}\right)^{2} .
$$

Putting for brevity $z^{*}=L(z)$, we hence have

$$
\left\{f\left(z^{*}\right), z^{*}\right\}=\left\{f\left(z^{*}\right), f(z)\right\}\left(\frac{d f(z)}{d z^{*}}\right)^{2}+\{f(z), z\}\left(\frac{d z}{d z^{*}}\right)^{2}-\left\{z^{*}, z\right\}\left(\frac{d z}{d z^{*}}\right)^{2} .
$$

Now, since $z^{*}$ is a linear function of $z$ and $f\left(z^{*}\right)$ is, by (2.5), also a linear one of $f(z)$, we have $\left\{z^{*}, z\right\}=\left\{f\left(z^{*}\right), f(z)\right\}=0$. Consequently, the relation of automorphism

$$
\left\{f\left(z^{*}\right), z^{*}\right\} d z^{* 2}=\{f(z), z\} d z^{2}
$$

holds good; namely any transformation $z^{*}=L(z)$ of $\mathfrak{G}$ leaves the differential expression ( $2 \cdot 3$ ) invariant. Clearly, Schwarzian derivative $\{f(z), z\}$ can possess its singularities only at $\alpha_{j u}$ and their equivalents with respect to (G). In the first place, if $\alpha_{j \mu} \geqslant 0$, each branch of $\left(f(z)-f\left(\alpha_{j \mu}\right)\right)^{1 / a_{j \mu}}$ is
regular in a vicinity of $a_{j \mu}$ and possesses this own point as zero point of the first order. Hence $f(z)$ is expressed there as

$$
f(z)=f\left(a_{j \mu}\right)+b_{j \mu}\left(z-u_{j \mu}\right)^{a_{j \mu}}+\ldots \quad\left(b_{j \mu} \neq 0\right) .
$$

We calculate the successive derivatives of this expression and form the Schwarzian derivative as follows:

$$
\begin{gathered}
f^{\prime}(s)=b_{j \mu} /_{j \mu}\left(z-a_{j \mu}\right)^{\alpha_{j \mu}-1}+\ldots \\
\frac{d}{d z} \lg f^{\prime}(z)=\frac{\alpha_{j \mu}-1}{z-a_{j \mu}}+\ldots, \quad \frac{d^{2}}{d z^{2}} \lg f^{\prime}(z)=-\frac{\alpha_{. j \mu}-1}{\left(z-a_{j \mu}\right)^{2}}+\ldots,(2 \cdot 7) \\
\{f(z), z\}=-\frac{\alpha_{j \mu}-1}{\left(z-a_{j \mu}\right)^{2}}+\ldots-\frac{1}{2}\left(\frac{\alpha_{j \mu}-1}{z-a_{j \mu}}+\ldots\right)^{2}=\frac{1}{2} \frac{1-\mu_{j \mu}^{2}}{\left(z-a_{j \mu}\right)^{2}}+\ldots
\end{gathered}
$$

which yields the desired relation (2.4). In the second place, if $\alpha_{j \mu}=0$, we use intermediately the expression $\exp \left(b_{j \dot{\mu}}^{\prime} /\left(f(z)-f\left(a_{j \mu}\right)\right)\right)$ in place of $\left(f(s)-f\left(\alpha_{j \mu}\right)\right)^{1 / \alpha_{j i}}$ and can arrive again to the result (2.4) with $\alpha_{j \mu}$ $=0$.

In a particular case, $n=1$, that is, when $\Delta$ is simply-connected, (5) degenerates to a trivial group composed of a unique transformation, the identity. In virtue of this degeneration, the automorphic property (2.3) vanishes out, and the Schwarzian derivative $\{f(z), z\}$ becomes an analytic function possessing $a_{\mu}\left(\equiv a_{1 \mu}\right)(\mu=1, \ldots, m)$ as its poles of order at most tivo, and hence becomes a rational function.

If the image-domain $\Delta$ is particularly bounded by rectilinear polygons, more concrete properties of mapping function $f(z)$ can be deived. In fact, we have the following theroem:

Theorem 2. If, in the theorem 1. the boundary components of $\Delta$ are all rectilinear polygons, then the differential expression

$$
d_{2} \lg d_{1} f(z) \equiv d_{2} \lg \left(f^{\prime}(z) d_{1} z\right)=\left(\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}+\frac{d_{2} d_{1} z}{a_{2} z d_{1} z}\right) d_{2} z
$$

possesses automorphic property, $d_{1}$ and $d_{2}$ both denoting differentiation operators. The function $f^{\prime \prime}(z) / f^{\prime}(z)$ meromorphic in $D$ is regular except at the point $a_{j \mu}$ which are poles of order one with residue $\alpha_{j \mu}-1$.

Proof. By virtue of the assumption on rectilinearity of the boundary polygons, any successive inversion repeated even times with respect to $\Gamma_{j}$
degenerates merely to a translation. Hence, for any transformation $z \mid L(z)$ of $\mathfrak{C}$, the relation (2.5) takes a simpler form

$$
f(L(z))=g f(z)+h \quad(|g|=1)
$$

Consequently we now have

$$
d_{1} f\left(z^{*}\right)=g d d_{1} f(z), \quad d_{2} \lg d_{1} f\left(z^{*}\right)=d_{2} \lg d_{1} f(z)
$$

putting $z^{*}=L(z)$. Any transformation $z \mid z^{*}$ belonging to $\mathbb{C}$ leaves therefore the expression $(2 \cdot 8)$ invariant. Clearly, $f^{\prime \prime}(z) / f^{\prime}(z)$ is regular except at the points $a_{j \mu}$ and at their equivalents. In a vicinity of $a_{j \mu}$ we have

$$
\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=\frac{a_{j \mu}-1}{z-a_{j \mu}}+\ldots,
$$

as was seen in the proof of the preceding theorem (cf. (2.7)), which proves the present theorem.

In the particular case $n=1$, $\mathfrak{G}$ consists of the identical transformation alone. The automorphic property thus vanishes out. and $f^{\prime \prime}(z) / f^{\prime}(z)$ becomes an analytic function in the entire plane, possessing $a_{\mu}\left(\equiv a_{1 \mu}\right)(\mu$ $=1, \ldots, m)$ as poles of order one. Furthermore, since $f(z)$ remains evidently regular at $\infty\left(\neq a_{\mu}\right)$, we have

$$
\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=\sum_{\mu=1}^{m} \frac{u_{\mu}-1}{z-a_{\mu}},
$$

which, by integration, implies just the Schwarz-Christoffel formula (1.1).

## § 3. Specialization to doubly-coonnected domains.

In the case of doubly-connected domains, we can take the annular domain $D: \quad q<|z|<1$ as a standard basic domain of modulus $-\lg q$. Two general theorems of the last section then take more clear and concrete forms. In the first place, by specializing theorem 1, we obtain the following result:

Theorem 3. Any function $\tau=f(z)$, mapping annular domain $D$ onto a ring domain $\Delta$ bounded by two circular polygons, satisfies the differential equation of the third order

$$
\{f(z), z=\} \frac{E(i \lg z)}{z^{2}}
$$

$E(Z)$ being an elliptic function with primitive periods $2 \pi$ and $-2 i \lg q$ (or being a constant). If we now denote by $e^{i \phi_{\mu}}(\mu=1, \ldots, m)$ and $q e^{i \psi_{\nu}}$ ( $\nu=1, \ldots, n$ ) the points corresponding to vertices of boundary polygons $\Gamma_{1}$ and $\Gamma_{2}$ of $\Delta$ respectively and further by $\alpha_{1 \mu} \pi$ and $\alpha_{2 \nu} \pi$ the interior angles of $\Gamma_{1}$ and $\Gamma_{2}$ at vertices $f\left(e^{i \varphi_{\mu}}\right)$ and $f\left(q^{i{ }^{i \varphi} v}\right)$ respectively, then the function $E(Z)$ possesses at $Z=-\varphi_{\mu}$ and at $Z=-\psi_{\nu}+i \lg q$ its primitive poles of order at most two, and further satisfies
$\lim _{Z \rightarrow-\varphi_{\mu}}\left(Z+\varphi_{\mu}\right)^{2} E(Z)=\frac{1-\mu_{1 \mu}^{2}}{2}, \lim _{Z \rightarrow-\psi_{\nu}+i \lg q}\left(Z+\psi_{\nu}-i \lg q\right)^{g} E(Z)=\frac{1-\mu_{-2 \nu}^{2}}{2}$.
Proof. Since the basic domain $D$ is supposed to be $q<|z|<1$, i iversions with respect to its bounding circles are given by $\lambda_{1}(z)=1 / \bar{z}$ and $\lambda_{2}(z)=q^{2} / \bar{z}$. Hence, © $\mathcal{G}$ is a cyclic group generated by a unique transformation

$$
z \left\lvert\, l_{12}(z)=\frac{z}{q^{2^{-}}}\right.
$$

that is to say, all the transformations of $\mathfrak{G S}$ are expressed in the form

$$
z \left\lvert\, \frac{z}{q^{2 x}} \quad(x=0, \pm 1, \pm 2, \ldots)\right.
$$

Introducing now an auxiliary vaiable $Z$, we put

$$
Z=i \lg z, \quad F(Z)=f\left(e^{-i Z}\right)(=f(z))
$$

In virtue of one-valuedness of $f(z)$ in $D, F(Z)$ remains invaiant under the transformation $Z \mid Z+2 \pi$. But the mapping function $f(s)$ is here supposed to have been analytically continued over the pricked (punktiert) plane $0<|z|<\infty$, and is in general infinitely many-valued function. Taking account of the corresponding many-valuedness of $F(Z)$, it must therefore be understood that $F(Z)$ is also subject to a linear transformation

$$
F(Z+2 \pi)=\frac{g_{0} F(Z)+h_{0}}{g_{0}^{\prime} F(Z)+h_{0}^{\prime}}
$$

the coefficients depending on the manner of the continuation in question.

This polymorphism appears even when is made the substitution $Z \mid Z+2 \pi$ corresponding to the identical transformation $z \mid l_{11}(z) \equiv z$ of (5). On the other hand, since, to the generating linear transformation $z \mid l_{12}(z)=z / q^{2}$, corresponds the substitution $Z \mid Z-2 i \lg q$, we have a relation

$$
F(Z-2 i \lg q)=\frac{g F(Z)+h}{g^{\prime} F(Z)+h^{\prime}}
$$

coefficients depending on the manner of continuation. By virtue of linearpolymorphic properties $(3 \cdot 4)$ and $(3 \cdot 5)$, the expression

$$
\Phi(Z)=\{F(Z), Z\}
$$

is a one-valued function of $Z$ possessing double periodicity

$$
\Phi(Z+2 \pi)=\Phi(Z-2 i \lg q)=\Phi(Z)
$$

By a substitution of variables, Schwarzian derivative undergoes a transformation given by (2.6). Now, since under the substitution (3.3) it holds

$$
\{F, f\}=0, \quad\{Z, z\}=\frac{1}{2 z^{2}}, \quad\left(\frac{d z}{d Z}\right)^{2}=-z^{2}
$$

we have

$$
\Phi(Z) \equiv\{F(Z), Z\}=-z^{2}\{f(z), z\}+\frac{1}{2} .
$$

Putting $E(Z)=1 / 2-\Phi(Z)$, we obtain the desired differential equation (3.1). That the function $E(Z)$ also possesses double periodicity $E(Z+2 \pi)$ $=E(Z-2 i \lg q)=E(Z)$, is an immediate consequence of (3.7). Clearly, its primitive periods are $2 \pi$ and $-2 i \lg q$ (if $\Delta$ itself is a circular ring, then $E(Z) \equiv 0)$. In order to investigate the singularities of $E(Z)$, we restrict ourselves to the periodicity parallelogram (rectangle!)

$$
-2 \pi \leqq \Re Z<0, \quad 2 \lg q \leqq \mathfrak{J} \ell<0
$$

This rectangle corresponds to the fundamental domain $q^{2}<|z|<1$ adjoined by its interior circumference. The possible singularities of $F(z)$ belonging to (3.8) appear only at $Z=-\varphi_{\mu}$ and at $Z=-\psi_{\nu}+i \lg q$ which correspond to $z=e^{i \rho_{\mu}}$ and $z=q e^{i \psi_{\nu}}$ respectively. The method used in the proof of theorom 1 here also leads us immediately to the relations (3.2).

By general theorem 1, the differential expression (2.3) is to be automorphic. If $D$ is in particular an annular domain $q<|z|<1$, the group (G) is generated, as was already seen, by the linear transformation $z \mid z^{*}=z / q^{2}$ alone. This transformation gives

$$
\left\{f\left(z^{*}\right), z^{*}\right\}=\{f(z), z\} q^{4} \quad\left(z^{*}=z / q^{2}\right),
$$

and hence $\left\{f\left(z^{*}\right), z^{*}\right\} d z^{* 2}=\{f(z), z\} d z^{2}$, as is stated just in theorem 1. On the other hand, the second member of (3.1) changes, on account of the periodicity of $E(\dot{Z})$, according as

$$
\frac{E\left(i \lg z^{*}\right)}{z^{* 2}}=\frac{E(i \lg z-2 i \lg q)}{\left(z / q^{2}\right)^{2}}=\frac{E(i \lg z)}{z^{2}} q^{4} \quad\left(z^{*}=z / q^{2}\right),
$$

which coincides with the above relation. It may be remarked in passing that the existence of another period $2 \pi$ of $E(Z)$ corresponds to onevaluedness of $\{f(s), z\}$.

As was already stated in $\S 1$, if the boundary of doubly-conneted domain $\Delta$ consists of two rectilinear polygons, the explicit representation (1.2) is valid. This result has previously been obtained by the present author by means of Villat's integral representation, but we shall now try to derive it again from general theorem 2.

Theorem 4. Any function, which maps the annular domain $q<|z|$ $<1$ onto a ring domain bounded by rectilinear polygons, is expressed by the formula $(1 \cdot 2)$, the constant $c^{*}$ being given by (1.3).

Proof. Adopting the same notations as in the proof of the preceding theorem, since the both boundary polygons are rectilinear, the relations (3.4) and (3.5) become simply

$$
\begin{gather*}
F(Z+2 \pi)=g_{0} F(Z)+h_{0}, \quad F(Z-2 i \lg q)=g F(Z)+h ; \\
\left|g_{0}\right|=1, \quad|g|=1 .
\end{gather*}
$$

Hence $F^{\prime \prime}(Z) / F^{\prime}(Z)$ is an elliptic function with periodicity parallelogram (3.8). If we put $\alpha_{1 \mu}=\alpha_{\mu}(\mu=1, \ldots, m) . \quad 2-\alpha_{2 \nu}=\beta_{\nu}(\nu=1, \ldots, n)$, its residues at primitive poles $-\varphi_{\mu}$ and $-\psi_{\nu}+i \lg q$ of order one are $\alpha_{\mu}-1$ and $\left(2-\beta_{\nu}\right)-1$, respectively. This function can therefore be represented in the form

$$
\frac{F^{\prime \prime}(Z)}{F^{\prime}(Z)}=\sum_{\mu=1}^{m}\left(\mu_{\mu}-1\right) \zeta\left(Z+\varphi_{\mu}\right)-\sum_{\nu=1}^{n}\left(\beta_{\nu}-1\right) \zeta\left(Z+\psi_{\nu}-i \lg q\right)+c,
$$

$x$ being a constant. By means of a well known formula $\zeta(\mu-i \lg q)=\zeta_{3}(u)$ $+\eta_{3}$, it may be written as

$$
\frac{F^{\prime \prime}(Z)}{F^{\prime}(Z)}=\sum_{\nu=1}^{m}\left(\alpha_{\mu}-1\right) \zeta\left(Z+\varphi_{\mu}\right)-\sum_{\nu=1}^{n}\left(\beta_{\nu}-1\right) \zeta_{3}\left(Z+\psi_{\nu}\right)+c^{*},
$$

and thus, by integration,

$$
F^{\prime}(Z)=-i C e^{c^{*} Z} \prod_{\mu=1}^{m} \sigma\left(Z+\varphi_{\mu}\right)^{a_{\mu}-1} / \prod_{\nu=1}^{n} \sigma_{3}\left(Z+\psi_{\nu}\right)^{\beta_{\nu}-1},
$$

where $-i C$ denotes a constant resulting from the integration. A further integration and returning to original variables implies the desired formula. Now it remains only to determine the value of constant $c^{*}$. In formulae on elliptic functions

$$
\begin{array}{ll}
\sigma\left(u+2 \omega_{1}\right)=-e^{2 \eta_{1}\left(u+\omega_{1}\right)} \sigma(u), & \sigma_{3}\left(u+2 \omega_{1}\right)=+e^{2 \eta_{1}\left(u+\omega_{1}\right)} \sigma_{3}(u), \\
\sigma\left(u+2 \omega_{3}\right)=-e^{2 \eta_{3}\left(u+\omega_{3}\right)} \sigma(u), & \sigma_{3}\left(u+2 \omega_{3}\right)=-e^{2 \eta_{3}\left(u+\omega_{3}\right)} \sigma_{3}(u),
\end{array}
$$

we are here concerning with primitive periods $2 \omega_{1}=2 \pi, 2 \omega_{3}=-2 i \lg q$. Hence, remembering the relations between interior angles of each boundary polygon

$$
\sum_{\mu=1}^{m}\left(\mu_{\nu}-1\right)=\sum_{\nu=1}^{n}\left(\beta_{\nu}-1\right)=2,
$$

we have from (3.10)

$$
\begin{aligned}
\frac{F^{\prime}(Z+2 \pi)}{F^{\prime}(Z)} & =e^{2 \pi c^{*}} \prod_{\mu=1}^{m}\left(-e^{2 \eta_{1}\left(Z+\varphi_{\mu}+\pi\right)\left(\alpha_{\mu}-1\right)}\right) \mid \prod_{\nu=1}^{n} e^{2 \eta_{1}\left(Z+\psi_{\nu}+\pi\right)\left(\beta_{\nu}-1\right)} \\
& =(-1)^{m} \exp \left(2 \pi c^{*}+2 \dot{\eta}_{1}\left(\sum_{\mu=1}^{m}\left(\mu_{\mu}-1\right) \varphi_{\mu}-\sum_{\nu=1}^{n}\left(\beta_{\nu}-1\right) \psi_{\nu}\right)\right) .
\end{aligned}
$$

and

$$
\frac{F^{\prime}(Z-2 i \lg q)}{F^{\prime}(Z)}=\exp \left(-2 i \lg q \cdot c^{*}+2 \gamma_{3}\left(\sum_{\mu=1}^{m}\left(\alpha_{\mu}-1\right) \varphi_{\mu}-\sum_{\nu=1}^{n}\left(\beta_{\nu}-1\right) \psi_{\nu}\right)\right)
$$

The absolute value of left hand member of each of these relations is, by (3.9), equal to unity. Since $\eta_{3}$ is purely imaginary, $c^{*}$ must be a real constant, because of $|g|=1$. Further, since $n_{1}$ is real, we obtain from $\left|g_{0}\right|=1$

$$
2 \pi c^{*}+2 \eta_{1}\left(\sum_{\mu=1}^{m}\left(\omega_{\mu}-1\right) \varphi_{\mu}-\sum_{\nu=1}^{n}\left(\beta_{\nu}-1\right) \psi_{v}\right)=0,
$$

which yields (1.4).
Now, by substitution (3•3), we have

$$
\frac{F^{\prime \prime}(Z)}{F^{\prime}(Z)}=-i\left(1+z \frac{f^{\prime \prime}(z)}{f^{\prime}(z)}\right) .
$$

Heace $z f^{\prime \prime}(z) / f^{\prime}(z)$ must remain invariant under any transformation $z \mid z / q^{9 x}$ of $(\mathbb{G}$. This fact will also be immediately confirmed from general theorem 2. For this end, we have only to consider the geaerating transformation $z \mid z / q^{2}$ of $(\mathbb{G}$ together with the identical transformation $z \mid z$. The invariance of $z f^{\prime \prime}(z) / f^{\prime}(z)$ under the latter transformation is nothing but the one-valuedness of the function. As to the invariance under the former, putting $z^{*}=\approx / q^{2}$, we have
$d_{2} \lg \left(f^{\prime}\left(s^{*}\right) d_{1} z^{*}\right)=\left(\frac{f^{\prime \prime}\left(s^{*}\right)}{f^{\prime}\left(s^{*}\right)}+\frac{d_{2} d_{1} z^{*}}{d_{2} z^{*} d_{1} z^{*}}\right) d_{2} *^{*}=\left(\frac{1}{q^{2}} \frac{f^{\prime \prime}\left(z^{*}\right)}{f^{\prime}\left(s^{*}\right)}+\frac{d_{2} d_{1} z}{d_{2} z d_{1} z^{*}}\right) d_{2} \approx$,
and hence, from theorem 2.

$$
\frac{1}{q^{2}} \frac{f^{\prime \prime}\left(s^{*}\right)}{f^{\prime}(z)}=\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}, \quad z^{*} \frac{f^{\prime \prime}\left(z^{*}\right)}{f^{\prime}\left(z^{*}\right)}=z \frac{f^{\prime \prime}(z)}{f^{\prime}(z)}
$$

## § 4. Another basic domains.

As a standard multiply-connected domain, we can take any one of various possible types other than that used in § 2. For instance, as are often used, parallel slit domanin ${ }^{5)}$, obtained from entire plane by cutting along parallel segments, circular slit•domain or radial slit domain which is obtained from either entire plane, circular disc or annular ring by cutting along circular arcs or radial segments contained in its interior. For such a basic domain, a group ${ }^{5}$ with analogous fundamental domain, eventually extending over two sheets on a Riemann surface, can also be constructed in

[^2]quite similar manner as in theorems 1 and 2. These theorems themselves remain to hold in almost the same form. We have only to carry out a few modifications by considering that the regularity of boundary curves is lost at end points of the slits.

Theorem 5. In any case of such a basic domain of above mentioned type, the conclusion of theorem 1 remains to hold with following modifications. If an end point of a slit coincides with point $a_{j \mu}$, the relation (2.4) is replaced by

$$
\lim _{z \rightarrow a_{j \mu}}\left(z-a_{j \mu}\right)^{2}\{f(z), z\}=\frac{4-u_{j \mu}^{2}}{8}
$$

and if an end point, say $p$, of a slit coincides with none of $a_{j \mu}$, the Schwarzian derivative has there a pole of the second order and satisfies

$$
\lim _{z \rightarrow p}(z-p)^{2}\{f(z), z\}=\frac{3}{8} .
$$

Proof. It is only to prove the last part of the theorem concerning with end points of the slits. Suppose in the first place that $a_{j p}$ is an end point of a slit, then any branch of the function $\left(f(z)-f\left(\alpha_{j \mu}\right)\right)^{2 / \alpha}{ }_{j \mu}$ remains regular around $\alpha_{j \mu}$ and has a zero of the first order there. (In case of $\alpha_{j \mu}=0$ an evident modification must be made.) Its effect is therefore to put $\omega_{j \mu} / 2$ in place of $\mu_{j \mu}$, which leads (2.4) to (4.1). Next, if an end pqint $p$ of a slit coïncides with none of $a_{j \mu}$, then $(f(z)-f(p))^{1 / 2}$ is regular around $p$ and vanishes at this point in the first order. Hence, its effect is as if there exists an image-vertex with interior angle $\pi / 2$, for which it becomes $\left(1-(1 / 2)^{2}\right) / 2=3 / 8$.

Theorem 6. If $\Delta$ is bounded by rectilinear polygons, the conclusion of theorem 2 remains to be true, in any case of above mentioned basic domains, with following modifications. If an end point of a slit coincides with $a_{j \mu}$, the relation $(2 \cdot 8)$ is replaced by

$$
\lim _{z \rightarrow a_{j u}}\left(z-a_{j \mu}\right) \frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=\frac{\alpha_{j \mu}-2}{2},
$$

and if an end point $p$ of a slit coïncides with none of $a_{j \mu}$, then $f^{\prime \prime}(z) / f^{\prime}(z)$ has the point $p$ as a pole of the first order with residue $-1 / 2$, that is,

$$
\lim _{z \rightarrow p}(z-p) \frac{f^{\prime \prime}(z)}{f^{\prime}(z)}=-\frac{1}{2}
$$

Proof. We have again only to investigate the last part of the theorem concerning with end points of the slits. And the quite same reasoning will apply as in the proof of the preceding theorem.

In conclusion, we remark that a circular disc with $n$ sheets may also be taken as a standard type of $n$-ply-connected domains."), (s) The group ( $\mathbb{S}^{5}$ considered in theorem 1 then consists of a unique transformation $z \mid z$, all inversions $z \mid \lambda_{j}(z)$ referring to a common circumference. Hence, the gioup degenerates to a trivial one, while the mapping function becomes $n$-valued one on the projection of the disc in question. In this case a corresponding theorem may be stated as foollows:

Theorem 7. Let $z=f(z)$ be a function which maps a disc with $n$ sheets covering a circle $D_{0}$ on $z$-plane oato an $n$-ply-connected circular polygonal domain $\Delta$. Then, each branch $f_{j}(z)(j=1, \ldots, n)$ of $f(z)$ satisfies a differential equation of the thind order

$$
\left\{f_{j}(z), z\right\}=M_{j}(z),
$$

where $M_{j}(z)$ is a one-valued meromorphic function. Denoting by $\Gamma_{j}$ a boundary polygon of $\Delta$ mapped from boundary circle $C_{j}$ of $D$ by $z=f(z)$ (i. e. by $w=f_{j}(z)$ ), and by $a_{j \mu}$ a point lying on $C_{j}$ and corresponding to a vertex of $\Gamma_{j}^{r}$, the function $M_{j}(z)$ possesses at $a_{j \mu}$ a pole of order at most two and satisfies

$$
\lim _{z \rightarrow a_{j \mu}}\left(z-a_{j \mu}\right)^{v} M_{j}(z)=\frac{1-\mu_{j \mu}^{2}}{2},
$$

where $\sigma_{j \mu}$ denotes, as before, the interior angle at $f_{j}\left(a_{j \mu}\right)$ with respect to d. Let fuither $t$ be a branch point of $D$ of order $\tau-1$, then, for all the branches $f_{j}(z)$ relating to this branch point, the function $M_{j}(z)$ possesses there a pole of order at most two and satisfies

[^3]$$
\lim _{z \rightarrow t}(z-t)^{2} M_{j}(z)=\frac{\tau^{2}-1}{2 \tau^{2}}
$$

Excepting those points, $M_{j}(z)$ is regular everywhere.
Proof. By repeating inversions with respect to boundary circle, $f(z)$ is analytically continued to an infinitely many-valued function. By successive inversions repeated even times, though the affix $z$ return back to its original position, each branch of $f(z)$ undergoes a linear transformation (the same for all). But the function $M_{j}(z)$ defined by (4.5) remains thereby invariant, and hence is a one-valued function. For the relation $(4 \cdot 6)$, the reasoning is the same as in theorem 1 . As to $(4 \cdot 7)$, since $\left(f_{j}(z)-f_{j}(t)\right)^{\tau}$ is regular around $t$ and possesses this point as a pole of the first order, can be there expressed in the form
$!$

$$
f_{j}(z)=f_{j}(t)+b_{j}(z-t)^{1 / \tau}+\ldots .
$$

Direct calculation will show that the relation (4.7) holds good.
Theorem 8. If, in the preceding theorem, $\Delta$ is bounded particularly by rectilinear polygons, then we have, for each branch of the mapping function, an explicit expression of the form

$$
f_{j}(z)=C \int^{z} d z \exp \int^{z} N_{j}(z) d z+C^{\prime}
$$

where $N_{j}(z)$ is a one-valued meromorphic function. Corresponding to (4.6) and (4.7) we have, at its poles $\alpha_{j \mu}$ and $t$, the relations

$$
\begin{align*}
& \lim _{z \rightarrow a_{j \mu}}\left(z-a_{j \mu}\right) N_{j}(z)=\alpha_{j \mu}-1, \\
& \lim _{z \rightarrow t}(z-t) N_{j}(z)=\frac{1-\tau}{\tau},
\end{align*}
$$

respectively. $N_{j}(z)$ is, except those points, regular everywhere.
Proof The theorem relates to theorem 7 as if theorem 6 does to theorem 5. We have only to observe that $f_{j}^{\prime \prime}(z) / f_{j}^{\prime}(z)$, having no branch point, appears here as one-valued and meromorphic function.
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