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#### Abstract

We obtain an estimate of the operator norm of the weighted Kakeya (Nikodým) maximal operator without dilation on $L^{2}(w)$. Here we assume that a radial weight $w$ satisfies the doubling and supremum condition. Recall that, in the definition of the Kakeya maximal operator, the rectangle in the supremum ranges over all rectangles in the plane pointed in all possible directions and having side lengths $a$ and $a N$ with $N$ fixed. We are interested in its eccentricity $N$ with $a$ fixed. We give an example of a non-constant weight showing that $\sqrt{\log N}$ cannot be removed.


1. Introduction and Preliminaries. In 1977 A. Córdoba obtained the sharp bound for the Kakeya (Nikodým) maximal operator, which is related to many important problems in Fourier analysis. Recall that the Kakeya (Nikodým) maximal operator is equipped with a sufficiently large natural number $N$ and positive real number $a$ and that this is given as follows: Let $\mathcal{B}_{N}^{a}$ be the set of all rectangles in $\mathbb{R}^{n}$ which are pointed to all possible directions and are congruent with $[0, a]^{n-1} \times[0, a N]$. The Kakeya (Nikodým) maximal operator without dilation $K_{N}^{a}$ is defined by

$$
K_{N}^{a} f(x):=\sup _{x \in R \in \mathcal{B}_{N}^{a}} \frac{1}{|R|} \int_{R}|f(y)| d y, \quad \text { for } f \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right),
$$

where the supremum is taken over all rectangles $R \in \mathcal{B}_{N}^{a}$ containing $x \in \mathbb{R}^{n}$. The Kakeya (Nikodým) maximal operator is defined by

$$
K_{N} f(x):=\sup _{a>0} K_{N}^{a} f(x) .
$$

It is conjectured that $K_{N}$ is bounded on $L^{n}\left(\mathbb{R}^{n}\right)$ with the norm which grows no faster than $O\left((\log N)^{\alpha_{n}}\right)$ for some $\alpha_{n}>0$ as $N \rightarrow \infty$. When $n=2$, the optimal bound

$$
\begin{equation*}
\left\|K_{N}^{a} f\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq C \sqrt{\log N}\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)} \tag{1.1}
\end{equation*}
$$

was proved by Córdoba [5, Proposition 1.2]. In this paper, we shall carry over this result to a weighted setting. So, we place ourselves in the setting of $\mathbb{R}^{n}$ with $n \geq 2$ equipped with a weighted measure $w d x$, where $w: \mathbb{R}^{n} \rightarrow(0, \infty)$ is a measurable function. In the higher

[^0]dimensional case, $n>2$, (1.1) is still open in general; (1.1) was proved only for some special classes of functions.

Before we describe the conditions on weights, let us recall some related definitions. A more powerful but complicated maximal operator has been studied on the plane. Strömberg studied the directional maximal operator defined to be

$$
\begin{equation*}
M_{\Omega} f\left(x_{1}, x_{2}\right):=\sup _{r \in \mathbb{R}^{+},\left(v_{1}, v_{2}\right) \in \Omega} \frac{1}{2 r} \int_{-r}^{r}\left|f\left(x_{1}+t v_{1}, x_{2}+t v_{2}\right)\right| d t \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \tag{1.2}
\end{equation*}
$$

where $\Omega$ is the set of unit vectors in $\mathbb{R}^{2}$ of cardinality $N$. He proved that

$$
\begin{equation*}
\left\|M_{\Omega} f\right\|_{L^{2}\left(\mathbb{R}^{2}\right)} \leq C \log N\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)}, \tag{1.3}
\end{equation*}
$$

when $\Omega$ is equidistributed [15, Theorem 1(2)]. Moreover, a geometrical observation shows

$$
\begin{equation*}
K_{N} f(x) \leq C M_{\Omega} f(x) \quad\left(x \in \mathbb{R}^{n}\right) \tag{1.4}
\end{equation*}
$$

if $\Omega$ is equidistributed. Note that (1.3) and (1.4) yield

$$
\begin{equation*}
\left\|K_{N} f\right\|_{L^{n}\left(\mathbb{R}^{n}\right)} \leq C(\log N)^{\alpha_{n}}\|f\|_{L^{n}\left(\mathbb{R}^{n}\right)} \tag{1.5}
\end{equation*}
$$

with $\alpha_{n}=1$ and $n=2$. Katz established (1.3) without assuming that $\Omega$ is an equidistributed set of directions; see [9, Theorem 1] for (1.5) with $\alpha_{n}=1$. Alfonseca, Soria and Vargas [1, 2] studied $M_{\Omega}$ by using a geometrical method and they simplified Katz's proof. The first author and H. Tanaka [13] discussed the weighted version of $M_{\Omega}$ by the method of [1, 2], and extended Katz's result for the power weight $w$, i.e., $w(x)=|x|^{\lambda}$ for any $\lambda>0$. We will explain this more precisely. Let $L^{2}(w)$ be the weighted $L^{2}$ space of all measurable functions $f$ for which the norm

$$
\|f\|_{L^{2}(w)}:=\left(\int_{\mathbb{R}^{n}}|f(x)|^{2} w(x) d x\right)^{\frac{1}{2}}
$$

is finite. The weighted Kakeya maximal operator is defined to be

$$
\begin{equation*}
K_{N, w} f(x):=\sup _{x \in R \in \mathcal{B}_{N}} \frac{1}{w(R)} \int_{R}|f(y)| w(y) d y \quad\left(x \in \mathbb{R}^{n}\right) \tag{1.6}
\end{equation*}
$$

where $w(R):=\int_{R} w(x) d x$. The weighted directional maximal operator $M_{\Omega, w}$ is defined analogously starting from the definition (1.2). In a similar fashion, we can verify

$$
\begin{equation*}
K_{N, w} f(x) \leq C M_{\Omega, w} f(x) \quad\left(x \in \mathbb{R}^{n}\right), \tag{1.7}
\end{equation*}
$$

if $\Omega$ is equidistributed. The result in [13] together with (1.7) implies

$$
\begin{equation*}
\left\|K_{N, w} f\right\|_{L^{2}(w)} \leq C \log N\|f\|_{L^{2}(w)} \tag{1.8}
\end{equation*}
$$

In a similar way, we define the weighted Kakeya maximal operator without dilation by

$$
K_{N, w}^{a} f(x):=\sup _{x \in R \in \mathcal{B}_{N}^{a}} \frac{1}{w(R)} \int_{R}|f(y)| w(y) d y
$$

for $a>0$, so that

$$
\begin{equation*}
K_{N, w} f=\sup _{a>0} K_{N, w}^{a} f \tag{1.9}
\end{equation*}
$$

for all measurable functions $f$. By (1.8) and (1.9), we have immediately the estimate $\left\|K_{N, w}^{a} f\right\|_{L^{2}(w)} \leq C \log N\|f\|_{L^{2}(w)}$. However, unfortunately this estimate is not sharp. In this paper, we improve the upper bound of the operator norm of $K_{N, w}^{a}: L^{2}(w) \rightarrow L^{2}(w)$. Moreover, we can consider slightly general radial weights, not necessarily power weight, satisfying the following two conditions:
Doubling condition: For all $0 \leq r_{1} \leq r_{1}^{\prime} \leq r_{2}^{\prime} \leq r_{2}<\infty$ with $r_{2}-r_{1}=2\left(r_{2}^{\prime}-r_{1}^{\prime}\right)$,

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} w_{0}(r) d r \leq C \int_{r_{1}^{\prime}}^{r_{2}^{\prime}} w_{0}(r) d r \tag{1.10}
\end{equation*}
$$

Supremum condition: For all $0<r_{1}<r_{2}<\infty$,

$$
\begin{equation*}
\sup _{r_{1}<r<r_{2}} w_{0}(r) \leq \frac{C}{r_{2}-r_{1}} \int_{r_{1}}^{r_{2}} w_{0}(r) d r . \tag{1.11}
\end{equation*}
$$

We shall show the following estimate:
THEOREM 1.1. Assume that $w$ satisfies the doubling condition (1.10) and the supremum condition (1.11). Then there exists a constant $C$ which depends only on constants $C$ in (1.10) and (1.11) such that

$$
\left\|K_{N, w}^{a} f\right\|_{L^{2}(w)} \leq C \sqrt{\log N}\|f\|_{L^{2}(w)}
$$

for all $N \geq 2, a>0$ and $f \in L^{2}(w)$.
To pass to our weighted case, the following lemma, which is used in the proof of the weighted maximal operator in [13], is indispensable. For an $A \subset \mathbb{R}^{2}$, we denote by $\operatorname{rad}(A)$ an interval ( $\left.\inf _{x \in A}|x|, \sup _{x \in A}|x|\right)$. We have obtained the following lemma in [13]. Here and below, to denote the inequality $X \leq C Y$, where $C$ is a positive constant independent of main parameters and functions. By $X \lesssim Y$ we mean $X \leq C Y$ for some constant $C$. We write $X \sim Y$ if both $X \lesssim Y$ and $Y \lesssim X$ are true. Keeping these notations in mind, we invoke our key lemma from [13].

Lemma 1.2. Let $R \subset \mathbb{R}^{2}$ be a rectangle, and let $w_{0}$ satisfy (1.10) and (1.11). Then

$$
w(R) \sim \frac{|R|}{|\operatorname{rad}(R)|} \int_{\operatorname{rad}(R)} w_{0}(r) d r .
$$

Here we recall some related estimates. More is known when $f$ is a function of product type or radial type. In [8, Theorem], Igari obtained (1.5) with $\alpha_{n}=3 / 2$ and $n \geq 2$ for all functions of product type. H. Tanaka improved Igari's result in [16]; $\alpha_{n}=1-1 / n$ suffices.

Next, we will show that our bound is the optimal, i.e., it is natural to ask ourselves whether there exists a function $\tilde{f}$ such that

$$
\begin{equation*}
\left\|K_{N, w}^{a} \tilde{f}\right\|_{L^{2}(w)} \geq C \sqrt{\log N}\|\tilde{f}\|_{L^{2}(w)} \tag{1.12}
\end{equation*}
$$

holds and we answer this question in the affirmative.

By using the function $f_{N}(x)=\frac{1}{|x|} \chi_{\{1 \leq|x| \leq N\}}(x)$, in [12, Lemma 1], Müller checked that (1.1) is optimal. He actually placed himself in $\mathbb{R}^{n}$ and showed

$$
\left\|K_{N}^{a} f_{N}\right\|_{L^{n}\left(\mathbb{R}^{n}\right)} \geq C(\log N)^{\frac{n-1}{n}}\left\|f_{N}\right\|_{L^{n}\left(\mathbb{R}^{n}\right)}
$$

See also the textbook [7, Proposition 10.3.4].
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2. Proof of Theorem 1.1. We start with the reduction. First, we may assume that $f$ is nonnegative and essentially bounded. Write $f_{a}(x)=f(a x)$ and $w_{a}(x)=w(a x)$ for $a>0$. Observe that the constants in (1.10) and (1.11) for $w$ and those for $w_{a}$ can be taken the same. By a scaling argument, we can verify

$$
\frac{\left\|K_{N, w}^{a} f\right\|_{L^{2}(w)}}{\|f\|_{L^{2}(w)}}=\frac{\left\|K_{N, w_{a}}^{1} f_{a}\right\|_{L^{2}\left(w_{a}\right)}}{\left\|f_{a}\right\|_{L^{2}\left(w_{a}\right)}},
$$

so that it is suffices to consider $a=1$. We divide $\mathbb{R}^{2}$ into open unit squares $Q_{\alpha}$ which have center at lattice point $\alpha \in \mathbb{Z}^{2}$ and whose sides are parallel to the axes, so that

$$
\sum_{\alpha \in \mathbb{Z}^{2}} \chi Q_{\alpha}=1
$$

almost everywhere. By the essential boundedness of $f$, for every square $Q_{\alpha}$, we can find a rectangle $R_{\alpha} \in \mathcal{B}_{N}^{1}$ such that $Q_{\alpha} \cap R_{\alpha} \neq \emptyset$ and

$$
K_{N, w}^{1} f(x) \leq \frac{2}{w\left(R_{\alpha}\right)} \int_{R_{\alpha}} f(y) w(y) d y \quad \text { for } x \in Q_{\alpha}
$$

Then, it suffices for the proof of the theorem 1.1 to estimate

$$
T_{w} f(x):=\sum_{\alpha \in \mathbb{Z}^{2}}\left(\frac{1}{w\left(R_{\alpha}\right)} \int_{R_{\alpha}} f w\right) \chi_{Q_{\alpha}}(x) \quad \text { for } f \in L^{2}(w)
$$

by using the bounds which are independent of the $R_{\alpha}$ 's.
For the proof, we need two lemmas. The first one is a simple geometric argument.
Lemma 2.1. For all $\gamma \in \mathbb{Z}^{2}$

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{Z}^{2}}\left|R_{\alpha} \cap R_{\gamma}\right| \lesssim N^{2} \log N \tag{2.1}
\end{equation*}
$$

This is essentially due to Córdoba [5, p. 7 line 4] and also closely related to [12, Lemma 2]. For reader's convenience, we recall the proof of (2.1) in Section 4.

The following lemma is originally due to Carbery in [3, Theorem 2]:
Lemma 2.2. Let $T_{w}$ be as above. Then $T_{w}$ is of strong type $(p, p)$ with respect to the weighted measure $w(x) d x$ if and only if there exists a constant $C_{q}$, such that for any sequence
$\left\{\lambda_{\alpha}\right\} \subset \mathbb{R}_{+}$, we have

$$
\begin{equation*}
\int\left(\sum_{\alpha \in \mathbb{Z}^{2}} \lambda_{\alpha} \frac{w\left(Q_{\alpha}\right)}{w\left(R_{\alpha}\right)} \chi_{R_{\alpha}}(x)\right)^{q} w(x) d x \leq C_{q} \sum_{\alpha \in \mathbb{Z}^{2}} \lambda_{\alpha}^{q} w\left(Q_{\alpha}\right) \tag{2.2}
\end{equation*}
$$

where $q$ is the conjugate of $p$. Moreover, the infimum of the constants $\left(C_{q}\right)^{1 / q}$ satisfying (2.2) is $\left\|T_{w}\right\|_{L^{p}(w) \rightarrow L^{p}(w)}$.

Proof. We go through the same argument as the proof of [2, Theorem 3].
By Lemma 2.2 with $p=q=2$ it is sufficient to show (2.2) with $C_{2}=O(\log N)$. We set

$$
I:=\sqrt{\int_{\mathbb{R}^{2}}\left(\sum_{\alpha \in \mathbb{Z}^{2}} \lambda_{\alpha} \frac{w\left(Q_{\alpha}\right)}{w\left(R_{\alpha}\right)} \chi_{R_{\alpha}}(x)\right)^{2} w(x) d x}
$$

Calculating the integral, we obtain

$$
\begin{aligned}
I^{2} & =\sum_{\alpha \in \mathbb{Z}^{2}} \sum_{\beta \in \mathbb{Z}^{2}} \lambda_{\alpha} \lambda_{\beta} \frac{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}{w\left(R_{\alpha}\right) w\left(R_{\beta}\right)} w\left(R_{\alpha} \cap R_{\beta}\right) \\
& =\sum_{\alpha \in \mathbb{Z}^{2}} \sum_{\beta \in \mathbb{Z}^{2}} \lambda_{\alpha} \lambda_{\beta} \frac{\sqrt{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}}{w\left(R_{\alpha}\right) w\left(R_{\beta}\right)} w\left(R_{\alpha} \cap R_{\beta}\right) \cdot \sqrt{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}
\end{aligned}
$$

From Lemma 1.2, we deduce that

$$
\begin{aligned}
& \frac{\sqrt{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}}{w\left(R_{\alpha}\right) w\left(R_{\beta}\right)} w\left(R_{\alpha} \cap R_{\beta}\right) \\
& \sim \frac{1}{N^{2}} \frac{\left(\frac{1}{\left|\operatorname{rad}\left(Q_{\alpha}\right)\right|} \int_{\operatorname{rad}\left(Q_{\alpha}\right)} w_{0}\right)^{\frac{1}{2}}}{\frac{1}{\left|\operatorname{rad}\left(R_{\alpha}\right)\right|} \int_{\operatorname{rad}\left(R_{\alpha}\right)}^{w_{0}} \cdot \frac{\left(\frac{1}{\left|\operatorname{rad}\left(Q_{\beta}\right)\right|} \int_{\operatorname{rad}\left(Q_{\beta}\right)} w_{0}\right.}{\frac{1}{\left|\operatorname{rad}\left(R_{\beta}\right)\right|} \int_{\operatorname{rad}\left(R_{\beta}\right)}^{w_{0}}} \cdot \frac{\left|R_{\alpha} \cap R_{\beta}\right|}{\left|\operatorname{rad}\left(R_{\alpha} \cap R_{\beta}\right)\right|} \int_{\operatorname{rad}\left(R_{\alpha} \cap R_{\beta}\right)} w_{0}} \\
& \lesssim \frac{1}{N^{2}} \frac{\left(\sup _{\operatorname{rad}\left(Q_{\alpha}\right)} w_{0}\right)^{\frac{1}{2}}}{\sup _{\operatorname{rad}\left(R_{\alpha}\right)} w_{0}} \cdot \frac{\left(\sup _{\operatorname{rad}\left(Q_{\beta}\right)} w_{0}\right)^{\frac{1}{2}}}{\sup _{\operatorname{rad}\left(R_{\beta}\right)} w_{0}} \cdot\left|R_{\alpha} \cap R_{\beta}\right| \sup _{\operatorname{rad}\left(R_{\alpha} \cap R_{\beta}\right)} w_{0},
\end{aligned}
$$

where we have used the supremum condition in the last inequality and $\left|Q_{\alpha}\right|=1$. Since $Q_{\alpha} \subset 2 R_{\alpha}$ for any $\alpha$, we have $\operatorname{rad}\left(Q_{\alpha}\right) \subset \operatorname{rad}\left(2 R_{\alpha}\right)$. By the doubling condition of $w_{0}$,

$$
\begin{aligned}
& \frac{\sqrt{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}}{w\left(R_{\alpha}\right) w\left(R_{\beta}\right)} w\left(R_{\alpha} \cap R_{\beta}\right) \\
& \lesssim \frac{1}{N^{2}}\left(\frac{\sup ^{\operatorname{rad}\left(Q_{\alpha}\right)}}{\sup w_{0}}\right)^{\frac{1}{2}}\left(\frac{\sup ^{\operatorname{sad}} w_{0}\left(R_{\alpha}\right)}{\operatorname{rad}\left(Q_{\beta}\right)}\left(\sup _{\operatorname{rad}\left(R_{\beta}\right)} w_{0}\right)\left|R_{\alpha} \cap R_{\beta}\right|\left(\frac{\sup ^{\frac{1}{2}} w_{0}}{\operatorname{rad}\left(R_{\alpha} \cap R_{\beta}\right)} \sup _{\operatorname{sad} w_{0}}^{\operatorname{rad}\left(R_{\alpha}\right)}\right)^{\frac{1}{2}}\left(\frac{\sup ^{\operatorname{rad}\left(R_{\alpha} \cap R_{\beta}\right)} w_{0}}{\sup _{0} w_{0}}\right)^{\frac{1}{2}}\right.
\end{aligned}
$$

$$
\lesssim \frac{1}{N^{2}}\left|R_{\alpha} \cap R_{\beta}\right|
$$

Therefore, we have

$$
\begin{equation*}
I^{2} \lesssim \frac{1}{N^{2}} \sum_{\alpha \in \mathbb{Z}^{2}} \sum_{\beta \in \mathbb{Z}^{2}} \lambda_{\alpha} \lambda_{\beta} \sqrt{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}\left|R_{\alpha} \cap R_{\beta}\right| \tag{2.3}
\end{equation*}
$$

Therefore, from (2.1), we have

$$
\begin{aligned}
I^{2} & \lesssim \frac{1}{N^{2}} \cdot \sum_{\alpha \in \mathbb{Z}^{2}} \sum_{\beta \in \mathbb{Z}^{2}} \lambda_{\alpha} \lambda_{\beta} \sqrt{w\left(Q_{\alpha}\right) w\left(Q_{\beta}\right)}\left|R_{\alpha} \cap R_{\beta}\right| \\
& \leq \frac{1}{N^{2}} \cdot \frac{1}{2}\left\{\sum_{\alpha \in \mathbb{Z}^{2}} \lambda_{\alpha}^{2} w\left(Q_{\alpha}\right)\left(\sum_{\beta \in \mathbb{Z}^{2}}\left|R_{\alpha} \cap R_{\beta}\right|\right)+\sum_{\beta \in \mathbb{Z}^{2}} \lambda_{\beta}^{2} w\left(Q_{\beta}\right)\left(\sum_{\alpha \in \mathbb{Z}^{2}}\left|R_{\alpha} \cap R_{\beta}\right|\right)\right\} \\
& \lesssim \frac{1}{N^{2}} \cdot \frac{1}{2}\left\{N^{2} \log N \sum_{\alpha \in \mathbb{Z}^{2}} \lambda_{\alpha}^{2} w\left(Q_{\alpha}\right)+N^{2} \log N \sum_{\beta \in \mathbb{Z}^{2}} \lambda_{\beta}^{2} w\left(Q_{\beta}\right)\right\} \\
& =\log N \sum_{\alpha \in \mathbb{Z}^{2}} \lambda_{\alpha}^{2} w\left(Q_{\alpha}\right),
\end{aligned}
$$

where we have used the inequality of arithmetic mean and geometric mean in the second inequality, and also we have used (2.1) in the third inequality. This completes the proof.

Remark 2.3. By definition it is easy to see that

$$
T_{w} f(x) \leq K_{N, w}^{1} f(x)
$$

for any choice of rectangles $\left\{R_{\alpha}\right\}$. This technique is known as the linearization of sublinear operators.
3. Sharpness of the operator norms in some special cases. In this section, we shall prove that the bound of Theorem 1.1 is optimal for the weights $w(x)=|x|^{\lambda}$, and $w(x)=$ $\log (1+|x|), x \in \mathbb{R}^{2}$, where $\lambda>0$ is a fixed parameter. It is easily seen that these weights satisfy the doubling and supremum conditions (1.10) and (1.11).
3.1. Case $w(x)=|x|^{\lambda}, \lambda>0$. Before starting to prove, we introduce some notations due to Keich [11]. Let $l$ be a line segment $l:=\{(x, a x+b): x \in[0,1]\}$. For such a line $l$, we define $l(x)=a x+b$ and put $a(l):=a$ and $b(l):=b$. We consider lines such that $a(l) \in[0,1]$ and $b(l) \in[-1,0]$. For $\delta>0$ and such an $l$, let $R_{\delta}(l)$ be the triangle defined by the vertices $\{(0, l(0)),(0, l(0)-\delta),(1, l(1))\}$. Let $\vec{R}_{\delta}(l)$ be the triangle obtained by translating $R_{\delta}(l)$ by $2 \sqrt{2}$ along the (positive) direction of $l$. In words of the book [14, p. 435], we can say that $\vec{R}_{\delta}(l)$ is a reach of $R_{\delta}(l)$. We use the following theorem:

Theorem 3.1 [11, Theorem 1]. For any $n$, there exists a collection of $2^{n}$ line segments $\left\{l_{i}^{n}: i=0,1,2, \ldots, 2^{n}-1\right\}$ such that the triangles $R_{2-n}\left(l_{i}^{n}\right)$ satisfy the following two properties:
(1) $a\left(l_{i}^{n}\right)=i 2^{-n}$.
(2) $\left|\bigcup_{i=0}^{2^{n}-1} R_{2-n}\left(l_{i}^{n}\right)\right|<\frac{1}{n}$.
(3) The translated triangles, $\vec{R}_{2-n}\left(l_{i}^{n}\right)$ are disjoint.

See [14, p. 435, Theorem 1] for a similar construction.
Let

$$
E_{n}:=\bigcup_{i=0}^{2^{n}-1} R_{2-n}\left(l_{i}^{n}\right)
$$

Then $E_{n}$ has a unit length line segment with any given slope $a \in[0,1]$, it is composed of triangles with area $2^{-n}$, and $\left|E_{n}\right|<1 / n$. Moreover, it should be noted that we can construct the union of such triangles $R_{2^{-n}}\left(l_{i}^{n}\right)$ and $\vec{R}_{2^{-n}}\left(l_{i}^{n}\right)$ in a compact disc $D$, independent of $n$, which does not contain the origin.

Corollary 3.2. For the power weight $w(x)=|x|^{\lambda}$, Theorem 1.1 is optimal, that is,

$$
\left\|K_{N, w}^{1 / N}\right\|_{L^{2}(w) \rightarrow L^{2}(w)} \gtrsim \sqrt{\log N} .
$$

Proof. For fixed $N, N \gg 1$, let $n \in \mathbb{N}$ be $2^{n} \sim N$, and $a=1 / N$. Applying Theorem 3.1 to $n$, we get the family of rectangles $\left\{R_{2^{-n}}\left(l_{i}^{n}\right)\right\}$ such that

$$
\left|E_{n}\right|=\left|\bigcup_{i=0}^{2^{n}-1} R_{2^{-n}}\left(l_{i}^{n}\right)\right| \lesssim \frac{1}{\log N} .
$$

We can find a compact disc $D$, containing these triangles and translated ones, independent of $n$. The weight $w(x)=|x|^{\lambda}$ can be regard as a constant function on $D$ so that we see that $\|\cdot\|_{L^{2}(w)} \sim\|\cdot\|_{L^{2}\left(\mathbb{R}^{2}\right)}$ and $K_{N, w}^{1 / N} f(x) \sim K_{N}^{1 / N} f(x)$. Let $f_{n}:=\chi_{E_{n}}$. Then by (i) of Theorem 3.1,

$$
\left\|f_{n}\right\|_{L^{2}(w)}^{2} \sim\left\|f_{n}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}=\left|E_{n}\right| \lesssim \frac{1}{\log N} .
$$

On the other hand, let $\widetilde{K}_{N, w}=K_{3 \sqrt{2} N, w}^{1 / N}$ and $\widetilde{K}_{N}=K_{3 \sqrt{2} N}^{1 / N}$, respectively. Then we can verify easily that

$$
\widetilde{K}_{N, w} f_{n}(x) \sim \widetilde{K}_{N} f_{n}(x) \gtrsim 1
$$

for all $x \in \bigcup_{i=1}^{2^{n}-1} \vec{R}_{2^{-n}}\left(l_{i}^{n}\right)$. Since $\vec{R}_{2-n}\left(l_{i}^{n}\right)$ are disjoint, it follows that

$$
\begin{aligned}
\left\|\widetilde{K}_{N, w} f_{n}\right\|_{L^{2}(w)}^{2} & =\int_{\mathbb{R}^{2}} \widetilde{K}_{N, w} f_{n}(x)^{2} w(x) d x \\
& \gtrsim \int_{\bigcup \vec{R}_{2-n}\left(l_{i}^{n}\right)} \widetilde{K}_{N} f_{n}(x)^{2} d x \\
& \gtrsim\left|\bigcup_{i=0}^{2^{n}-1} \vec{R}_{2-n}\left(l_{i}^{n}\right)\right| \sim \sum_{i=0}^{2^{n}-1}\left|\vec{R}_{2-n}\left(l_{i}^{n}\right)\right|=1
\end{aligned}
$$

Therefore we have

$$
\frac{\left\|K_{N, w}^{1 / N} f_{n}\right\|_{L^{2}(w)}^{2}}{\left\|f_{n}\right\|_{L^{2}(w)}^{2}} \gtrsim \log N
$$

3.2. Case $w(x)=\log (1+|x|)$. For the moment, we assume that $f \in L^{2}(w)$ is radial, i.e., $f(x)=f_{0}(|x|)$ for some $f_{0}$, and $f$ is supported on an annulus $\mathcal{A}_{N}=\left\{x \in \mathbb{R}^{2}: 1 \leq\right.$ $|x| \leq N\}$. Then by polar coordinates,

$$
\|f\|_{L^{2}(w)}^{2}=\int_{\mathcal{A}_{N}} f(x)^{2} w(x) d x=2 \pi \int_{1}^{N} f_{0}(r)^{2} w_{0}(r) r d r
$$

On the other hand, if $x \in \mathcal{A}_{N}$, as in [7, 12], we choose a rectangle

$$
R=[0, N] \times\left[-\frac{1}{2}, \frac{1}{2}\right]
$$

in $\mathcal{B}_{N}^{1}$ whose short-side contains origin. Thus,

$$
\begin{aligned}
K_{N, w}^{1} f(x) & \geq \frac{1}{w(R)} \int_{R \cap \mathcal{A}_{N}} f(x) w(x) d x \\
& \geq \frac{1}{w(R)} \int_{2}^{N} \int_{0}^{\sin ^{-1} \frac{1}{2 r}} f_{0}(r) w_{0}(r) r d \theta d r \\
& \geq \frac{1}{2 w(R)} \int_{2}^{N} f_{0}(r) w_{0}(r) d r
\end{aligned}
$$

for all $x \in R \cap \mathcal{A}_{N}$. Due to the rotational invariance of $K_{N, w}^{1} f(x)$,

$$
K_{N, w}^{1} f(x) \geq \frac{1}{2 w(R)} \int_{2}^{N} f_{0}(r) w_{0}(r) d r
$$

for all $x \in \mathcal{A}_{N}$, and hence

$$
\left\|K_{N, w}^{1} f\right\|_{L^{2}(w)}^{2} \geq \frac{w\left(\mathcal{A}_{N}\right)}{4 w(R)^{2}}\left(\int_{2}^{N} f_{0}(r) w_{0}(r) d r\right)^{2}
$$

Therefore, we have the following formula:

$$
\begin{equation*}
\frac{\left\|K_{N, w}^{1} f\right\|_{L^{2}(w)}^{2}}{\|f\|_{L^{2}(w)}^{2}} \gtrsim \frac{w\left(\mathcal{A}_{N}\right)}{w(R)^{2}} \cdot \frac{\left(\int_{2}^{N} f_{0}(r) w_{0}(r) d r\right)^{2}}{\int_{1}^{N} f_{0}(r)^{2} w_{0}(r) r d r} \tag{3.1}
\end{equation*}
$$

Corollary 3.3. For the weight $w(x)=\log (1+|x|)$, Theorem 1.1 is optimal, that $i s$,

$$
\left\|K_{N, w}^{1}\right\|_{L^{2}(w) \rightarrow L^{2}(w)} \gtrsim \sqrt{\log N}
$$

We consider $w_{0}(r)=\log (1+r)$ in the formula (3.1). By simple calculation, we have

$$
w\left(\mathcal{A}_{N}\right) \sim N^{2} \log N, \quad w(R) \sim N \log N .
$$

Now we choose $f_{0}(r)=\frac{1}{r}$, then

$$
\begin{aligned}
\frac{\left\|K_{N, w}^{1} f\right\|_{L^{2}(w)}^{2}}{\|f\|_{L^{2}(w)}^{2}} & \gtrsim \frac{N^{2} \log N}{(N \log N)^{2}} \cdot \int_{1}^{N} \frac{1}{r} \log (1+r) d r \\
& \geq \frac{1}{\log N} \int_{1}^{N} \frac{1}{1+r} \log (1+r) d r=\frac{(\log (1+N))^{2}}{2 \log N} \sim \log N
\end{aligned}
$$

We conclude this paper with related examples.
REmark 3.4.
(1) In particular, when $w_{0} \equiv 1$, choosing $f_{0}=\frac{1}{r}$, we recover the classical result from (3.1):

$$
\frac{\left\|K_{N}^{1} f\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}}{\|f\|_{L^{2}\left(\mathbb{R}^{2}\right)}^{2}} \gtrsim \log N
$$

(2) Consider $w_{0}(r)=r^{\lambda}$ for $\lambda>0$, which corresponds to the power weight $|x|^{\lambda}$. We observe

$$
w\left(\mathcal{A}_{N}\right) \sim N^{\lambda+2}, \quad w(R) \sim N^{\lambda+1} .
$$

If we apply (3.1) to $f_{0}=\frac{1}{r}$, it follows that

$$
\frac{\left\|K_{N, w}^{1} f\right\|_{L^{2}(w)}^{2}}{\|f\|_{L^{2}(w)}^{2}} \gtrsim \frac{1}{N^{\lambda}} \cdot \frac{\left(\int_{1}^{N} r^{\lambda-1} d r\right)^{2}}{\int_{1}^{N} r^{\lambda-1} d r} \sim 1 .
$$

This means that the classical example, $f(x)=\frac{1}{|x|}$ supported on $\mathcal{A}_{N}$, does not work to get optimality for the power weight $w(x)=|x|^{\lambda}$. Moreover, if we substitute $f_{0}(r)=1 / r^{a}$ to the right-hand side (3.1), then a simple calculation gives us

$$
\text { R.H.S.(3.1) } \sim \frac{1}{N^{\lambda}} \cdot \frac{\left(\int_{1}^{N} r^{\lambda-a} d r\right)^{2}}{\int_{1}^{N} r^{\lambda+1-2 a} d r} \sim \begin{cases}\frac{(\log N)^{2}}{N^{\lambda}} & (a=\lambda+1) \\ 1 / \log N & \left(a=\frac{\lambda+2}{2}\right) \\ 1 & \text { (otherwise) }\end{cases}
$$

Therefore, we cannot obtain the $\sqrt{\log N}$ growth for any $a \in \mathbb{R}$.
(3) It is natural to expect that the bound of Theorem 1.1 is optimal for all weights $w$ satisfying (1.10) and (1.11). But this seems subtler and it is an open problem.
(4) In this paper, we handle the weighted Kakeya maximal operator without dilation $K_{N, w}^{a}$ only. It is natural to ask ourselves what happens for the (ordinal) weighted

Kakeya maximal operator $K_{N, w}$, when $w$ satisfies the doubling and supremum conditions. However, we leave the matters to the forthcoming paper because it needs a different approach.
4. Proof of (2.1). In this section we will prove

$$
\sum_{\gamma \in \mathbb{Z}^{2}}\left|R_{\alpha} \cap R_{\gamma}\right| \lesssim N^{2} \log N, \quad \text { for each } \alpha \in \mathbb{Z}^{2} .
$$

We begin with the following lemma:
Lemma 4.1. Let $R_{1}$ and $R_{2}$ be infinite strips with width 1 and $\theta$ be the angle of their long sides. Then

$$
\left|R_{1} \cap R_{2}\right|=\frac{1}{\sin \theta}
$$

The proof of this lemma is not hard and the proof is omitted. With this lemma in mind, we prove (2.1).

We start with some reductions and some notations. By the translation invariance, we may suppose that $\alpha=0$. Denote by $\theta_{0} \in[0, \pi)$ the angle of the long side of $R_{0}$ and the $x$-axis. By the change of coordinates $(x, y) \mapsto(y, x)$ we may suppose that $\theta_{0} \in[0, \pi / 2)$, so that $R_{0}$ is parallel to the line $\ell: y=x \tan \theta_{0}$. Let $R^{\infty}$ be the smallest infinite strip containing $R$ and having the same slope.

Let us set

$$
B_{0}:=\left\{(x, y) \in \mathbb{Z}^{2}: \operatorname{dist}((x, y), \ell) \leq 5\right\} .
$$

In order that $R_{0}$ and $R_{\gamma}$ intersect, we need to have $|\gamma| \leq 3 N$. Thus,

$$
\sum_{\gamma \in \mathbb{Z}^{2}}\left|R_{0} \cap R_{\gamma}\right|=\sum_{\substack{\gamma \in \mathbb{Z}^{2} \cap B_{0} \\|\gamma| \leq 3 N}}\left|R_{0} \cap R_{\gamma}\right|+\sum_{\substack{\gamma \in \mathbb{Z}^{2} \backslash B_{0} \\|\gamma| \leq 3 N}}\left|R_{0} \cap R_{\gamma}\right| .
$$

As for the first term, we use a crude estimate

$$
\left|R_{0} \cap R_{\gamma}\right| \leq N \text { and } \sharp\left(B_{0} \cap\left\{\gamma \in \mathbb{Z}^{2}:|\gamma| \leq 3 N\right\}\right) \lesssim N .
$$

To bound the second term, we observe that the angle $\theta_{\gamma}$ of the long sides of $R_{\gamma}$ and $R_{0}$ always exceeds $\sin ^{-1} \frac{d_{\gamma}-1}{\sqrt{N^{2}+1}}$, where $d_{\gamma}=\frac{\left|\gamma_{2}-\gamma_{1} \tan \theta_{0}\right|}{\sqrt{1+\tan ^{2} \theta_{0}}}=\left|\gamma_{2} \cos \theta_{0}-\gamma_{1} \sin \theta_{0}\right|$ is the distance between $\gamma=\left(\gamma_{1}, \gamma_{2}\right)$ and $\ell$. Therefore,

$$
\sum_{\substack{\gamma \in \mathbb{Z}^{2} \backslash B_{0} \\|\gamma| \leq 3 N}}\left|R_{0} \cap R_{\gamma}\right| \leq \sum_{\substack{\gamma \in \mathbb{Z}^{2} \backslash B_{0} \\|\gamma| \leq 3 N}}\left|\left(R_{0}\right)^{\infty} \cap\left(R_{\gamma}\right)^{\infty}\right| \leq \sum_{\substack{\gamma \in \mathbb{Z}^{2} \backslash B_{0} \\|\gamma| \leq 3 N}} \frac{\sqrt{N^{2}+1}}{d_{\gamma}-1} \leq 4 \sum_{\substack{\gamma \in \mathbb{Z}^{2} \backslash B_{0} \\|\gamma| \leq 3 N}} \frac{N}{d_{\gamma}}
$$

where we have used Lemma 4.1. Thus

$$
\sum_{\substack{\gamma \in \mathbb{Z}^{2} \backslash B_{0} \\|\gamma| \leq 3 N}}\left|R_{0} \cap R_{\gamma}\right| \lesssim \int_{\operatorname{dist}((x, y), \ell) \geq 5, x^{2}+y^{2} \leq 9 N^{2}} \frac{N}{\left|y \cos \theta_{0}-x \sin \theta_{0}\right|} d x d y
$$

$$
\begin{aligned}
& \lesssim \int_{y \geq 5, x^{2}+y^{2} \leq 9 N^{2}} \frac{N}{|y|} d x d y \\
& \lesssim \int_{|x| \leq N, 5 \leq y \leq N} \frac{N}{y} d x d y=O\left(N^{2} \log N\right) .
\end{aligned}
$$

Thus, the estimate of the second term is valid.
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