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Abstract. In this paper, the authors discuss the weighted Lp boundedness for the
rough Marcinkiewicz integrals associated to surfaces. More precisely, the kernel of our oper-
ator lacks smoothness not only on the unit sphere, but also in the radial directions. Moreover,
the surface is defined by using a differentiable function with monotonicity and some proper-
ties on the positive real line. The results given in this paper improve and extend some known
results.

1. Introduction. Let Rn (n ≥ 2) be the n-dimensional Euclidean space and Sn−1 be
the unit sphere in Rn with the area element dσ(x ′). Let Ω be a homogeneous function of
degree zero with Ω ∈ L1(Sn−1) and

(1.1)
∫
Sn−1

Ω(x ′)dσ(x ′) = 0 ,

where x ′ = x/|x| for any x �= 0. Suppose that Φ is a nonnegative monotone C1 function on
R+ := (0,∞) such that

(1.2) ϕ(t) := Φ(t)

tΦ ′(t)
and |ϕ(t)| ≤ C for all t ∈ R+ .

For 1 ≤ γ < ∞, we define the function set ∆γ on R+ by

(1.3) ∆γ =
{
b ; ‖b‖∆γ := sup

R>0

(
1

R

∫ R

0
|b(t)|γ dt

)1/γ

< ∞
}

and ∆∞ = L∞(R+). Obviously, for 1 < γ1 < γ2 < ∞,

(1.4) ∆∞ ⊂ ∆γ2 ⊂ ∆γ1 ⊂ ∆1 and ‖b‖∆1 ≤ ‖b‖∆γ1
≤ ‖b‖∆γ2

≤ ‖b‖∆∞ .

For ρ > 0, we define the parametrized Marcinkiewicz integral µΩ,ρ,Φ,b associated to
Ω , Φ and b by

(1.5) µΩ,ρ,Φ,b(f )(x) :=
( ∫ ∞

0
|Ft,Ω,ρ,Φ,b(x)|2 dt

t

)1/2

,
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where

(1.6) Ft,Ω,ρ,Φ,b(x) := 1

tρ

∫
|y|<t

b(|y|)Ω(y ′)f (x −Φ(|y|)y ′)
|y|n−ρ dy .

If b ≡ 1, ρ = 1 and Φ(t) = t in the above definition, we simply denote µΩ,ρ,Φ,b by µΩ . It
is well known that the operatorµΩ was first defined by Stein in [21]. Stein proved that ifΩ is
continuous and satisfies a Lipα (0 < α ≤ 1) condition on Sn−1, thenµΩ is the operator of type
(p, p) for 1 < p ≤ 2 and of weak type (1.1). In [6], Benedek, Calderón and Panzone proved
that ifΩ ∈ C1(Sn−1), then µΩ is of type (p, p) for 1 < p < ∞. In 2000, Ding, Fan and Pan
[10] improved all the results mentioned above. They proved that if Ω ∈ H 1(Sn−1), where
H 1(Sn−1) denotes the Hardy spaces on Sn−1 (see [7] or [8] for the definition of H 1(Sn−1)),
then µΩ is bounded on Lp(Rn) for 1 < p < ∞. In 2002, Al-Salman, Al-Qassem, Cheng and
Pan [5] gave the Lp boundedness of µΩ for Ω ∈ L(logL)1/2(Sn−1). If b ≡ 1 and Φ(t) = t ,
we simply denote µΩ,ρ,Φ,b by µΩ,ρ . The Lp (1 < p < ∞) boundedness of µΩ,ρ was first
studied by Hörmander [17] for real ρ in 1960, and later studied by Sakamoto and Yabuta [20]
for complex number ρ in 1999 when the kernelΩ is in Lipα(S

n−1).
On the other hand, motivated by Stein’s work on singular integrals [22], in 2002, Ding,

Fan and Pan [11] discussed the Lp boundedness of the Marcinkiewicz integral µΩ,Φ , where
Ω ∈ H 1(Sn−1) and Φ is the mapping of polynomials, mappings of finite type, homogeneous
mappings and surface of revolution, respectively. An important fact is that

H 1(Sn−1) � L(logL)1/2(Sn−1) and L(logL)1/2(Sn−1) � H 1(Sn−1) .

In this paper, we will consider the boundedness of µΩ,ρ,Φ,b on the Lp(Rn) and the
weighted Lp(Rn) for Ω belonging to different function spaces on Sn−1, such as the Hardy
space H 1(Sn−1) and the Orlicz space L(logL)1/2(Sn−1). As a consequence of the above
results, we also get the boundedness of µΩ,ρ,Φ,b on the Lp(Rn) and the weighted Lp(Rn)

when Ω is in the block space B(0,−1/2)
q (Sn−1). Before stating our results, let us recall the

definitions of the weights.
Suppose that a nonnegative function ω is in L1

loc(R+). For 1 < p < ∞, we say that ω is
in Ap(R+) if there is a constant C > 0 such that for any interval I ⊂ R+,

(1.7)

(
1

|I |
∫
I

ω(r)dr

)(
1

|I |
∫
I

ω(r)−1/(p−1)dr

)p−1

≤ C < ∞ .

If there is a constant C > 0 such that

(1.8) ω∗(r) ≤ Cω(r) for a.e. r ∈ R+ ,
where ω∗ denotes the standard Hardy-Littlewood maximal function of ω on R+, then we say
ω is in A1(R+). For 1 < p < ∞, we define the weight classes as follows:

Ãp(R+)
:= {ω(x) = ν1(|x|)ν2(|x|)1−p ; ν1, ν2 ∈ A1(R+) are decreasing or ν2

1 , ν
2
2 ∈ A1(R+)} ,

and
Āp(R+) = {ω(x) = √

ν(|x|) ; ν ∈ Ap(R+)} .
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We know by [12] that Āp(R+) ⊆ Ãp(R+), and by [13] that the Hardy-Littlewood maximal
operator M is bounded on Lp(Rn, ω) for ω ∈ Ãp(R+), and thus Ãp(R+) ⊂ Ap(R

n), the
latter is the usual Muckenhoupt weight class on Rn and Lp(Rn, ω) denotes the weighted Lp

spaces associated to the weight ω defined by

Lp(Rn, ω) =
{
f ; ‖f ‖Lp(ω) :=

(∫
Rn

|f (x)|pω(x)dx
)1/p

< ∞
}
.

Let ÃIp(R+) = Ãp(R+) ∩ AIp(Rn) and ĀIp(R+) = Āp(R+) ∩ AIp(Rn), where AIp(R
n) is

defined as follows: For 1 < p < ∞, we say that ω is in AIp(R
n) if there is a constant C > 0

such that for any n-dimensional intervals J with sides parallel to coordinate axes

(1.9)

(
1

|J |
∫
J

ω(x)dx

)(
1

|J |
∫
J

ω(x)−1/(p−1)dx

)p−1

≤ C < ∞ .

Now let us state our results obtained in this paper. Note that in the conditions of The-
orems 1.1, 1.3, 1.5 and 1.7, we always assume that Ω satisfies the cancellation condition
(1.1).

THEOREM 1.1. Suppose Ω ∈ H 1(Sn−1) and b ∈ ∆γ for some γ > 1. Suppose Φ
satisfies one of the following conditions:

(i) Φ is increasing, and Φ(t) ≤ c1Φ(t/2).
(ii) Φ is increasing, and tΦ ′(t) is increasing.
(iii) Φ is decreasing, and Φ(t/2) ≤ c2Φ(t).
(iv) Φ is decreasing and convex.

Then µΩ,ρ,Φ,b is bounded on Lp(Rn) for p satisfying |1/p − 1/2| < min{1/γ ′, 1/2}.
Furthermore, if γ ≥ 2, then µΩ,ρ,Φ,b is bounded on Lp(ω) for p ∈ (γ ′,∞) and ω ∈

ÃI
p/γ ′(R+).

REMARK 1.2. (1) IfΦ is positive, increasing, andΦ(t)/(tΦ ′(t)) is decreasing, then
tΦ ′(t) is increasing on (0,∞). If Φ is positive, increasing and convex, then tΦ ′(t) is in-
creasing on (0,∞). We mention three examples giving some including relations between (i)
and (ii) and the monotonicity of Φ(t)/(tΦ ′(t)). (a) Φ(t) = t1/2et is nonconvex, positive,
increasing, and Φ(t)/(tΦ ′(t)) is decreasing and bounded. tΦ ′(t) is increasing. But there is
no C > 0 such that Φ(2t) ≤ CΦ(t). (b) Φ(t) = (t2 − sin2 t)et/2 is convex, positive, in-
creasing, andΦ(t)/(tΦ ′(t)) is bounded but nonmonotonic and tΦ ′(t) is increasing. But there
is no C > 0 such that Φ(2t) ≤ CΦ(t). (c) Let ψ(t) = 1 for 0 ≤ t ≤ π/2, ψ(t) = sin t
for t ≥ π/2, and Φ(t) = 2t2 + tψ(t). Then Φ(t) is positive and increasing on (0,∞) and
satisfies Φ(2t) ≤ 7Φ(t), but Φ(t) is not convex and tΦ ′(t) is not monotone. Moreover,
|Φ(t)/(tΦ ′(t))| < 1 and Φ(t)/(tΦ ′(t)) is not monotone.

(2) IfΦ is positive, decreasing, and −tΦ ′(t) is decreasing on (0,∞), thenΦ(t) is con-
vex. If Φ is positive, decreasing, and −Φ(t)/(tΦ ′(t)) is increasing, then −tΦ ′(t) is decreas-
ing, and hence Φ(t) is convex. We mention two examples giving some including relations
between (iii) and (iv). (d) Let ψ(t) be as above and Φ(t) = 3/t + (1/t2)ψ(t). Then Φ(t) is
positive and decreasing on (0,∞) and satisfies |Φ(t)/(tΦ ′(t))| < 2, Φ(2t) ≥ (1/7)Φ(t), but
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Φ(t) is not convex. (e) Let Φ(t) = t−αe1/t , α > 0. Then Φ(t) is positive, decreasing and
convex on (0,∞), and |Φ(t)/(tΦ ′(t))| < 1, but limt→0Φ(t)/Φ(2t) = +∞.

THEOREM 1.3. SupposeΩ ∈ L(log+ L)1/2(Sn−1) and b ∈ ∆γ for some γ > 1. If Φ
satisfies the condition in Theorem 1.1, then µΩ,ρ,Φ,b is bounded on Lp(Rn) for p satisfying
|1/p − 1/2| < min{1/γ ′, 1/2}. Furthermore, if γ ≥ 2, then µΩ,ρ,Φ,b is bounded on Lp(ω)
for p ∈ (γ ′,∞) and ω ∈ ÃI

p/γ ′(R+).

REMARK 1.4. Al-Qassem [3] showed the above theorem for ρ = 1 under the condi-
tion that Φ is a C2, convex, increasing function with Φ(0) = 0. His condition automatically
implies our conditionΦ(t)/(tΦ ′(t)) ∈ L∞(0,∞) and (ii).

It is worthwhile to note that (1.2) implies that Φ(2t) ≥ 21/‖ϕ‖∞Φ(t) (t > 0) in the case
Φ is increasing, and Φ(2t) ≤ 2−1/‖ϕ‖∞Φ(t) (t > 0) in the case Φ is decreasing. These con-
ditions combined with (1.2) and our (i) and (iii) are used to prove weighted norm inequalities
for rough singular integrals in Fan, Pan and Yang [16]. Hence, in the case γ ≥ 2, our Theorem
1.1 is just the counterpart in Marcinkiewicz integrals to their Theorems 1 and 2 in singular
integrals.

The following two facts are useful to check the conditions (i) and (iii) in the above
theorems, which can be seen easily:

(v) The case whereΦ is positive and increasing. IfΦ(t) t−δ is non-increasing for some
δ > 0, then Φ(2t) ≤ 2δΦ(t) (t > 0).

(vi) The case whereΦ is positive and decreasing. IfΦ(t) tδ is non-decreasing for some
δ > 0, then Φ(2t) ≥ 2−δΦ(t) (t > 0).

Recently, Al-Qassem gave the Lp boundedness and the weighted Lp boundedness of
µΩ,ρ,Φ,b when Ω belongs to some block spaces B(0,−1/2)

q (Sn−1) in [1] and [2], respectively.
In 2006, Ye and Zhu gave the following including relationship in [25]: For q > 1 and v > −1

(1.10) B(0,v)q (Sn−1) ⊂ H 1(Sn−1)+ L(logL)1+v(Sn−1) .

Therefore, applying (1.10) and the conclusions of Theorems 1.1 and 1.3, we get immediately
the following result:

THEOREM 1.5. Suppose Ω ∈ B(0,−1/2)
q (Sn−1) for some q > 1 and b ∈ ∆γ for some

γ > 1. If Φ satisfies the condition in Theorem 1.1, then µΩ,ρ,Φ,b is bounded on Lp(Rn) for
p satisfying |1/p−1/2| < min{1/γ ′, 1/2}. Furthermore, if γ ≥ 2, then µΩ,ρ,Φ,b is bounded
on Lp(ω) for p ∈ (γ ′,∞) and ω ∈ ÃI

p/γ ′(R+).

REMARK 1.6. Al-Qassem [2] gave the same result under the following two conditions
on Φ (for the sake of simplicity, we only state in the case where Φ ∈ C1(R+) is nonnegative
and increasing): (a) Φ(2t) ≥ ηΦ(t) for some fixed η > 1 and Φ(2t) ≤ cΦ(t) for some
constant c ≥ η. (b) Φ ′(t) ≥ αΦ(t)/t on R+ for some fixed 0 < α ≤ log2 c and Φ ′(t) is
monotone on R+. Obviously, Al-Qassem’s assumption implies automatically our condition.
However, there is a functionΦ which satisfies our condition but does not satisfy Al-Qassem’s
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condition. Φ(t) = √
t log(1 + t) is such an example. Hence, Theorem 1.5 improves Al-

Qassem’s result.

Finally, if Ω ∈ Lq(Sn−1) and γ ≥ 2, we can obtain weighted norm estimates for the
usual Muckenhoupt’sAp weights. We formulate it as follows.

THEOREM 1.7. SupposeΩ ∈ Lq(Sn−1) for some q > 1 and b ∈ ∆γ for some γ ≥ 2.
If Φ satisfies the condition in Theorem 1.1, then µΩ,ρ,Φ,b is bounded on Lp(ω) provided
p, q, ω satisfy one of the following conditions:

(a) γ ′ ≤ q ′ < p < ∞ and ω ∈ Ap/q ′(Rn).

(b) γ ′ ≤ p < q and ω1−p′ ∈ Ap′/q ′(Rn).

(c) γ ′ ≤ p < ∞ and ωq
′ ∈ Ap(Rn).

Now, we would like to explain the reason why we discuss the parametrized
Marcinkiewicz integrals here.

We first note the following facts: If g(t) ∈ C1(R+) is nonnegative and increasing
(resp. decreasing) on R+ and g(t)/(tg ′(t)) is bounded on R+, then limt→0 g(t) = 0 (resp.
limt→0 g(t) = +∞) and limt→+∞ g(t) = +∞ (resp. limt→+∞ g(t) = 0). See [24, Remark
2] for the proof.

EXAMPLE 1.8. In the case where Φ(t) = ta for some a > 0, we see that

Φ ′(t) = ata−1 , Φ−1(t) = t1/a , ϕ(t) = Φ(t)

tΦ ′(t)
= ta

t · ata−1
= 1

a
,

and hence

µΩ,ρ,Φ,b(f )(x) = 1

a3/2

( ∫ ∞

0

∣∣∣∣ 1

sρ/a

∫
|y|<s

b(|y|1/a) Ω(y
′)

|y|n−ρ/a f (x − y)dy

∣∣∣∣2 dss
)1/2

.

This shows that it is natural to consider parametrized Marcinkiewicz integrals when we study
Marcinkiewicz integrals associated to surfaces.

In the case where Φ(t) = ta for some a < 0, we see that

µΩ,ρ,Φ,b(f )(x) = 1

|a|3/2
(∫ ∞

0

∣∣∣∣ 1

sρ/a

∫
|y|>s

b(|y|1/a) Ω(y
′)

|y|n−ρ/a f (x − y)dy

∣∣∣∣2 dss
)1/2

.

To prove Theorem 1.1, we borrowed many ideas from the proofs of the corresponding
theorems by Ding, Fan and Pan [10], by Fan, Pan and Yang [16] and by Al-Qassem [1], [2].
To prove Theorem 1.3, we used the ideas from the proof of the corresponding theorem by
Al-Salman, Al-Qassem, Cheng and Pan [5]. This work is a revision of our former one, and is
stimulated by a recent paper by Al-Qassem and Pan [4].

Throughout this paper, the letter C will denote a positive constant that may vary at each
occurrence but is independent of the essential variables.

2. Preliminary lemmas. We prepare two lemmas, whose proofs can be found in Fan
and Pan [15]. We present some notations. Let Ω be a regular ∞-atom in H 1(Sn−1) whose
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support satisfies

suppΩ ⊂ Sn−1 ∩ B(ξ ′, τ ) , (ξ ′ ∈ Sn−1) .

When n ≥ 3, set

(2.1) EΩ(s, ξ
′) = (1 − s2)(n−3)/2χ(−1,1)(s)

∫
Sn−2

Ω(s,
√

1 − s2 ỹ)dσ (ỹ) ,

and when n = 2, set

(2.2) eΩ(s, ξ
′) = 1√

1 − s2
χ(−1,1)(s)[Ω(s,

√
1 − s2)+Ω(s, −

√
1 − s2)] .

LEMMA 2.1. There exists a constant c > 0, independent of Ω , such that cEΩ(s, ξ ′)
is an ∞-atom in H 1(R). That is, cEΩ(s, ξ ′) satisfies

‖cEΩ‖L∞ ≤ 1

4r(ξ ′)
, suppEΩ ⊂ (ξ ′

1 − 2r(ξ ′), ξ ′
1 + 2r(ξ ′)) ,

and
∫

R

EΩ(s, ξ
′)ds = 0 ,

(2.3)

where r(ξ ′) = |ξ |−1|Aτξ | and Aτ (ξ) = (τ 2ξ1, τξ2, . . . , τ ξn).

LEMMA 2.2. For 1 < q < 2, there exists a constant c > 0, independent of Ω ,
such that ceΩ(s, ξ ′) is a q-atom in H 1(R), the center of whose support is ξ ′

1 and the radius
r(ξ ′) = |ξ |−1(τ 4ξ2

1 + τ 2ξ2
2 )

1/2.

We prepare the following facts about directional maximal function.

LEMMA 2.3. Suppose Φ is a positive function on (0,∞) with |Φ(t)/(tΦ ′(t))| ≤ b

and satisfies one of the following conditions:
(i) Φ is increasing, and Φ(2t) ≤ c1Φ(t).

(ii) Φ is increasing, and tΦ ′(t) is increasing.
(iii) Φ is decreasing, and Φ(t) ≤ c2Φ(2t).
(iv) Φ is decreasing and convex.

Then
(a) ∣∣∣∣∫

t/2<|y|<t
f (x −Φ(|y|)y ′)

|y|n dy

∣∣∣∣ ≤ C(1 + b)Mf (x) ,

where Mf(x) is the usual Hardy-Littlewood maximal function of f , and
(b) if Ω ∈ L1(Sn−1),∣∣∣∣∫

t/2<|y|<t
Ω(y ′)f (x −Φ(|y|)y ′)

|y|n dy

∣∣∣∣ ≤ C(1 + b)

∫
Sn−1

|Ω(y ′)|My ′f (x)dσ(y ′) ,

where My ′f (x) is the directional Hardy-Littlewood maximal function of f defined by

My ′f (x) = sup
r>0

1

2r

∫
|t |<r

|f (x − ty ′)|dt .
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PROOF. (a)
(i) The case where Φ is increasing and Φ(2t) ≤ c1Φ(t). By a change of variable

r = Φ(s), we have∣∣∣∣∫
t/2<|y|<t

f (x −Φ(|y|)y ′)
|y|n dy

∣∣∣∣ =
∣∣∣∣∫
Sn−1

∫ t

t/2

f (x −Φ(s)y ′)
s

dsdσ(y ′)
∣∣∣∣

=
∫
Sn−1

∫ Φ(t)

Φ(t/2)
|f (x − ry ′)| r

Φ−1(r)Φ ′(Φ−1(r))

dr

r
dσ(y ′)

≤ b

∫
Sn−1

∫ Φ(t)

Φ(t/2)
|f (x − ry ′)|dr

r
dσ(y ′)

≤ b

Φ(t/2)n

∫
Sn−1

∫ Φ(t)

Φ(t/2)
|f (x − ry ′)|rn−1drdσ(y ′)

≤ bcn1

Φ(t)n

∫
Sn−1

∫ Φ(t)

0
|f (x − ry ′)|rn−1drdσ(y ′)

≤ cn1vnbMg(x) ,

where vn denotes the volume of the unit ball in Rn.
(ii) The case where Φ is increasing and tΦ ′(t) is increasing. By a change of variable

r = Φ(s), we have∣∣∣∣∫
t/2<|y|<t

f (x −Φ(|y|)y ′)
|y|n dy

∣∣∣∣
=

∫
Sn−1

∫ Φ(t)

Φ(t/2)
|f (x − ry ′)| 1

Φ−1(r)Φ ′(Φ−1(r))
drdσ(y ′) .

(2.4)

We set

at (r) =


((t/2)Φ ′(t/2))−1 0 < r < Φ(t/2) ,

(Φ−1(r)Φ ′(Φ−1(r)))−1 Φ(t/2) ≤ r < Φ(t) ,

0 r ≥ Φ(t) .

Then ∫ ∞

0
at (r)dr = 1

(t/2)Φ ′(t/2)
×Φ(t/2)+

∫ Φ(t)

Φ(t/2)

1

Φ−1(r)Φ ′(Φ−1(r))
dr

≤ b +
∫ t

t/2

ds

s
= b + log 2 .

Since 1/(tΦ ′(t)) is decreasing, it follows that at(r) is nonnegative, decreasing and integrable
on (0,∞). So, at(r)/tn−1 is nonnegative, decreasing, and

∫
Sn−1 at (|y|)/|y|n−1dy = b+log 2.

Hence, we have by (2.4)∣∣∣∣∫
t/2<|y|<t

f (x −Φ(|y|)y ′)
|y|n dy

∣∣∣∣ ≤
∫
Sn−1

∫ ∞

0
|f (x − ry ′)|at (r)drdσ(y ′)

=
∫

Rn
|f (x − y)|at (|y|)|y|n−1

dy ≤ (b + log 2)Mf (x) .
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(iii) The case where Φ is decreasing and Φ(t) ≥ c2Φ(2t). In the same way as in the
case (i), we get ∣∣∣∣∫

t/2<|y|<t
f (x − Φ(|y|)y ′)

|y|n dy

∣∣∣∣ ≤ cn2vnbMg(x) .

(iv) The case whereΦ is decreasing and convex. SinceΦ(t) is positive and decreasing,
we see that Φ−1(t) is also decreasing, and hence 1/Φ−1(t) is increasing. Hence we get∣∣∣∣∫

t/2<|y|<t
f (x −Φ(|y|)y ′)

|y|n dy

∣∣∣∣
≤

∫
Sn−1

∫ Φ(t/2)

Φ(t)

|f (x − ry ′)| 1

−Φ−1(r)Φ ′(Φ−1(r))
drdσ(y ′)

≤ 2

t

∫
Sn−1

∫ Φ(t/2)

Φ(t)

|f (x − ry ′)| 1

−Φ ′(Φ−1(r))
drdσ(y ′) .

(2.5)

We set

at (r) =


−2(tΦ ′(t))−1 0 < r < Φ(t) ,

−2(tΦ ′(Φ−1(r)))−1 Φ(t) ≤ r < Φ(t/2) ,

0 r ≥ Φ(t/2) .

Then ∫ ∞

0
at (r)dr = − 2

tΦ ′(t)
×Φ(t)+

∫ Φ(t/2)

Φ(t)

−2

tΦ ′(Φ−1(r))
dr

≤ 2b + 2

t

∫ t

t/2
ds = 2b + 1 .

Furthermore, because of the convexity ofΦ(t), it follows that −Φ ′(Φ−1(t)) is increasing. So,
we see that at (r) is nonnegative, decreasing and integrable on (0,∞). Hence, as in (ii), we
obtain∣∣∣∣∫

t/2<|y|<t
f (x − Φ(|y|)y ′)

|y|n dy

∣∣∣∣ =
∫

Rn
|f (x − y)|at(|y|)|y|n−1

dy ≤ (2b + 1)Mf (x) .

(b) Using (a) with n = 1, we can easily deduce the conclusions in (b). �

Next, we prepare the following estimates about Fourier transforms of some measures on
Rn. In the case where Φ is positive and increasing, we have the following.

LEMMA 2.4. Let 1 < q ≤ ∞, Ω ∈ Lq(Sn−1). If Φ is positive, increasing, Φ(2t) ≤
c0Φ(t), and ϕ(t) := Φ(t)/(tΦ ′(t)) ∈ L∞(0,∞), then it holds for any 0 < α ≤ 1/q ′

∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2
ds

s
≤
Cα2α(log c0)

1−α‖ϕ‖∞‖Ω‖2
Lq(Sn−1)

|Φ(t/2)ξ |α .



BOUNDEDNESS OF THE MARCINKIEWICZ INTEGRALS 241

PROOF. We have∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2
ds

s

=
∫ Φ(t)

Φ(t/2)

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(rξ ·x ′)dσ (x ′)
∣∣∣∣2

r

Φ−1(r)Φ ′(Φ−1(r))

dr

r

≤
∥∥∥∥ Φ(t)

tΦ ′(t)

∥∥∥∥∞

∫ Φ(t)

Φ(t/2)

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(rξ ·x ′)dσ (x ′)
∣∣∣∣2
dr

r

=
∥∥∥∥ Φ(t)

tΦ ′(t)

∥∥∥∥∞

∫
Sn−1×Sn−1

Ω(x ′)Ω(y ′)
( ∫ Φ(t)

Φ(t/2)
e−irξ ·(x ′−y ′) dr

r

)
dσ(x ′)dσ(y ′) .

(2.6)

In the second equation, we used the change of variable r = Φ(s). Clearly we have∣∣∣∣∫ Φ(t)

Φ(t/2)
e−irξ ·(x ′−y ′) dr

r

∣∣∣∣ ≤ log
Φ(t)

Φ(t/2)
≤ log c0

and ∣∣∣∣∫ Φ(t)

Φ(t/2)
e−irξ ·(x ′−y ′) dr

r

∣∣∣∣ ≤ 2

Φ(t/2)|ξ ||ξ ′ · (x ′ − y ′)| ,
and so we have for any 0 < α ≤ 1∣∣∣∣∫ Φ(t)

Φ(t/2)
e−irξ ·(x ′−y ′) dr

r

∣∣∣∣ ≤ (log c0)
1−α2α

|Φ(t/2)ξ |α|ξ ′ · (x ′ − y ′)|α .

This combined with (2.6) yields the desired estimate. �

LEMMA 2.5. Let 1 < q ≤ ∞, Ω ∈ Lq(Sn−1). If Φ is positive, increasing, tΦ ′(t) is
increasing, and ϕ(t) := Φ(t)/(tΦ ′(t)) ∈ L∞(0,∞), then it holds for any 0 < α < 1/q ′∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2
ds

s
≤
Cα4α(log 2)1−α‖ϕ‖α∞‖Ω‖2

Lq(Sn−1)

|Φ(t/2)ξ |α .

PROOF. We have∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2 ds

s

=
∫
Sn−1×Sn−1

Ω(x ′)Ω(y ′)
( ∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

)
dσ(x ′)dσ(y ′) .

(2.7)

Clearly we have

(2.8)

∣∣∣∣∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

∣∣∣∣ ≤ log 2 .

Applying the change of variable r = Φ(s), we have∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s
=

∫ Φ(t)

Φ(t/2)
e−irξ ·(x ′−y ′) 1

Φ−1(r)Φ ′(Φ−1(r))
dr .
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Since Φ is positive and increasing, and tΦ ′(t) is increasing, we see that Φ−1(r)Φ ′(Φ−1(r))

is increasing. Hence we obtain∣∣∣∣∫ Φ(t)

Φ(t/2)
cos(−rξ · (x ′ − y ′)) dr

Φ−1(r)Φ ′(Φ−1(r))

∣∣∣∣
≤ 1

t/2Φ ′(t/2)
2

|ξ · (x ′ − y ′)| ≤ Φ(t/2)

t/2Φ ′(t/2)
2

Φ(t/2)|ξ · (x ′ − y ′)| .

We get a similar estimate for sin part, and hence we obtain∣∣∣∣∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

∣∣∣∣ ≤
∥∥∥∥ Φ(s)

sΦ ′(s)

∥∥∥∥∞
4

Φ(t/2)|ξ · (x ′ − y ′)| .

Thus, combining this with (2.8) we have for any 0 < α ≤ 1∣∣∣∣∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

∣∣∣∣ ≤
∥∥∥∥ Φ(t)

tΦ ′(t)

∥∥∥∥α∞ (log 2)1−α4α

|Φ(t/2)ξ |α|ξ ′ · (x ′ − y ′)|α .

This combined with (2.7) yields the desired estimate. �

In the case where Φ is positive and decreasing, we have the following

LEMMA 2.6. Let 1 < q ≤ ∞, Ω ∈ Lq(Sn−1). If Φ is positive, decreasing, Φ(2t) ≥
c1Φ(t), and ϕ(t) := Φ(t)/(tΦ ′(t)) ∈ L∞(0,∞), then it holds for any 0 < α < 1/q ′

∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2 ds

s
≤
Cα2α(log 1/c1)

1−α‖ϕ‖∞‖Ω‖2
Lq(Sn−1)

|Φ(t)ξ |α .

PROOF. We have∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2
ds

s

=
∫ Φ(t/2)

Φ(t)

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(rξ ·x ′)dσ (x ′)
∣∣∣∣2

r

−Φ−1(r)Φ ′(Φ−1(r))

dr

r

≤
∥∥∥∥ Φ(t)

tΦ ′(t)

∥∥∥∥∞

∫ Φ(t/2)

Φ(t)

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(rξ ·x ′)dσ (x ′)
∣∣∣∣2
dr

r

=
∥∥∥∥ Φ(t)

tΦ ′(t)

∥∥∥∥∞

∫
Sn−1×Sn−1

Ω(x ′)Ω(y ′)
( ∫ Φ(t/2)

Φ(t)

e−irξ ·(x ′−y ′) dr

r

)
dσ(x ′)dσ(y ′) .

(2.9)

In the second equation, we used the change of variable r = Φ(s). Clearly we have∣∣∣∣∫ Φ(t/2)

Φ(t)

e−irξ ·(x ′−y ′) dr

r

∣∣∣∣ ≤ log
Φ(t/2)

Φ(t)
≤ log

1

c1

and ∣∣∣∣∫ Φ(t/2)

Φ(t)

e−irξ ·(x ′−y ′) dr

r

∣∣∣∣ ≤ 2

Φ(t)|ξ ||ξ ′ · (x ′ − y ′)| ,



BOUNDEDNESS OF THE MARCINKIEWICZ INTEGRALS 243

and so we have for any 0 < α ≤ 1∣∣∣∣∫ Φ(t/2)

Φ(t)

e−irξ ·(x ′−y ′) dr

r

∣∣∣∣ ≤ (log 1/c1)
1−α2α

|Φ(t)ξ |α |ξ ′ · (x ′ − y ′)|α .

This combined with (2.9) yields the desired estimate. �

LEMMA 2.7. Let 1 < q ≤ ∞, Ω ∈ Lq(Sn−1). If Φ is positive, decreasing and
convex, and ϕ(t) := Φ(t)/(tΦ ′(t)) ∈ L∞(0,∞), then it holds for any 0 < α < 1/q ′

∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2
ds

s
≤
Cα8α(log 2)1−α‖ϕ‖α∞‖Ω‖2

Lq(Sn−1)

|Φ(t)ξ |α .

PROOF. We have∫ t

t/2

∣∣∣∣∫
Sn−1

Ω(x ′)e−i(Φ(s)ξ ·x ′)dσ (x ′)
∣∣∣∣2 ds

s

=
∫
Sn−1×Sn−1

Ω(x ′)Ω(y ′)
( ∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

)
dσ(x ′)dσ(y ′) .

(2.10)

Clearly we have

(2.11)

∣∣∣∣∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

∣∣∣∣ ≤ log 2 .

Applying the change of variable r = Φ(s), we have∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s
=

∫ Φ(t/2)

Φ(t)

e−irξ ·(x ′−y ′) 1

−Φ−1(r)Φ ′(Φ−1(r))
dr .

Since Φ is positive, increasing and convex, we see that −Φ ′(t) is decreasing, and hence
−Φ ′(Φ−1(r)) is positive and increasing. Hence we see by the second mean value theorem
that there exists c with Φ(t) ≤ c ≤ Φ(t/2) such that∫ Φ(t/2)

Φ(t)

cos(−rξ · (x ′ − y ′)) dr

Φ−1(r)Φ ′(Φ−1(r))

= 1

−Φ ′(t)

∫ c

Φ(t)

cos(−rξ · (x ′ − y ′)) dr

Φ−1(r)
.

SinceΦ is positive and decreasing, we see thatΦ−1(r) is also positive and decreasing. Hence
we have ∣∣∣∣∫ Φ(t/2)

Φ(t)

cos(−rξ · (x ′ − y ′)) dr

Φ−1(r)Φ ′(Φ−1(r))

∣∣∣∣
≤ 1

−Φ ′(t)
1

Φ−1(c)

2

|ξ · (x ′ − y ′)| ≤ 1

−Φ ′(t)
1

t/2

2

|ξ ||ξ ′ · (x ′ − y ′)|
≤

∥∥∥∥ Φ(s)

sΦ ′(s)

∥∥∥∥∞
4

Φ(t)|ξ · (x ′ − y ′)| .
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We get a similar estimate for sin part, and hence we obtain∣∣∣∣∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

∣∣∣∣ ≤
∥∥∥∥ Φ(s)

sΦ ′(s)

∥∥∥∥∞
8

Φ(t)|ξ · (x ′ − y ′)| .

Thus, combining this with (2.11), we have for any 0 < α ≤ 1∣∣∣∣∫ t

t/2
e−iΦ(s)ξ ·(x ′−y ′) ds

s

∣∣∣∣ ≤
∥∥∥∥ Φ(s)

sΦ ′(s)

∥∥∥∥α∞ (log 2)1−α8α

|Φ(t)ξ |α|ξ ′ · (x ′ − y ′)|α .

Combining this with (2.10) yields the desired estimate. �

Finally in this section, we will note the lacunarity of the sequence {Φ(ak)}k∈Z.

LEMMA 2.8. Suppose Φ is positive, increasing, and Φ(t)/(tΦ ′(t)) ≤ b. Then, if
a > 1, Φ(ak+1)/Φ(ak) ≥ a1/b for k ∈ Z. Hence {Φ(ak)}k∈Z is a lacunary sequence.

PROOF. From the assumption we get

1

bt
≤ Φ ′(t)
Φ(t)

= (logΦ(t))′ ,

and it implies

1

b
log a =

∫ ak+1

ak

dt

bt
≤

∫ ak+1

ak
(logΦ(t))′dt = log

Φ(ak+1)

Φ(ak)
,

i.e.,

Φ(ak+1)/Φ(ak) ≥ a1/b . �

LEMMA 2.9. Suppose Φ is positive, decreasing, and −Φ(t)/(tΦ ′(t)) ≤ b. Then, if
a > 1, Φ(a−(k+1))/Φ(a−k) ≥ a1/b for k ∈ Z. Hence {Φ(a−k)}k∈Z is a lacunary sequence.

PROOF. From the assumption we get

1

bt
≤ −Φ

′(t)
Φ(t)

= −(logΦ(t))′ ,

and it implies

1

b
log a =

∫ a−k

a−(k+1)

dt

bt
≤ −

∫ a−k

a−(k+1)
(logΦ(t))′dt = log

Φ(a−(k+1))

Φ(a−k)
,

i.e.,

Φ(a−(k+1))/Φ(a−k) ≥ a1/b . �
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3. Proof of Theorem 1.1. Using the definition of µΩ,ρ,Φ,b(f )(x) and Cauchy-
Schwarz’s inequality, we obtain via change of variables

µΩ,ρ,Φ,b(f )(x)

=
( ∫ ∞

0

∣∣∣∣ 1

tρ

∫
|y|<t

b(|y|)Ω(y ′)
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣2 dtt
)1/2

=
( ∫ ∞

0

∣∣∣∣ ∞∑
k=0

1

tρ

∫
2−k−1t≤|y|<2−kt

b(|y|)Ω(y ′)
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣2 dtt
)1/2

≤
∞∑
k=0

( ∫ ∞

0

∣∣∣∣ ∞∑
k=0

1

tρ

∫
2−k−1t≤|y|<2−kt

b(|y|)Ω(y ′)
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣2 dtt
)1/2

=
∞∑
k=0

1

2ρk

( ∫ ∞

0

∣∣∣∣ 1

tρ

∫
2−k−1t≤|y|<2−kt

b(|y|)Ω(y ′)
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣2 dtt
)1/2

= 1

1 − 2−ρ

( ∫ ∞

0

∣∣∣∣ 1

tρ

∫
t/2<|y|<t

b(|y|)Ω(y ′)
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣2 dtt
)1/2

.

Hence, it is sufficient to estimate the modified operator

(3.1) µ̃Ω,ρ,Φ,b(f )(x) =
( ∫ ∞

0

∣∣∣∣ 1

tρ

∫
t/2<|y|<t

b(|y|)Ω(y ′)
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣2 dtt
)1/2

.

For a homogeneous kernelΩ and ρ > 0, we define the family {σt ; t ∈ R+} of measures and
the maximal operator σ ∗ on Rn by∫

Rn
f (x)dσt (x) = 1

tρ

∫
2/t<|x|<t

f (Φ(|x|)x ′)
b(|x|)Ω(x ′)

|x|n−ρ dx ,(3.2)

σ ∗f (x) = sup
t>0

||σt | ∗ f (x)| ,(3.3)

where |σt | is defined in the same way as σt , but withΩ replaced by |Ω | and b replaced by |b|.
Thus,

(3.4) µ̃Ω,ρ,Φ,b(f )(x) =
( ∫ ∞

0
|σt ∗ f (x)|2 dt

t

)1/2

.

We first check the following.

LEMMA 3.1. Let Ω ∈ L1(Sn−1) and b ∈ ∆γ for some γ ≥ 1. Suppose Φ is a
nonnegative and monotonic C1 function on R+ satisfying the condition (1.2). Then the total
measure of σt denoted by ‖σt‖ is estimated as follows:

(3.5) ‖σt‖ :=
∫

Rn
|dσt (x)| ≤ C‖b‖∆γ ‖Ω‖L1(Sn−1) .
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PROOF. For any nonnegative f ∈ C(Rn), we obtain∫
Rn
f (y)|dσt (y)| = 1

tρ

∫
t/2<|y|<t

f (Φ(|y|)y ′) |b(|y|)Ω(y
′)|

|y|n−ρ dy

≤ ‖f ‖∞
1

tρ

∫ t

t/2
|b(r)| dr

r1−ρ

∫
Sn−1

|Ω(y ′)|dσ(y ′)

≤ 2‖f ‖∞‖b‖∆1‖Ω‖L1(Sn−1) ,

which shows (3.5). �

LEMMA 3.2. Let Ω ∈ L1(Sn−1) and b ∈ ∆γ for some γ ≥ 1. Suppose Φ is a
nonnegative and monotonicC1 function on R+ satisfying the condition in Theorem 1.1. Then
there exists C > 0 such that

σ ∗(f )(x) : = sup
0<t<∞

||σt | ∗ f (x)|

≤ C‖b‖∆γ ‖Ω‖1/γ
L1(Sn−1)

( ∫
Sn−1

|Ω(y ′)|My ′(|f |γ ′
)(x)dσ(y ′)

)1/γ ′

.

(3.6)

As a consequence, for p > γ ′ and ω ∈ Ãp/γ ′(Rn) there exists C > 0 such that

(3.7) ‖σ ∗(f )‖Lp(ω) ≤ C‖b‖∆γ ‖Ω‖L1(Sn−1)‖f ‖Lp(ω) .
PROOF. By Hölder’s inequality and Lemma 2.3, we see that

||σt | ∗ f (x)| =
∣∣∣∣ ∫
t/2<|y|<t

1

tρ

|b(|y|)Ω(y ′)|
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣
≤ 1

tρ

( ∫
t/2<|y|<t

|b(|y|)|γ |Ω(y ′)|
|y|n−γρ dy

)1/γ

×
( ∫

t/2<|y|<t
|Ω(y ′)|

|y|n |f (x −Φ(|y|)y ′)|γ ′
dy

)1/γ ′

≤ C

( ∫
t/2<|y|<t

|b(r)|γ
r

dr

∫
Sn−1

|Ω(y ′)|dσ(y ′)
)1/γ

×
( ∫

Sn−1
|Ω(y ′)|My ′(|f |γ ′

)(x)dσ(y ′)
)1/γ ′

≤ C‖b‖∆γ ‖Ω‖1/γ
L1(Sn−1)

(∫
Sn−1

|Ω(y ′)|My ′(|f |γ ′
)(x)dσ(y ′)

)1/γ ′

,

(3.8)

which shows (3.6). It is known that, for 1 < r < ∞ and ω ∈ Ãr (R
n), ‖My ′‖Lr(ω) ≤

Cr‖f ‖Lr (ω) uniformly in y ′ (see for example [13, Theorem 7, p. 875]). From this, for p > γ ′
it follows by Minkowski’s inequality( ∫

Rn

( ∫
Sn−1

|Ω(y ′)|My ′(|f |γ ′
)(x)dσ(y ′)

)p/γ ′

ω(x)dx

)1/p

≤ ‖Ω‖1/γ ′
L1(Sn−1)

‖f ‖Lp(ω) ,
which shows (3.7). �
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LEMMA 3.3. LetΩ be a regularH 1(Sn−1)-atom whose support is contained in Sn−1∩
B(e1, τ ), where e1 = (1, 0, . . . , 0). Suppose Φ is a nonnegative and monotonic C1 function
on R+ satisfying the condition (1.2). Then, if Φ is increasing,

(3.9) |σ̂t (ξ)| ≤ C‖b‖∆1Φ(t)|Aτξ | ,
and if Φ is decreasing,

(3.10) |σ̂t (ξ)| ≤ C‖b‖∆1Φ(t/2)|Aτξ | ,
where Aτ (ξ) = (τ 2ξ1, τξ2, . . . , τ ξn).

PROOF. We only prove the case n ≥ 3, since one can prove the case n = 2 with
a slight modification. Let Ω be a regular H 1(Sn−1)-atom whose support is contained in
Sn−1 ∩ B(e1, τ ). For 0 �= ξ ∈ Rn, we choose a rotation O such that O(ξ) = |ξ |e1. Then
O2(ξ ′) = (ξ ′

1, η
′
2, . . . , η

′
n) by virtue of O−1 = tO. Set Qn−1 be a rotation in Rn−1 such that

Qn−1(ξ
′
2, . . . , ξ

′
n) = (η′

2, . . . , η
′
n) and R = ( 1 0

0 Qn−1
). Then, for any y ′ = (u, y ′

2, . . . , y
′
n) ∈

Sn−1, we have e1 ·Ry ′ = e1 · y ′ = u andΩ(O−1Ry ′) is a regularH 1(Sn−1)-atom supported
in Sn−1 ∩ B(ξ ′, τ ). Thus we have

σ̂t (ξ) = 1

tρ

∫
t/2<|y|<t

b(|y|)Ω(y ′)
|y|n−ρ e−iΦ(|y|)y ′·ξdy

= 1

tρ

∫ t

t/2

b(r)

r1−ρ

( ∫
Sn−1

Ω(y ′)e−iΦ(r)y ′·ξ dσ (y ′)
)
dr

= 1

tρ

∫ t

t/2

b(r)

r1−ρ

( ∫
Sn−1

Ω(O−1Ry ′)e−iΦ(r)O−1Ry ′·ξdσ (y ′)
)
dr

= 1

tρ

∫ t

t/2

b(r)

r1−ρ

( ∫
Sn−1

Ω(O−1Ry ′)e−iΦ(r)u|ξ |dσ(y ′)
)
dr

= 1

tρ

∫ t

t/2

b(r)

r1−ρ

( ∫
R

EΩ(u, ξ
′)e−iΦ(r)u|ξ |du

)
dr

= 1

tρ

∫ t

t/2

b(r)

r1−ρ

( ∫
R

EΩ(u, ξ
′)(e−iΦ(r)u|ξ | − e−iΦ(r)ξ ′

1|ξ |)du
)
dr .

In the last equality, we used the cancellation property of EΩ , guaranteed by Lemma 2.1.
Using the last expression of σ̂t (ξ) in the above, we get

|σ̂t (ξ)| ≤ |ξ |Φ(t)
∫ t

t/2

|b(r)|
r

dr

( ∫
R

|EΩ(u, ξ ′)| |u− ξ ′
1|du

)
.

So, by Lemma 2.1 we obtain

|σ̂t (ξ)| ≤ C‖b‖∆1Φ(t)|Aτ (ξ)| ,
which shows (3.9). Similarly, we can show (3.10). �

LEMMA 3.4. SupposeΦ is a nonnegative and monotonic C1 function on (0,∞) such
that ϕ(t) := Φ(t)/(tΦ ′(t)) is bounded. Suppose b ∈ ∆γ0 for some γ0 (1 < γ0 ≤ ∞). Let
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Ω be a regular H 1(Sn−1)-atom whose support is contained in Sn−1 ∩ B(e1, τ ). Then, for γ
satisfying 1 < γ ≤ min(2, γ0), there exists C = Cγ,ρ > 0 such that, if Φ is increasing,

(3.11) |σ̂t (ξ)| ≤ C‖b‖∆γ ‖ϕ‖1−1/γ∞
1

(Φ(t/2)|Aτξ |)1−1/γ ,

and if Φ is decreasing,

(3.12) |σ̂t (ξ)| ≤ C‖b‖∆γ ‖ϕ‖1−1/γ∞
1

(Φ(t)|Aτξ |)1−1/γ
,

where Aτ (ξ) = (τ 2ξ1, τξ2, . . . , τ ξn).

PROOF. Write

ÊΩ(r) =
∫

R

EΩ(u, ξ
′)e−irudu .

Using the change of variable |ξ |r = t , Hausdorff-Young’s inequality and Lemma 2.1, we have(∫
R

|ÊΩ(|ξ |r)|γ ′
dr

)1/γ ′

= |ξ |−1/γ ′
( ∫

R

|ÊΩ(t)|γ ′
dt

)1/γ ′

≤ C|ξ |−1/γ ′
(∫

R

|EΩ(s, ξ ′)|γ ds
)1/γ

≤ C

|ξ |1/γ ′

( |Aτξ |
|ξ |

( |ξ |
|Aτξ |

)γ)1/γ

= C

|Aτξ |1−1/γ
.

(3.13)

Hence, using the fifth expression of σ̂t (ξ) in the proof of Lemma 3.3, Hölder’s inequality and
the increasingness of Φ, and applying the change of variableΦ(r) = s, we get

|σ̂t (ξ)| ≤
∫ t

t/2
|b(r)||ÊΩ(Φ(r)|ξ |)| dr

r

≤
( ∫ t

t/2
|b(r)|γ dr

r

)1/γ( ∫ t

t/2
|ÊΩ(Φ(r)|ξ |)|γ ′

dr

)1/γ ′

≤ 21/γ ‖b‖∆γ
( ∫ Φ(t)

Φ(t/2)
|ÊΩ(s|ξ |)|γ ′ s

Φ−1(s)Φ ′(Φ−1(s))

ds

s

)1/γ ′

≤ 21/γ ‖b‖∆γ ‖ϕ‖1/γ ′
∞

(Φ(t/2))1/γ ′

( ∫ Φ(t)

Φ(t/2)
|ÊΩ(s|ξ |)|γ ′

ds

)1/γ ′

≤ C‖b‖∆γ ‖ϕ‖1−1/γ∞
(Φ(t/2)|Aτξ |)1−1/γ ,

which shows (3.11). In a similar way, we can show (3.12). �

LEMMA 3.5. Let Ω ∈ L1(Sn−1), and b ∈ ∆γ for some 1 < γ ≤ 2. Suppose Φ is a
nonnegative and monotonicC1 function on R+ satisfying the condition in Theorem 1.1. Then,
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for any p satisfying |1/p − 1/2| < 1/γ ′, there exists C > 0 such that∥∥∥∥( ∑
k∈Z

∫ 2k+1

2k
|(σt ∗ gk(·)|2 dt

t

)1/2∥∥∥∥
Lp(Rn)

≤ C‖Ω‖L1(Sn−1)

∥∥∥∥(∑
k∈Z

|gk(·)|2
)1/2∥∥∥∥

Lp(Rn)

.

(3.14)

PROOF. It suffices to show∥∥∥∥( ∑
k∈Z

∫ 2k+1

2k
|(σt ∗ gk(·, t))(·)|2 dt

t

)1/2∥∥∥∥
Lp(Rn)

≤ C‖Ω‖L1(Sn−1)

∥∥∥∥( ∑
k∈Z

∫ 2k+1

2k
|gk(·, t)|2 dt

t

)1/2∥∥∥∥
Lp(Rn)

.

(3.15)

To show (3.15), we may assume p > 2 by duality. So, we assume 2 ≤ p < 2γ /(2 − γ ) =
2γ ′/(γ ′ − 2). We use a similar argument as in the proof of Fan and Pan [15, Theorem 7.5].
By duality, there exists a nonnegative function h ∈ L(p/2)′(Rn) with unit norm such that

I : =
∥∥∥∥( ∑

k∈Z

∫ 2k+1

2k
|(σt ∗ gk(·, t))(·)|2 dt

t

)1/2∥∥∥∥2

Lp(Rn)

=
∫

Rn

∑
k∈Z

∫ 2k+1

2k
|σt ∗ gk(·, t)(x)|2 dt

t
h(x)dx .

(3.16)

By Cauchy-Schwarz’s inequality, we get

|σt ∗ gk(·, t)(x)|2

≤
∣∣∣∣ 1

tρ

∫
t/2<|y|<t

b(|y|)Ω(y ′)
|y|n−ρ gk(x −Φ(|y|)y ′, t)dy

∣∣∣∣2

≤
( ∫

t/2<|y|<t
|b(|y|)|γ |Ω(y ′)|

|y|n dy

)
× 1

tρ

∫
t/2<|y|<t

|b(|y|)|2−γ |Ω(y ′)|
|y|n−ρ |gk(x −Φ(|y|)y ′, t)|2dy

≤ C‖b‖γ∆γ ‖Ω‖L1(Sn−1)

1

tρ

∫
t/2<|y|<t

|b(|y|)|2−γ |Ω(y ′)|
|y|n−ρ |gk(x −Φ(|y|)y ′, t)|2dy .

We set

σγ,t ∗ f (x) = 1

tρ

∫
Rn

|b(|y|)|2−γ |Ω(−y ′)|
|y|n−ρ f (x −Φ(|y|)y ′)dy .
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Then we have, using the change of variable u = x −Φ(|y|)y ′,

I ≤ C‖b‖γ∆γ ‖Ω‖L1(Sn−1)

×
∑
k∈Z

∫ 2k+1

2k

( ∫
Rn

∫
Rn
h(x)

|b(|y|)|2−γ |Ω(y ′)|
tρ |y|n−ρ |gk(x − Φ(|y|)y ′, t)|2dxdy

)
dt

t

≤ C‖b‖γ∆γ ‖Ω‖L1(Sn−1)

×
∑
k∈Z

∫ 2k+1

2k

( ∫
Rn

∫
Rn
h(u+Φ(|y|)y ′)

|b(|y|)|2−γ |Ω(y ′)|
tρ |y|n−ρ |gk(u, t)|2dudy

)
dt

t

≤ C‖b‖γ∆γ ‖Ω‖L1(Sn−1)

×
∑
k∈Z

∫ 2k+1

2k

∫
Rn

( ∫
Rn

|b(|y|)|2−γ |Ω(y ′)|
tρ |y|n−ρ h(u− Φ(|y|)y ′)dy

)
|gk(u, t)|2du dt

t

= C‖b‖γ∆γ ‖Ω‖L1(Sn−1)

∑
k∈Z

∫ 2k+1

2k

∫
Rn
(σγ,t ∗ h(x)) |gk(y, t)|2dy dt

t

≤ C‖b‖γ∆γ ‖Ω‖L1(Sn−1)

∫
Rn

(
sup
t>0

|σγ,t ∗ h(x)|
)( ∑

k∈Z

∫ 2k+1

2k
|gk(y, t)|2 dt

t

)
dy .

From b ∈ ∆γ and 1 < γ ≤ 2, it follows that |b|2−γ ∈ ∆γ/(2−γ ) and γ /(2 − γ ) > 1. So,
using Hölder’s inequality and Lemma 3.2, we have

I ≤ C‖b‖2
∆γ

‖Ω‖2
L1(Sn−1)

‖h‖L(p/2)′
∥∥∥∥( ∑

k∈Z

∫ 2k+1

2k
|gk(·, t)|2 dt

t

)1/2∥∥∥∥2

Lp
,

which implies the desired estimate (3.15). �

LEMMA 3.6. Let Ω ∈ L1(Sn−1), b ∈ ∆γ for some γ ≥ 2. Let p > γ ′ and ω ∈
Ãp/γ ′(R+). Suppose Φ is a nonnegative and monotonic C1 function on R+ satisfying the
condition in Theorem 1.1. Then there exists C > 0 such that

(3.17)

∥∥∥∥( ∑
k∈Z

∫ 2k+1

2k
|σt ∗ gk(·)|2 dt

t

)1/2∥∥∥∥
Lp(ω)

≤ C‖Ω‖L1(Sn−1)

∥∥∥∥(∑
k∈Z

|gk(·)|2
)1/2∥∥∥∥

Lp(ω)

.

PROOF. By change of variables we get

(3.18)

( ∑
k∈Z

∫ 2k+1

2k
|σt ∗ gk(x)|2 dt

t

)1/2

=
( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(x)|2 dt

t

)1/2

.
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Now, using Hölder’s inequality, we obtain

|σt ∗ gk(x)|

≤ 1

tρ

( ∫
t/2<|y|<t

|b(|y|)|γ |Ω(y ′)|
|y|n−γρ

)1/γ

×
( ∫

t/2<|y|<t
|gk(x −Φ(|y|)y ′)|γ ′ |Ω(y ′)|

|y| dy

)1/γ ′

≤ 21/γ‖b‖∆γ ‖Ω‖1/γ
L1(Sn−1)

( ∫
t/2<|y|<t

|gk(x −Φ(|y|)y ′)|γ ′ |Ω(y ′)|
|y| dy

)1/γ ′

.

(3.19)

Let d = p/γ ′. By duality, there is a nonnegative function f ∈ Ld ′
(ω1−d ′

,Rn)with unit norm
such that

(3.20)

∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|γ ′ dt

t

)1/γ ′∥∥∥∥γ ′

Lp(ω)

=
∫

Rn

∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(x)|γ ′ dt

t
f (x)dx .

Combining (3.20) with (3.19) yields∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|γ ′ dt

t

)1/γ ′∥∥∥∥γ ′

Lp(ω)

≤ C
∑
k∈Z

∫
Rn

∫ 2

1

( ∫
2k−1t<|y|<2kt

|Ω(y ′)||gk(x −Φ(|y|)y ′)|γ ′

|y|n dy

)
dt

t
f (x)dx

= C
∑
k∈Z

∫ 2

1

( ∫
2k−1t<|y|<2kt

∫
Rn

|gk(x − Φ(|y|)y ′)|γ ′
f (x)dx

|Ω(y ′)|
|y|n dy

)
dt

t

= C
∑
k∈Z

∫ 2

1

( ∫
2k−1t<|y|<2kt

∫
Rn

|gk(u)|γ ′
f (u+Φ(|y|)y ′)du |Ω(y ′)|

|y|n dy

)
dt

t

= C
∑
k∈Z

∫ 2

1

∫
Rn

( ∫
2k−1t<|y|<2kt

|Ω(y ′)|
|y|n f (u+Φ(|y|)y ′)dy

)
|gk(u)|γ ′

du
dt

t

≤ C

∫
Rn

∑
k∈Z

|gk(u)|γ ′
( ∫

Sn−1
|Ω(y ′)|My ′ f̃ (−u)dσ(y ′)

)
ω1/dω−1/ddu

≤
( ∫

Rn

( ∑
k∈Z

|gk(u)|γ ′
)d
ωdu

)1/d

×
( ∫

Rn

(∫
Sn−1

|Ω(y ′)|My ′ f̃ (−u)dσ(y ′)
)d ′

ω−d ′/ddu

)1/d ′

.

It is known that ω ∈ Ãd(R+) if and only if ω1−d ′ ∈ Ãd ′(R+). Hence, we have∥∥∥∥( ∫
Sn−1

|Ω(y ′)|My ′ f̃ (−u)dσ(y ′)
)∥∥∥∥

Ld
′
(ω1−d ′ )

≤ C‖Ω‖L1(Sn−1)‖f ‖
Ld

′
(ω1−d ′ ) .
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Thus, noting −d ′/d = 1 − d ′, we get∥∥∥∥(∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|γ ′ dt

t

)1/γ ′∥∥∥∥
Lp(ω)

≤ C‖Ω‖L1(Sn−1)

∥∥∥∥( ∑
k∈Z

|gk(·)|γ ′
)1/γ ′∥∥∥∥

Lp(ω)

.

(3.21)

On the other hand, using Lemma 3.2 and noting that ω ∈ Ãp/γ ′ , we get∥∥∥sup
k∈Z

sup
1<t<2

|σ2kt ∗ gk|
∥∥∥
Lp(ω)

≤
∥∥∥σ ∗( sup

k∈Z

|gk|
)∥∥∥
Lp(ω)

≤ C‖Ω‖L1(Sn−1)

∥∥∥sup
k∈Z

|gk|
∥∥∥
Lp(ω)

.
(3.22)

Since γ > 2, γ ′ < 2, and hence interpolating between (3.21) and (3.22), we obtain∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|2 dt

t

)1/2∥∥∥∥
Lp(ω)

≤ C‖Ω‖L1(Sn−1)

∥∥∥∥( ∑
k∈Z

|gk(·)|2
)1/2∥∥∥∥

Lp(ω)

.

Hence, via (3.18) we have the desired inequality (3.17). �

Now, using Lemmas 3.1, 3.2, 3.3, 3.4, 3.5 and 3.6, we can prove our Theorem 1.1 in a
way quite similar to the proof of Al-Qassem [2, Theorem 1.4]. We first prove Theorem 1.1
(i) in the case γ ≥ 2. We may assume Ω is a regular atom whose support is contained in
Sn−1 ∩ B(e1, τ ) (0 < τ < 2). Note that we have by Lemma 2.8

(3.23)
Φ(2k+1)

Φ(2k)
≥ 21/‖ϕ‖∞k ∈ Z .

Let η ∈ C∞(R) such that 0 ≤ η(t) ≤ 1, η(t) = 1 (−1 ≤ t ≤ 1) and η(t) = 0 (|t| ≥ a),
where a = 21/‖ϕ‖∞ . We set

ψj (ξ) = η(Φ(2j−1)|ξ |)− η(Φ(2j )|ξ |) .
Then we have∑

j∈Z

ψj (ξ) = 1 , ξ �= 0 , and ψj (ξ) =
{

0 |ξ | ≤ 1/Φ(2j ), |ξ | ≥ a/Φ(2j−1) ,

1 a/Φ(2j ) ≤ |ξ | ≤ 1/Φ(2j−1) .

Define the multiplier operators Sj in Rn by (Sj f )̂ (ξ) = f̂ (ξ)ψj (Aτ ξ), i.e., Sjf =
Ψj ∗ f where Ψj(x) = F−1(ψj (Aτ ·))(x). Then

σt ∗ f (x) =
∑
k∈Z

∑
j∈Z

Ψj+k ∗ σt ∗ f (x)χ[2k,2k+1)(t)

=
∑
j∈Z

( ∑
k∈Z

Ψj+k ∗ σt ∗ f (x)χ[2k,2k+1)(t)

)
=:

∑
j∈Z

Gj(x, t) .
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Define

Tjf (x) =
( ∫ ∞

0
|Gj(x, t)|2 dt

t

)1/2

.

Then

(3.24) µ̃Ω,ρ,Φ,b(x) ≤ C
∑
j∈Z

Tjf (x) .

First, we estimate L2 bound of Tjf . By the Plancherel theorem, we get

‖Tjf ‖2
L2 =

∫
Rn

∫ ∞

0

∣∣∣∣∑
k∈Z

Ψj+k ∗ σt ∗ f (x)χ[2k,2k+1)(t)

∣∣∣∣2
dt

t
dx

≤
∑
k∈Z

∫
Rn

∫ 2k+1

2k
|Ψj+k ∗ σt ∗ f (x)|2 dt

t
dx

=
∑
k∈Z

∫
Rn

∫ 2k+1

2k
|ψj+k(Aτ ξ)σ̂t (ξ)f̂ (ξ)|2 dt

t
dξ

≤
∑
k∈Z

∫
1/Φ(2(j+k))<|Aτ ξ |<a/Φ(2(j+k−1))

∫ 2k+1

2k
|σ̂t (ξ)|2 dt

t
|f̂ (ξ)|2dξ .

Using Lemma 3.3 for j ≥ 2, Lemma 3.4 for j < 0, and Lemma 3.1 for j = 0, 1 we get

(3.25) ‖Tjf ‖L2 ≤ Ca−(1−1/γ )|j |‖f ‖L2 .

Next, for p > γ ′ and ω ∈ ÃI
p/γ ′(R+), we have, via Lemma 3.6 and Littlewood-Paley

theory (cf. Lee and Lin [18, p. 216]),

(3.26) ‖Tjf ‖Lp(ω) ≤ C

∥∥∥∥( ∑
k∈Z

|Ψj+k ∗ f (·)|2
)1/2∥∥∥∥

Lp(ω)

≤ C‖f ‖Lp(ω) .

Interpolating between (3.25) and modified (3.26) (taking ω = 1), we can find a number
0 < θ < 1 such that

(3.27) ‖Tjf ‖Lp ≤ Ca−θ(1−1/γ )|j |‖f ‖Lp .
On the other hand, there exists ε > 0 such that ω1+ε ∈ ÃI

p/γ ′(R+) (see for example [16,
p. 151]). Hence by (3.26), we have

(3.28) ‖Tjf ‖Lp(ω1+ε) ≤ C‖f ‖Lp(ω1+ε) .

Therefore, using Stein and Weiss’ interpolation theorem with change of measures, we can
interpolate between (3.27) and (3.28) to obtain a positive number ν such that

(3.29) ‖Tjf ‖Lp(ω) ≤ Ca−ν|j |‖f ‖Lp(ω) .
This combined with (3.24) yields the desired estimate

‖µΩ,ρ,Φ,b(f )‖Lp(ω) ≤ C‖f ‖Lp(ω) ,
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which completes the proof of Theorem 1.1 in the case γ ≥ 2. In the case 1 < γ < 2, we can
prove in the same way as above, using Lemma 3.5 in place of Lemma 3.6. �

4. Proof of Theorem 1.3. We shall prove Theorem 1.3 in the case Φ is increasing,
since the other case can be proved in a quite similar way as in the proof of Theorem 1.1.

For k ∈ N , set
Ek = {y ′ ∈ Sn−1 ; 2k−1 ≤ |Ω(y ′)| < 2k}

and

Ωk(y
′) = Ω(y ′)χEk (y ′)− 1

|Sn−1|
∫
Ek

Ω(x ′)dσ(x ′) .

Then

(4.1)
∫
Sn−1

Ωk(x
′)dσ(x ′) = 0

for all k ∈ N . Let
Λ = {k ∈ N ; |Ek| > 2−4k} ,

where |Ek| denotes the measure of Ek on Sn−1 induced by Lebesgue measure. Set

Ω0 = Ω −
∑
k∈Λ

Ωk .

Then it is easy to verify that Ω0 ∈ L2(Sn−1) and

(4.2)
∫
Sn−1

Ω0(x
′)dσ(x ′) = 0 .

For k ∈ Λ, define a family of measures σ (k) = {σk,t ; t ∈ R} on Rn, and the maximal operator
(σ (k))∗ in the same way as in the proof of Theorem 1.1, by∫

Rn
f (x)dσk,t (x) = 1

tρ

∫
2/t<|x|<t

f (Φ(|x|)x ′)
b(|x|)Ωk(x ′)

|x|n−ρ dx ,(4.3)

(σ (k))∗f (x) = sup
t>0

||σk,t | ∗ f (x)| .(4.4)

Then, as is easily checked like in the proof of Theorem 1.1, we have only to estimate

µ̃Ωk,ρ,Φ,b(f )(x) =
( ∫ ∞

0
|σk,t ∗ f (x)|2 dt

t

)1/2

.(4.5)

We notice that we can apply Lemmas 3.1, 3.2, 3.5 and 3.6. Hence, we have

(4.6) ‖σk,t‖ ≤ C‖b‖∆1

∫
Ek

|Ω(y ′)|dσ(y ′) ,

and

(4.7) (σ (k))∗f (x) ≤ C‖b‖∆γ ‖Ωk‖1/γ
L1(Sn−1)

( ∫
Sn−1

|Ωk(y ′)|My ′(|f |γ ′
)(x)dσ(y ′)

)1/γ ′

.

(4.6) implies

(4.8) |σ̂k,t (ξ)| ≤ C‖b‖∆1

∫
Ek

|Ω(y ′)|dσ(y ′) .
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Using (4.1), we see that

σ̂k,t (ξ) = 1

tρ

∫
2/t<|y|<t

b(|y|)Ωk(y ′)
|y|n−ρ e−iΦ(|y|)y ′·ξ dy

= 1

tρ

∫
2/t<|y|<t

b(|y|)Ωk(y ′)
|y|n−ρ (e−iΦ(|y|)y ′·ξ − 1)dy .

From this we have

(4.9) |σ̂k,t (ξ)| ≤ C‖b‖∆1Φ(t)|ξ |
∫
Ek

|Ω(y ′)|dσ(y ′) .

Combining (4.8) with (4.9), we get for any 0 < α ≤ 2

(4.10) |σ̂k,t (ξ)| ≤ C(Φ(t)|ξ |)α/(2k)
∫
Ek

|Ω(y ′)|dσ(y ′) ,

where C is independent of k ∈ Λ.
Next, we assume γ ≥ 2. (We treat the case 1 < γ < 2 later.) Using the Cauchy-Schwarz

inequality, we get

|σ̂k,t (ξ)|2 = 1

t2ρ

∣∣∣∣∫ t

t/2
b(r)rρ

∫
Sn−1

Ωk(y
′)e−iΦ(r)y ′·ξ dσ (y ′)

dr

r

∣∣∣∣2

≤
∫ t

t/2

|b(r)|2
r

dr

∫ t

t/2

∣∣∣∣∫
Sn−1

Ωk(y
′)e−iΦ(r)y ′·ξdσ (y ′)

∣∣∣∣2
dr

r
.

So, by Lemma 2.4 in the case of (i) and Lemma 2.5 in the case of (ii), we have for 0 < α < 1/2

(4.11) |σ̂k,t (ξ)| ≤ C‖b‖∆2‖Ωk‖L2(Sn−1)

(Φ(t/2)|ξ |)α/2 ≤ C22k+2

(Φ(t/2)|ξ |)α/2
∫
Ek

|Ω(y ′)|dσ(y ′) .

Combining (4.8) with (4.11) yields

(4.12) |σ̂k,t (ξ)| ≤ CA
(k−1)/k
k

(
22k+2Ak

(Φ(t/2)|ξ |)α/2
)1/k

≤ CAk(Φ(t/2)|ξ |)−α/(2k) ,

where Ak = ∫
Ek

|Ω(y ′)|dσ(y ′).
As in the proof of Theorem 1.1, for each k ∈ N , let η ∈ C∞(R) such that 0 ≤ η(t) ≤ 1,

η(t) = 1 (−1 ≤ t ≤ 1) and η(t) = 0 (|t| ≥ a), where a = 2k/‖ϕ‖∞ . Note that we have by
Lemma 2.8

(4.13) Φ(2k(j+1))/Φ(2kj ) ≥ 2k/‖ϕ‖∞ , j ∈ Z .

We set

ψ
(k)
j (ξ) = η(Φ(2k(j−1))|ξ |)− η(Φ(2kj )|ξ |) .

Then we have∑
j∈Z

ψ
(k)
j (ξ) = 1 , ξ �= 0 , and ψ(k)j (ξ) =

{
0 |ξ | ≤ 1/Φ(2kj ) , |ξ | ≥ a/Φ(2k(j−1)) ,

1 a/Φ(2kj ) ≤ |ξ | ≤ 1/Φ(2k(j−1)) .
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Define the multiplier operators S(k)j in Rn by (S(k)j f )̂ (ξ) = f̂ (ξ)ψ
(k)
j (ξ). Then

σk,t ∗ f (x) =
∑
l∈Z

∑
j∈Z

Ψ
(k)
j+l ∗ σk,t ∗ f (x)χ[2kl,2k(l+1))(t)

=
∑
j∈Z

( ∑
l∈Z

Ψ
(k)
j+l ∗ σk,t ∗ f (x)χ[2kl,2k(l+1))(t)

)
=:

∑
j∈Z

H
(k)
j (x, t) .

Define

U
(k)
j f (x) =

( ∫ ∞

0
|H(k)

j (x, t)|2 dt
t

)1/2

.

Then

(4.14) µ̃Ωk,ρ,Φ,b(x) ≤ C
∑
j∈Z

U
(k)
j f (x) .

First, we compute L2 norm of U(k)j f . By Plancherel’s theorem we get

‖U(k)j f ‖2
L2 =

∫
Rn

∫ ∞

0

∣∣∣∣∑
l∈Z

Ψ
(k)
j+l ∗ σk,t ∗ f (x)χ[2kl ,2k(l+1))(t)

∣∣∣∣2
dt

t
dx

≤
∑
l∈Z

∫
Rn

∫ 2k(l+1)

2kl

∣∣Ψ (k)
j+l ∗ σk,t ∗ f (x)∣∣2 dt

t
dx

=
∑
l∈Z

∫
Rn

∫ 2k(l+1)

2kl

∣∣ψ(k)j+l (ξ)σ̂k,t (ξ)f̂ (ξ)∣∣2 dt

t
dξ

≤
∑
l∈Z

∫
1/Φ(2k(j+l))≤|ξ |≤a/Φ(2k(j+l−1))

∫ 2k(l+1)

2kl
|σ̂k,t (ξ)|2 dt

t
|f̂ (ξ)|2 dξ .

For j ≥ 2 and 1/Φ(2k(j+l)) ≤ |ξ | ≤ a/Φ(2k(j+l−1)), we get, using (4.10) and (4.13),∫ 2k(l+1)

2kl
|σ̂k,t (ξ)|2 dt

t
≤ CA2

k(log 2k)

(
aΦ(2k(l+1))

Φ(2k(j+l−1))

)α/k
≤ CA2

k(log 2k)2−(j−3)α/‖ϕ‖∞ .

Also, for j ≤ −1 and 1/Φ(2k(j+l)) ≤ |ξ | ≤ a/Φ(2k(j+l−1)), we get, using (4.12) and (4.13),∫ 2k(l+1)

2kl
|σ̂k,t (ξ)|2 dt

t
≤ CA2

k(log 2k)

(
Φ(2k(l+1))

Φ(2k(l−1))

)α/k
≤ CA2

k(log 2k)2(j+1)α/‖ϕ‖∞ .

Hence, combining these with (4.8) for 0 ≤ j ≤ 1, we obtain

(4.15) ‖U(k)j f ‖L2 ≤ CAk
√
k 2−|j |α/(2‖ϕ‖∞)‖f ‖L2 .
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Next, for p > γ ′ and ω ∈ ÃI
p/γ ′(R+), we apply Lemma 3.6 to the set of functions {hk}k∈Z,

where glk+m = hl (l ∈ Z and m = 0, 1, . . . , k − 1). Then we have

(4.16)

∥∥∥∥( ∑
l∈Z

∫ 2k(l+1)

2kl
|σk,t ∗ hl(·)|2 dt

t

)1/2∥∥∥∥
Lp(ω)

≤ C
√
k Ak

∥∥∥∥(∑
l∈Z

|hl(·)|2
)1/2∥∥∥∥

Lp(ω)

,

where C is independent of k. Hence, using (4.16) and Littlewood-Paley theory for {Ψ (k)}, we
obtain

(4.17) ‖U(k)j f ‖Lp(ω) ≤ CAk
√
k

∥∥∥∥( ∑
l∈Z

|Ψ (k)
j+l ∗ f (·)|2

)1/2∥∥∥∥
Lp(ω)

≤ CAk
√
k ‖f ‖Lp(ω) .

Interpolating between (4.15) and modified (4.17) (taking ω = 1), we can find a number
0 < θ < 1 such that

(4.18) ‖U(k)j f ‖Lp ≤ CAk
√
k 2−|j |θα/2‖f ‖Lp .

On the other hand, there exists ε > 0 such that ω1+ε ∈ ÃI
p/γ ′(R+) (see for example [16,

p. 151]). Hence by (4.17), we have

(4.19) ‖U(k)j f ‖Lp(ω1+ε) ≤ CAk
√
k ‖f ‖Lp(ω1+ε) .

Therefore, using Stein and Weiss’ interpolation theorem with change of measures, we can
interpolate between (4.18) and (4.19) to obtain a positive number ν such that

(4.20) ‖U(k)j f ‖Lp(ω) ≤ CAk
√
k 2−ν|j |‖f ‖Lp(ω) .

This combined with (4.14) yields the desired estimate

(4.21) ‖µ̃Ωk,ρ,Φ,b‖Lp(ω) ≤ CAk
√
k ‖f ‖Lp(ω) .

By Minkowski’s inequality, we have

(4.22) µ̃Ω,ρ,Φ,b(f )(x) ≤ µ̃Ω0,ρ,Φ,b(f )(x)+
∑
k∈Λ

µ̃Ωk,ρ,Φ,b(f )(x) .

Using Theorem 1.1, (4.21) and (4.22), we obtain

‖µ̃Ω,ρ,Φ,b(f )‖Lp(ω) ≤ Cp

(
1 +

∑
k∈Λ

√
k

∫
Ek

|Ω(y ′)|dσ(y ′)
)

‖f ‖Lp

≤ Cp(1 + ‖Ω‖L(log+ L)1/2)‖f ‖Lp .
The proof of Theorem 1.3 (γ ≥ 2) is now complete.

In the case where 1 < γ < 2, we proceed as in Al-Qassem [2, p. 7].
Since ∣∣∣∣∫

Sn−1
Ωk(y

′)e−iΦ(r)y ′·ξdσ (y ′)
∣∣∣∣ ≤ ‖Ωk‖L1(Sn−1) =: Ak ,
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using Hölder’s inequality, we get

|σ̂k,t (ξ)| ≤ 1

tρ

( ∫ t

t/2

|b(r)|γ rγρ
r

dr

)1/γ( ∫ t

t/2

1

r

∣∣∣∣∫
Sn−1

Ωk(y
′)e−iΦ(r)y ′·ξ dσ (y ′)

∣∣∣∣γ ′

dr

)1/γ ′

≤ C‖b‖∆γ ‖Ωk‖1−2/γ ′
L1(Sn−1)

( ∫ t

t/2

∣∣∣∣∫
Sn−1

Ωk(y
′)e−iΦ(r)y ′·ξ dσ (y ′)

∣∣∣∣2
dr

r

)1/γ ′

.

So, by Lemma 2.4 in the case of (i) and Lemma 2.5 in the case of (ii), we have for 0 < α < 1/2∫ t

t/2

∣∣∣∣∫
Sn−1

Ωk(y
′)e−iΦ(r)y ′·ξ dσ (y ′)

∣∣∣∣2
dr

r
≤
C‖Ωk‖2

L2(Sn−1)

(Φ(t/2)|ξ |)α .

Hence, we get

(4.23) |σ̂k,t (ξ)| ≤
C‖b‖∆γ ‖Ωk‖1−2/γ ′

L1(Sn−1)
‖Ωk‖2/γ ′

L2(Sn−1)

(Φ(t/2)|ξ |)α/γ ′ ≤ C2(4k+4)/γ ′

(Φ(t/2)|ξ |)α/γ ′ Ak .

Combining (4.23) with (4.8) yields

(4.24) |σ̂k,t (ξ)| ≤ CA
(k−1)/k
k

(
2(4k+4)/γ ′

Ak

(Φ(t/2)|ξ |)α/γ ′

)1/k

≤ CAk(Φ(t/2)|ξ |)−α/(γ ′k) .

Now, using Lemma 3.5 in place of Lemma 3.6, we can prove Theorem 1.3 for 1 < γ < 2 in
the same way as in the case γ ≥ 2. This completes the proof of Theorem 1.3. �

5. Proof of Theorem 1.7. As before we shall prove Theorem 1.7 only in the case Φ
is increasing. We shall modify Lemmas 3.3, 3.4, 3.2 and 3.6.

As for Lemmas 3.3 and 3.4, we have, in the same way as in the proof of Theorem 1.3,

(5.1) |σ̂t (ξ)| ≤ C

∫
Sn−1

|Ω(y ′)|dσ(y ′) ≤ C ,

(5.2) |σ̂t (ξ)| ≤ C(Φ(t)|ξ |)α/2
∫
Sn−1

|Ω(y ′)|dσ(y ′) ≤ C(Φ(t)|ξ |)α/2

for any 0 < α ≤ 2, and

(5.3) |σ̂t (ξ)| ≤ C‖Ω‖Lq(Sn−1) (Φ(t/2)|ξ |)−α/2
for any 0 < α < 1/q ′.

As for Lemmas 3.2 and 3.6, we have the following.

LEMMA 5.1. Let Ω ∈ Lq(Sn−1) for some q > 1, and b ∈ ∆γ for some γ ≥
q . Suppose Φ is a nonnegative and monotonic C1 function on (0,∞) such that ϕ(t) :=
Φ(t)/(tΦ ′(t)) is bounded, and Φ satisfies the condition (A-2). Then there exists C > 0 such
that

(5.4) σ ∗(f )(x) := sup
0<t<∞

||σt | ∗ f (x)| ≤ C‖b‖∆γ ‖Ω‖Lq(Sn−1)(M(|f |q ′
)(x))1/q

′
.

As a consequence, for p > q ′ and ω ∈ Ap/q ′(Rn), there exists C > 0 such that

(5.5) ‖σ ∗(f )‖Lp(ω) ≤ C‖b‖∆γ ‖Ω‖Lq(Sn−1)‖f ‖Lp(ω) .
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PROOF. By Hölder’s inequality and Lemma 2.3 (a), we see that

||σt | ∗ f (x)| =
∣∣∣∣ 1

tρ

∫
t/2<|y|<t

|b(|y|)||Ω(y ′)|
|y|n−ρ f (x −Φ(|y|)y ′)dy

∣∣∣∣
≤

(
1

tqρ

∫
t/2<|y|<t

|b(|y|)|q|y|qρ|Ω(y ′)|q
|y|n dy

)1/q( ∫
t/2<|y|<t

|f (x −Φ(|y|)y ′)|q ′

|y|n dy

)1/q ′

≤ C‖b‖∆q‖Ω‖Lq(Sn−1)(M(|f |q ′
)(x))1/q

′
,

which shows (5.4) because of ∆γ ⊂ ∆q and ‖b‖∆q ≤ ‖b‖∆γ for γ ≥ q . It is well-known
that, for 1 < r < ∞ and ω ∈ Ar(R

n), ‖M(f )‖Lr(ω) ≤ Cr‖f ‖Lr(ω). From this, it follows
(5.5) for p > q ′. �

LEMMA 5.2. Let Ω ∈ Lq(Sn−1) for some q > 1, b ∈ ∆γ for some γ ≥ max{2, q}.
Suppose p, q, ω satisfy the conditions (a), (b) and (c) of Theorem 1.7. Suppose Φ is a non-
negative and monotonic C1 function on (0,∞) such that ϕ(t) := Φ(t)/(tΦ ′(t)) is bounded,
and Φ satisfies the condition (A-2).

Then there exists C > 0 such that

(5.6)

∥∥∥∥( ∑
k∈Z

∫ 2k+1

2k
|σt ∗ gk(·)|2 dt

t

)1/2∥∥∥∥
Lp(ω)

≤ C‖Ω‖Lq(Sn−1)

∥∥∥∥( ∑
k∈Z

|gk(·)|2
)1/2∥∥∥∥

Lp(ω)

.

PROOF. We only prove (5.6) in the case Φ is increasing, since the decreasing case can
be proved similarly. We shall prove (5.6) only in the case where q ≥ 2, since the other cases
can be proved in similar ways to the proof of Lemma 1 in Ding, Fan and Pan [9].

Now, by changing variables, we get

(5.7)

(∑
k∈Z

∫ 2k+1

2k
|σt ∗ gk(x)|2 dt

t

)1/2

=
( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(x)|2 dt

t

)1/2

.

Using Hölder’s inequality and noting ‖b‖∆q ≤ ‖b‖∆γ (γ ≥ q), we obtain

|σt ∗ gk(x)|q ′ =
∣∣∣∣ 1

tρ

∫
t/2<|y|<t

b(|y|)|y|ρΩ(y ′)
|y|n gk(x −Φ(|y|)y ′)dy

∣∣∣∣q ′

≤ C‖b‖q ′
∆γ

‖Ω‖q ′
Lq(Sn−1)

( ∫
t/2<|y|<t

|gk(x − Φ(|y|)y ′)|q ′

|y|n dy

)
.

(5.8)

We set B0 = ‖b‖∆γ ‖Ω‖Lq(Sn−1). Let d = p/q ′. By duality, there is a nonnegative function

f ∈ Ld ′
(ω1−d ′

,Rn) with unit norm such that

(5.9)

∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|q ′ dt

t

)1/q ′∥∥∥∥q ′

Lp(ω)

=
∫

Rn

∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(x)|q ′ dt

t
f (x)dx .
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Combining (5.9) with (5.8) yields via Lemma 2.3∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|q ′ dt

t

)1/q ′∥∥∥∥q ′

Lp(ω)

≤ CB
q ′
0

∑
k∈Z

∫
Rn

∫ 2

1

( ∫
2k−1t<|y|<2kt

|gk(x −Φ(|y|)y ′)|q ′

|y|n dy

)
dt

t
f (x)dx

= CB
q ′
0

∑
k∈Z

∫ 2

1

∫
Rn

( ∫
2k−1t<|y|<2kt

1

|y|n f (Φ(|y|)y
′ + u)dy

)
|gk(u)|q ′

du
dt

t

≤ CB
q ′
0

∫
Rn

∑
k∈Z

|gk(u)|q ′
M(f )(u)ω1/d(u)ω−1/d(u)du

≤ CB
q ′
0

( ∫
Rn

( ∑
k∈Z

|gk(u)|q ′
)d
ω(u)du

)1/d( ∫
Rn
(M(f )(u))d

′
ω−d ′/d(u)du

)1/d ′

.

It is known that ω ∈ Ad(Rn) if and only if ω1−d ′ ∈ Ad ′(Rn). Hence, we have

‖M(f )‖
Ld

′
(ω1−d ′ ) ≤ C‖f ‖

Ld
′
(ω1−d ′ ) .

Thus, noting −d ′/d = 1 − d ′, we get∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|q ′ dt

t

)1/q ′∥∥∥∥
Lp(ω)

≤ CB0

∥∥∥∥(∑
k∈Z

|gk(·)|q ′
)1/q ′∥∥∥∥

Lp(ω)

.(5.10)

On the other hand, using Lemma 5.1 and noting that ω ∈ Ap/q ′ , we get

(5.11)

∥∥∥∥ sup
k∈Z

sup
1<t<2

|σ2kt ∗ gk|
∥∥∥∥
Lp(ω)

≤
∥∥∥∥σ ∗

(
sup
k∈Z

|gk|
)∥∥∥∥

Lp(ω)

≤ CB0

∥∥∥∥ sup
k∈Z

|gk|
∥∥∥∥
Lp(ω)

.

Now, if q > 2, q ′ < 2, and hence interpolating between (5.10) and (5.11), we obtain

(5.12)

∥∥∥∥( ∑
k∈Z

∫ 2

1
|σ2kt ∗ gk(·)|2 dt

t

)1/2∥∥∥∥
Lp(ω)

≤ CB0

∥∥∥∥(∑
k∈Z

|gk(·)|2
)1/2∥∥∥∥

Lp(ω)

.

If q = 2, (5.11) is just (5.12). Hence, via (5.7) we have the desired inequality (5.6). �

Now, preparing (5.2), (5.3) and Lemma 5.2, we can prove Theorem 1.7 in the same way
as before. We leave the rest of the proof to the reader. �

ADDED IN PROOF. One of us recently showed that Ãp(R+) ⊂ AIp(R
n) (1 ≤ p < ∞).

So, we can replace ÃI
p/γ ′(R+) by Ãp/γ ′(R+) in Theorems 1.1, 1.3 and 1.5.
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