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## CONVERGENCE THEOREMS FOR THE VARIATIONAL INTEGRAL

## 1. Introduction

The variational integral is a kind of nonabsolute integrals originally defined by R. Henstock [1]. It is equivalent to the Riemann complete integral [2]. In [3], Yoto Kubota has shown some elementary properties of the integral, including the important Cauchy and Harnack extensions. In this paper, we shall establish some significant convergence theorems for the integral.

Definition 1.1 Let $[a, b]$ be a compact interval on the real line, and $\delta(\xi)$ a positive real function defined on [a,b]. The finite set

$$
\begin{equation*}
P=\left\{x_{0}, x_{1}, \ldots, x_{p} ; \xi_{1}, \ldots, \xi_{p}\right\} \tag{1.1}
\end{equation*}
$$

is said to be a $\delta$-fine division over $[a, b]$ if

$$
a=x_{0}<x_{1}<\ldots<x_{p}=b \text { and }
$$

$$
\xi_{i} \in\left[x_{i-1}, x_{i}\right] \subset\left(\xi_{i}-\delta\left(\xi_{i}\right), \xi_{i}+\delta\left(\xi_{i}\right)\right) \text { for } i=1,2, \ldots, p
$$

Alternatively, we write

$$
\begin{equation*}
P=\{[u, v] ; \xi\} \tag{1.2}
\end{equation*}
$$

where $[u, v]$ denotes a typical subinterval in the division, and

$$
\begin{equation*}
\xi \in[u, v] \subset(\xi-\delta(\xi), \xi+\delta(\xi)) . \tag{1.3}
\end{equation*}
$$

Definition 1.2 An interval function $S$ is said to be superadditive if, for any two adjacent non-overlapping intervals $I_{1}$ and $I_{2}$, we have

$$
\begin{equation*}
S\left(I_{1} \cup I_{2}\right) \geq S\left(I_{1}\right)+S\left(I_{2}\right) \tag{1.4}
\end{equation*}
$$

Definition 1.3 Let $f:[a, b] \longrightarrow R$ be a measurable function. Then $f$ is said to be variationally integrable on $[a, b]$ if there is a function $F$ such that, for every $\epsilon>0$, there is a $\delta(\xi):[a, b] \longrightarrow(0, \infty)$, and a superadditive interval function $S$ such that

$$
\begin{equation*}
0=S([a, a]) \leq S([a, b])<\epsilon \tag{1.5}
\end{equation*}
$$

and that whenever $\xi-\delta(\xi)<u \leq \xi \leq v<\xi+\delta(\xi)$ we have

$$
\begin{equation*}
|F(u, v)-f(\xi)(v-u)| \leq S(u, v) \tag{1.6}
\end{equation*}
$$

where $F(u, v)=F(v)-F(u)$. Here $F$ is called the primitive of $f$. For convenience, when $f$ is variationally integrable on $[a, b]$ we write $f \in(V)$, and

$$
\begin{equation*}
\text { (V) } \int_{a}^{b} f(x) d x=F(b)-F(a) \tag{1.7}
\end{equation*}
$$

2. A basic convergence theorem and its simple corollaries

We state and prove the following basic convergence theorem.
Theorem 2.1 Let $f_{n} \in(V)$ with primitives $F_{n}, n=1,2, \ldots, f_{n}(x)$ tend to $f(x)$ everywhere in $[a, b]$ as $n \rightarrow \infty$, and $F_{n}(x)$ converge pointwise to a limit function $F(x)$. Then in order that $f \in(V)$ with primitive $F$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(V) \int_{a}^{b} f_{n}(x) d x-(V) \int_{a}^{b} f(x) d x \tag{2.1}
\end{equation*}
$$

it is necessary and sufficient that, for every $\epsilon>0$, there exists $M(\xi)$ taking integer values such that, for infinitely many $m(\xi) \geq M(\xi)$, there is a $\delta_{m}(\xi)$ : $[a, b] \rightarrow(0, \infty)$ and a superadditive interval function $S$ on $[a, b]$ such that

$$
0=S([a, a]) \leq S([a, b])<\epsilon
$$

and whenever $\xi-\delta_{m}(\xi)<u \leq \xi \leq v<\xi+\delta_{m}(\xi)$ we have

$$
\begin{equation*}
\left|F_{m(\xi)}(u, v)-F(u, v)\right| \leq s([u, v]) \tag{2.2}
\end{equation*}
$$

where $F_{m}(u, v)=F_{m}(v)-F_{m}(u)$ and $F(u, v)-F(v)-F(u)$.
Proof. As $n \rightarrow \infty, f_{n}(x)$ tends to $f(x)$ everywhere in [a,b]. Thus, given $\epsilon>0$, there is a $M(x)$ taking integer values such that

$$
\begin{equation*}
\left|f_{n}(x)-f(x)\right|<\epsilon \quad \text { for } \quad \text { all } n \geq M(x) \tag{2.3}
\end{equation*}
$$

If $f \in(V)$ with primitive $F$, then, for the above $\epsilon>0$, there is a $\delta_{0}(\xi):[a, b] \rightarrow(0, \infty)$ and a superadditive interval function $S_{0}$ such that

$$
0=S_{0}([a, a]) \leq S_{0}([a, b])<\epsilon
$$

and that whenever $\xi-\delta_{0}(\xi)<u \leq \xi \leq v<\xi+\delta_{0}(\xi)$ we have

$$
\begin{equation*}
|F(u, v)-f(\xi)(v-u)| \leq S_{0}([u, v]) \tag{2.4}
\end{equation*}
$$

Similarly, for each $n$, there is a $\delta_{n}^{*}(\xi)>0$, and a superadditive interval function $S_{n}$ such that

$$
0-S_{n}([a, a]) \leq S_{n}([a, b])<\epsilon 2^{-n}
$$

and that whenever $\xi-\delta_{n}^{*}(\xi)<u \leq \xi \leq v<\xi+\delta_{n}^{*}(\xi)$ we have

$$
\begin{equation*}
\left|F_{n}(u, v)-f_{n}(\xi)(v-u)\right| \leq S_{n}(u, v) \tag{2.5}
\end{equation*}
$$

Now put $\delta_{m}(\xi)=\min \left\{\delta_{0}(\xi), \delta_{m}^{*}(\xi)\right\}$ and

$$
S([u, v])=S_{0}([u, v])+\epsilon(v-u)+\sum_{n=1}^{\infty} S_{n}([u, v])
$$

then $S$ is a superadditive interval function, and

$$
0=S([a, a]) \leq S([a, b])<\epsilon(2+b-a) .
$$

Hence it follows that whenever $\xi-\delta_{m}(\xi)<u \leq \xi \leq v<\xi+\delta_{m}(\xi)$ we have

$$
\begin{align*}
& \left|F(u, v)-F_{m(\xi)}(u, v)\right| \\
\leq & |F(u, v)-f(\xi)(v-u)|+\left|f(\xi)(v-u)-f_{m(\xi)}(\xi)(v-u)\right| \\
+ & \left|F_{m(\xi)}(u, v)-f_{m(\xi)}(\xi)(v-u)\right| \\
\leq & S([u, v]) \tag{2.6}
\end{align*}
$$

that is, the conditions are necessary.
Similarly, we prove that the conditions are sufficient.
Theorem 2.2 (Vitali's convergence theorem) If the following conditions are satisfied:
(i) $\quad f_{n}(x)$ tends to $f(x)$ as $n \rightarrow \infty$ almost everywhere in [a,b]
where $f_{n} \in(V), n=1,2, \ldots$;
(ii) the primitives $F_{n}$ of $f_{n}, n=1,2, \ldots$, are uniformly absolutely continuous uniformly in $n$, i.e., UAC on $[a, b]$,
then $F_{n}(x)$ converges pointwise to a limit function $F(x)$ an $n \rightarrow \infty$, and for every $\epsilon>0$, there is an integer $N$ and there is a superadditive interval function $S$ such that, for infinitely many $n \geq N$, and every [ $u, v$ ] $\subset$ [ $a, b$ ], we have

$$
0=S([a, a]) \leq S([a, b])<\epsilon
$$

and

$$
\begin{equation*}
\left|F_{n}(u, v)-F(u, v)\right| \leq S([u, v]) \tag{2.7}
\end{equation*}
$$

where $F(u, v)=F(v)-F(u)$.
Proof. For simplicity, we may assume that $f_{n}(x)$ tends to $f(x)$ as $n \rightarrow \infty$ everywhere in [a,b]. First, it is well-known that [4;p.37], for every $\epsilon>0$, there is an integer $N$, for every partial division of [a,b] given by

$$
a \leq a_{1}<b_{1} \leq a_{2}<b_{2} \cdots \leq a_{k}<b_{k} \leq b
$$

whenever $n, m \geq N$, we have

$$
\begin{equation*}
\sum_{i=1}^{k}\left|F_{n}\left(a_{i}, b_{i}\right)-F_{m}\left(a_{i}, b_{i}\right)\right|<\epsilon(4+b-a) \tag{2.8}
\end{equation*}
$$

Then $\lim F_{n}(u, v)=F(u, v)$ exists for any subinterval $[u, v]$ of [a,b]. It follows that we can find a subsequence $F_{n(j)}$ of $F_{n}$ such that

$$
\begin{equation*}
\sum_{i=1}^{k}\left|F_{n(j)}\left(a_{i}, b_{i}\right)-F\left(a_{i}, b_{i}\right)\right|<\epsilon 2^{-j} \tag{2.9}
\end{equation*}
$$

for any partial division as given above and for. $j=1,2, \ldots$ Then put

$$
\begin{equation*}
S_{j}([u, v])=\operatorname{Sup} \sum\left|F_{n(j)}\left(u^{\prime}, v^{\prime}\right)-F\left(u^{\prime}, v^{\prime}\right)\right| \tag{2.10}
\end{equation*}
$$

where the supremum is over all divisions of $[u, v]$, and put

$$
\begin{equation*}
S([u, v])=\sum_{j=1}^{\infty} s_{j}([u, v]) \tag{2.11}
\end{equation*}
$$

Then $S$ is a superadditive interval function and whenever $n(j) \geq N$, for every $[u, v] \subset[a, b]$, we have

$$
0=S([a, a]) \leq S([u, v])<\epsilon
$$

and

$$
\left|F_{n(j)}(u, v)-F(u, v)\right| \leq S([u, v])<\epsilon
$$

Hence the theorem is proved.
Corollary 2.3 Under the conditions of Theorem 2.2, we have $f \in(V)$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(V) \int_{a}^{b} f_{n}(x) d x=(V) \int_{a}^{b} f(x) d x \tag{2.12}
\end{equation*}
$$

Corollary 2.4 Theorem 2.2 holds true with (2.7) replaced by

$$
\begin{equation*}
\omega\left(F_{n}-F ;[u, v]\right) \leq S([u, v]) \tag{2.13}
\end{equation*}
$$

where $\omega$ denotes the oscillation of $F_{n}-F$ over $[u, v]$.
Corollary 2.5 (Monotone convergence theorem) If the following conditions are satisfied:
(i) $\quad f_{n}(x)$ tends to $f(x)$ almost everywhere in $[a, b]$ as $n \rightarrow \infty$ where $f_{n} \in(V), n=1,2, \ldots ;$
(ii) the primitive $F_{n}(x)$ of $f_{n}(x)$ converge to a limit function $F(x)$ for all $x$;
(iii)
$f_{1}(x) \leq f_{2}(x) \leq \ldots$, for $x$ belonging to $[a, b]$,
then $f \in(V)$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(V) \int_{a}^{b} f_{n}(x) d x=(V) \int_{a}^{b} f(x) d x \tag{2.14}
\end{equation*}
$$

Corollary 2.6 (Dominated convergence theorem) If the following conditions are satisfied:
(i) $\quad f_{n}(x)$ tends to $f(x)$ almost everywhere in $[a, b]$ as $n \rightarrow \infty$ where $f_{n} \in$ (V), $\mathrm{n}=1,2, \ldots$;
(ii) $g(x) \leq f_{n}(x) \leq h(x)$ almost everywhere in $[a, b], n=1,2, \ldots$, where $g, h \in(V)$, then $f \in(V)$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(V) \int_{a}^{b} f_{n}(x) d x-(V) \int_{a}^{b} f(x) d x \tag{2.16}
\end{equation*}
$$

## 3. The controlled convergence theorem

In this section, we shall establish a more general convergence theorem for the variational integral, namely, the controlled convergence theorem [4].

We state without proof a theorem [3] which we need later.

Theorem 3.1 If a function $F$ is absolutely continuous on [a,b], and if its derivative $F^{\prime}(x)=f(x)$ almost everywhere in $[a, b]$, then $f \in(V)$.

Lemma 3.2 If the following conditions are satisfied:
(i) $\quad f_{n}(x)$ tends to $f(x)$ almost everywhere in $[a, b]$ as $n \rightarrow \infty$ where $f_{n} \in(V), n=1,2, \ldots$;
(ii) the primitive $F_{n}$ of $f_{n}$ converges to a continuous function $F$ on $[a, b]$;
(iii) the primitive $F_{n}$ of $f_{n}$ is $A C_{*}(X)$ uniformly in $n$, i.e. $U A C_{*}(X)$, where $X$ is a closed subset of $[a, b]$,
then, for every $\epsilon>0$, there are at most finitely many points $X_{i} \in X$ for $i=1,2, \ldots, K$, an integer $N$, and $a \delta(\xi): X-\left\{x_{i} \mid i=1,2, \ldots, K\right\} \rightarrow(0, \infty)$ such that, for any $\delta$-fine partial division $P=\{[u, v] ; \xi\}$ with $\xi \in X-\left\{x_{i} \mid i=1,2, \ldots, K\right\}$ we have

$$
\begin{equation*}
\sum\left|F_{n}(u, v)-F(u, v)\right|<\epsilon \quad \text { for infinitely many } n \geq N \tag{3.1}
\end{equation*}
$$

Proof By conditions (ii) and (iii), $F$ is $A C_{\star}(X)$. Define $G_{n}(a)=F_{n}(a)$, $G_{n}(b)=F_{n}(b), G_{n}(x)=F_{n}(x)$ when $x \in X$ and linearly, on the complement of $X$.
We shall prove that $G_{n}$ is uniformly absolutely continuous on $[a, b]$.
Suppose $a, b \in X$ and $(a, b)-X=\bigcup_{j=1}^{\infty}\left(c_{j}, d_{j}\right)$. Since $F_{n}$ is UAC ${ }_{\star}(X)$, then, for every $\epsilon>0$, there is a $\eta>0$, for every sequence of non-overlapping intervals $\left\{\left[a_{i}, b_{i}\right]\right\}$ whenever $\sum_{i}\left(b_{i}-a_{i}\right)<\eta$ and $a_{i}, b_{i} \in X$ we have

$$
\begin{equation*}
\sum_{i} \omega\left(F_{n} ;\left[a_{i}, b_{i}\right]\right)<\epsilon \tag{3.2}
\end{equation*}
$$

Take an integer $K$ such that

$$
\begin{equation*}
\sum_{j \geq K+1}\left(d_{j}-c_{j}\right)<\eta \tag{3.3}
\end{equation*}
$$

Since $F_{n}(x)$ converges to $F(x)$ an $n \rightarrow \infty$, then there exists an integer $N^{*}$ such that, when $x-c_{j}$ or $d_{j}, j=1,2, \ldots, k$, for every $n \geq N^{*}$, we have

$$
\left|F_{n}(x)-F(x)\right|<\frac{1}{2}
$$

and consequently

$$
\left|F_{n}\left(c_{j}, d_{j}\right)-F\left(c_{j}, d_{j}\right)\right|<1
$$

Put

$$
\begin{aligned}
& \omega^{*}=\max \left\{\frac{\left|F\left(c_{j}, d_{j}\right)\right|+1}{d_{j}-c_{j}} ; j=1,2, \ldots, K\right\} \\
& \bar{\eta}=\min \left(\eta, \epsilon / \omega^{*}\right\}
\end{aligned}
$$

Then, for every sequence of non-overlapping intervals $\left\{\left[a_{i}, b_{i}\right]\right\}$, whenever $\sum_{i}\left(b_{i}-a_{i}\right)<\bar{\eta}$, and $n \geq N^{*}$, we have

$$
\begin{align*}
\sum_{i} \omega\left(G_{n} ;\left[a_{i}, b_{i}\right]\right) & \leq \sum_{1} \omega\left(G_{n} ; I_{1}\right)+\sum_{2} \omega\left(G_{n} ; I_{2}\right)+\sum_{3} \omega\left(G_{n} ; I_{3}\right) \\
& \leq 3 \epsilon \tag{3.5}
\end{align*}
$$

where each $\left[a_{i}, b_{i}\right]$ can be decomposed into at most three subintervals $I_{1}, I_{2}$ and $I_{3}$ such that $I_{1}, I_{2}$ and $I_{3}$ denote respectively the intervals for which (i) the endpoints of the intervals belong to $X$, (ii) the intervals are contained in $\left[c_{j}, d_{j}\right.$ ] where $j \leq K$, and (iii) the intervals are contained in $\left[c_{j}, d_{j}\right]$ where $\mathrm{j}>\mathrm{K}$, giving each term in inequality (3.5) less than $\epsilon$.

In fact for the second term, assuming $I_{2} \subset\left[c_{j}, d_{j}\right]$ for some $j$ we have

$$
\begin{align*}
\omega\left(G_{n} ; I_{2}\right) & =\left|G_{n}\left(I_{2}\right)\right|-\frac{\left|F_{n}\left(c_{j}, d_{j}\right)\right|}{d_{j}-c_{j}}\left|I_{2}\right| \\
& \leq \frac{\left|F\left(c_{j}, d_{j}\right)\right|+1}{d_{j}-c_{j}}\left|I_{2}\right| \leq \omega^{*}\left|I_{2}\right| . \tag{3.6}
\end{align*}
$$

Since $G_{n}$ is absolutely continuous on $[a, b]$ for $n=1,2, \ldots, N^{*}$, then we can modify the $\bar{\eta}$ suitably such that, for every $n$, the inequality (3.5) still holds. Then $G_{n}$ is uniformly absolutely continuous on $[a, b]$, and there exists $g_{n}(x)$ such that $G_{n}^{\prime}(x)=g_{n}(x)$ almost everywhere in $[a, b]$. For $n \geq 1$, we can prove that $g_{n}(x)$ is convergent almost everywhere in $[a, b]$. Since $G_{n}(x)$ and $F_{n}(x)$ are differentiable almost everywhere in $[a, b]$, we have $G_{n}^{\prime}(x)=F_{n}^{\prime}(x)=f_{n}(x)$ almost everywhere in $X$. Then $f_{n}(x)=g_{n}(x)$ almost everywhere in $X$.

Since

$$
g_{n}(x)=F_{n}\left(c_{j}, d_{j}\right) /\left(d_{j}-c_{j}\right) \quad \text { for } x \in\left(c_{j}, d_{j}\right)
$$

then $g_{n}(x)$ converges when $F_{n}(x)$ converges. It is easy to see that $G_{n}(x)$ converges to a limit function $G(x)$ as $n \rightarrow \infty$. Then, by Theorem 2.2, for every $\epsilon>0$, there exists an integer $N$, and there is a superadditive interval function $S$ such that, for infinitely many $n \geq N$ and every [ $u, v$ ] $C$ [ $a, b]$, we have

$$
0=S([a, a]) \leq S([a, b])<\epsilon
$$

and

$$
\begin{equation*}
\left|G_{n}(u, v)-G(u, v)\right| \leq S([u, v]) . \tag{3.7}
\end{equation*}
$$

Now define $\delta(\xi)$ on $X-\left\{c_{j}, d_{j} \mid j=1,2, \ldots, K\right\}$ such that $0<\delta(\xi)<d=\min \left(|\xi-x| ; x=c_{j}\right.$ or $d_{j}$ for $\left.j=1,2, \ldots, K\right)$. Then, for any $\delta$-fine partial division $P=\{[u, v] ; \xi\}$ with $\xi \in X$ -

$$
\begin{align*}
\left\{c_{j}, d_{j} \mid j=\right. & 1,2, \ldots, k\} \\
& \sum\left|F_{n}(u, v)-F(u, v)\right| \\
\leq & \sum\left|F_{n}(u, \xi)-F(u, \xi)\right|+\sum\left|F_{n}(\xi, v)-F(\xi, v)\right| \tag{3.8}
\end{align*}
$$

For the first term on the right side of inequality (3.8), no change is needed to change when $u$ belongs to $X$. When $u$ belongs to $\left(c_{j}, d_{j}\right), j>k$, then

$$
\begin{aligned}
& \left|F_{n}(u, \xi)-F(u, \xi)\right| \\
& \leq\left|F_{n}\left(u, d_{j}\right)-F\left(u, d_{j}\right)\right|+\left|F_{n}\left(d_{j}, \xi\right)-F\left(d_{j}, \xi\right)\right| \\
& \leq \omega\left(F_{n} ;\left[c_{j}, d_{j}\right]\right)+\omega\left(F ;\left[c_{j}, d_{j}\right]\right)+\left|G_{n}\left(d_{j}, \xi\right)-G\left(d_{j}, \xi\right)\right|
\end{aligned}
$$

and similarly for the second term on the right side of inequality (3.8). Then we obtain

$$
\begin{equation*}
\sum\left|F_{n}(u, v)-F(u, v)\right|<5 \epsilon . \tag{3.9}
\end{equation*}
$$

Theorem 3.3 (Controlled convergence theorem) If the following conditions are satisfied:

$$
\begin{align*}
& f_{n}(x) \text { tends to } f(x) \text { almost everywhere in }[a, b] \text { as } n \rightarrow \infty \text { where }  \tag{i}\\
& f_{n} \in(V), n=1,2, \ldots \tag{ii}
\end{align*}
$$

the primitives $F_{n}$ of $f_{n}$ converge to a continuous function $F$;
(iii)
the primitives $F_{n}$ of $f_{n}$ are UACG ${ }_{\star}$, i.e., $A C G_{\star}$ uniformly in $n$, then $f \in(V)$, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(V) \int_{\infty}^{b} f_{n}(x) d x=(V) \int_{a}^{b} f(x) d x \tag{3.10}
\end{equation*}
$$

Proof. Let $[a, b]=U_{i-1} X_{i}$ such that $F_{n} \in U A C_{*}\left(X_{i}\right)$ for each i. By Lemma 3.2, for each $X_{i}$ and every $\epsilon>0$, there is an integer $N_{i}$, and a positive function $\delta^{i}(\xi)$ defined on $X_{i}-G_{i}$ where $G_{i}$ is a finite subset of $X_{i}$, for any $\delta^{i}$-fine partial division $P=\{[u, v] ; \xi)$ with $\xi \in X_{i}-G_{i}$, we have

Put

$$
\sum\left|F_{n}(u, v)-F(u, v)\right|<\epsilon 2^{-i}, \quad n \geq N
$$

$$
\begin{equation*}
s_{i}([s, t])=\sup \sum\left|F_{n}(u, v)-F(u, v)\right| \tag{3.11}
\end{equation*}
$$

where $\sum$ is the sum over a $\delta^{i}$-fine partial division $P=\{[u, v] ; \xi\}$ of $[s, t]$ with $\xi \in\left(X_{i}-G_{i}\right) \cap[s, t]$, and the supremum is over all the above divisions of $[s, t]$. Then $S_{i}$ is a superadditive interval function, and when $n \geq N_{i}$, we have $0=S_{i}([a, a]) \leq S_{i}([a, b]) \leq \epsilon 2^{-i}$. Since $G=U_{i-1}^{\infty} G_{1}$ is a denumerable set, put $G=\left\{x_{k} \mid k=1,2, \ldots\right\}$. Since the $F_{n}(x)$ and $F(x)$ are continuous then define $\delta_{n}^{*}\left(x_{k}\right)$ at each point $x_{k}$ such that

$$
\begin{aligned}
& \omega\left(F_{n} ;\left[x_{k}-\delta_{n}^{*}\left(x_{k}\right), x_{k}+\delta_{n}^{*}\left(x_{k}\right)\right]\right)<\epsilon 2^{-k-n-1} \\
& \omega\left(F ;\left[x_{k}-\delta_{n}^{*}\left(x_{k}\right), x_{k}+\delta_{n}^{*}\left(x_{k}\right)\right]\right)<\epsilon 2^{-k-n-1}
\end{aligned}
$$

whenever $x_{k}-\delta_{n}^{*}\left(x_{k}\right)<u \leq x_{k} \leq v<x_{k}+\delta_{n}^{*}\left(x_{k}\right)$. Put

$$
\begin{equation*}
S_{0}([u, v])-\sum \epsilon 2^{-k} \tag{3.12}
\end{equation*}
$$

where $\sum$ sums over $x_{k}$ in $[u, v]$. Then $S_{0}$ is an additive interval function, and $0=S_{0}([a, a]) \leq S_{0}([a, b])<\epsilon . \quad$ Put

$$
\begin{equation*}
S([s, t])-\sum_{i}^{\infty} S_{i}([s, t])+S_{0}([s, t]) \tag{3.13}
\end{equation*}
$$

for $[s, t] \subset[a, b]$, then $S$ is a superadditive interval function, and $n \geq N_{i}$ we have $0-S([a, a]) \leq S([a, b]) \leq 2 \epsilon$. Put

$$
Y_{1}=X_{1}, \quad Y_{i}-X_{i}-u_{k=1}^{i-1} X_{k} \quad \text { for } i=2,3, \ldots
$$

Define $M(\xi)=N_{i}$ when $\xi \in Y_{i}$, and define $\delta_{m}(\xi)$ for infinitely many $m(\xi) \geq M(\xi)$ as follows: $\delta_{m}(\xi)=\delta^{i}(\xi)$ when $\xi \in Y_{i}-G$, and $\delta_{m}(\xi)=\delta_{m}^{\star}\left(x_{k}\right)$ when $\xi-x_{k} \in G$. Then

$$
\begin{equation*}
\left|F_{m(\xi)}(u, v)-F(u . v)\right| \leq S([u, v]) \tag{3.14}
\end{equation*}
$$

whenever $\xi-\delta_{m}(\xi)<u \leq \xi \leq v<\xi+\delta_{m}(\xi)$.

By the basic convergence theorem (Theorem 2.1), then $f \in(V)$, and the inequality (3.10) holds.
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