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 ON THE DANIÊLL INTEGRAL

 H. M. MacNeille in [2] suggested the following simple definition of Lebesgue

 integrable functions:

 A real function f ( defined on R") is Lebesgue integrable if there exists

 a sequence of step functions /1, /2. /3. • • • such that

 (*) £ Jl/«l<~,
 n-1

 (**) fix) - £/n(z) for every x£RN for which £ l/«(x)| <00.
 it- 1 n«l

 Systematic use of the above approach in [3] shows that it gives a very fast

 and natural way of developing the theory of Lebesgue integral as well as the

 Bochner integral. In this note we show that the same method can be successfully

 used to construct the Danieli integral. In the standard approach one has to

 introduce auxiliary spaces of the so-called "over-functions" and "under-f unctions"

 which are used only as a step in the construction and are not needed later. In the

 present method the integral and the space of integrable functions are introduced in

 one step without any additional constructions. Moreover, our approach simplifies

 proofs of important theorems on the integral.

 Some proofs in this note are adaptations of proofs of corresponding

 properties of the Lebesgue or Bochner integral in [3]. Other proofs are actually

 simpler in the abstract setting of the Danieli integral. Since the aim of this note is

 to show that the described approach simplifies the construction of the Danieli

 integral no proofs are omitted.

 It is interesting that although the Danieli integral is discussed in [3] the

 traditional approach is used.

 A triple (K, 'U, J) will be called a Danieli space if K is a nonempty set, 11
 is a Rie8z space (i.e., vector lattice) of real valued functions on X, and J is a real
 linear functional on 11 such that

 (1) J/^0 whenever /^0,

 (2) J/n-»0 for every non-increasing sequence of functions /n€lL such that

 /n(x)-»0 for every z€K.

 For the lattice operations we use the following notation: /U0- max (f, gì and

 f C'g « min(f,g).
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 Definition 1. Let / be a real function on K. If there exist functions

 fn Gil, n = 1,2,3, ...» such that

 (a) £jl/n|<»,
 n-1

 (b) fix) = £/n(x) for every x €K for which 2l/n(x)|<oo,
 n-1 n-«l

 then we write

 oo

 / Äcn }£fn or / /l+/2+/3 + - • •
 n-1

 A Danieli space J) will be called complete if / <=*q. implies that
 n-l

 /eoi.

 The symbol w ^ will be abbreviated to 44 ^ " whenever the Riesz space

 c U is unambiguous.

 Definition 2. Given a Danieli space (Kj'UjJ), denote by *11* the space
 of all real valued functions / on K for which there exists a sequence of functions

 oo

 fu /29 f 3f • • • such that / c* £ /n . For /E^* define

 IV - n- 2,I/~ 1 n- 1

 It is necessary to prove that the value J / is independent of a particular
 sequence { fn }. This easily follows from Theorem 4. In the proof of that theorem

 we use the following known lemma.

 Lenna 3. If the sequences (gn) and {Tin}, Qn, hn E IŁ, are non-decreasing

 and limhnix) <ilimQn(x) for every x£K,then
 n -too n -*oo

 lim. ihn ^ lim f On.
 n -»«• • n - J

 Proof. Fix ItGN. Since the functions hk - (hkDffn) (n«=l,2, . . . ) form a

 non-increasing sequence which converges to zero at every point of K, we have

 lim (K-Ja»*n(7„)) = o
 and hence

 «= lim JtfiicOgn) ^ lim^gn.

 By letting fc-*oo we obtain the desired inequality.



 Theorem 4. If f » £fn and /^0, then /n^O.
 n- 1 n-l

 oo .

 Proof. First note that (a) ensures the convergence of £ J/n. To show that
 n-1

 OO f
 2 J/« ^0, fix pEN. Then, for nGN, define
 n-l

 Ģn =* /i+. • • + /p + l/p+ll + • • • + l/p+nl

 and

 Tin "= 0n U 0.

 The sequences {on) and {Tin} are non-decreasing, On, Tin E SI and lim gn «= lim hn
 n -»» n-»w

 (possibly + 00). The equality of the limits follows from /^0 and (b). Therefore,

 lijn Jgn «= lirnjhn ^0, by Lemma 3. Thus

 J/l + - • • + J/p + Jl/p+ll + Jl/p+2l + • • . ^ 0.
 oo r

 Hence, by letting p -♦<», we obtain Jl/n^O. r
 n-l

 Corollary 5. // f and then £Í/n«=2Dj0n.
 n-l n-1 n-l n-1

 Proof. Since 0 fx - (/j + /2 - (/2 + . . . , we have
 00 ř 00 .

 2)j/» _2)J9" ^ 0.
 n-1 n-1

 Similarly

 00 r 00 r

 Zjin~ZJ/n ^0,
 n-l n-1

 and thus

 00 « 00 r

 EJtJ* ""2j/n •
 n-1 n-1

 Corollary 6. If /€11, then /€*11' and

 Proof. If /eH, then /~/+0+0+...

 Corollary 7. 11" is o vector space and J Is a linear functional on 11*.
 Moreover, if f,g E li* and f ■ś.g, then j'f ^ |*g.

 OO OO

 Proof . If / » 2 /"» 0 ^ £ 0" an<* X £ R» then
 n-1 n-1

 / + 0 ^ /l +01 +/2 +02 + • • •

 and

 X/ X/ 1 + X/ 2 + . . .
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 Consequently

 JV+*) - JV+f«
 and

 J*(X/) = xf/.
 If /»ffG'U* »nd / £Qt then 0-/6*11* and 0-/^0. Hence J(0- /);>0, by
 Theorem 4, and thus

 I"/*!'«-

 Theorem 8. If /ell*, then 1/16*11* and If ' /j^J ' 1/1» Moreover, if OO ' '

 / <=* 2 /n, then
 nmm 1

 J' l/l - Hmjl/l + . . .+/„|.

 OO

 Proof. Let / e-^D/n. Define
 n- 1

 Z - ÍiěK: Žl/n(x)|<oo}
 n-l

 and

 Sn = /1 ~ł~ • « • *f /»t Tl ™ 1,2,3, . • .

 Then fix) =« ¿imsn(x) for every z G Z. Hence also |/(x)| = lim|Sn(x)| for
 n - *oo n - »•©

 X EZ, i.e.,

 |/(x) I = ISiix) I + ( I s2(x) I - |Si(x) I) + ( l«3Íx) I - 's2(x) !) + ••• for xEZ.

 Put = Is J and gn = |Sn| - |sn_i| for n ^ 2. We will show that

 l/l <=* Ol +/l /l +02 +/2 ~ /2 + • • •

 To check (a) it suffices to note that for n ^ 2 we have

 l0n| = ||Sn| - |Sn- 1 1| ^ |Sn - Sn-ll Ä l/n|>

 and hence

 J lini £ Jl/»|.

 To verify (b) observe that

 I/ (x) I - £ 0n(x) for X € Z,
 n- 1

 and that the series

 0i(x) + /i(sb) - /l(x) + (72(x) + /2(x) - /2(x) + . . .

 is not absolutely convergent if xgZ. Thus l/lell*.

 Since /£|/| and - / £ I/ 1, we have J*/ l/l »«<* - J/^J l/l. by
 Corollary 7, and hence If 'UP' i-
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 Finally,

 J* l/l - río» - HmJlSnI - MrnJ|/i + . - .+/n|.
 71 "1

 Corollary 9. SI* is closed under the lattice operations.

 Proof. The assertion follows from

 /U<7 = i(/ +g + 'f-g'), fC'g = '{f + g-'f-g'),

 by Corollary 7 and Theorem 8.

 Lemma 10. If f G 'U", then for every e > 0 there exists a sequence of
 o©

 functions /i,/2> ... Gii such that f^^fn and
 oo . r» n_1
 E Jl/« . I ^ J r» I/I+«.
 n- 1

 OO OO r
 Proof. Let / e* £0* and £ I r Iffnl < Since, by Theorem 8,

 n-1 ni+1

 J l/l = iiin J 'Qx + . . . +gn|, there exists n2 GN such that

 Jl0i + . • .+0»l < J 1/1+2
 for every n^n2. Let n0 =maz(ni,n2). Define /i-=0i + . . . +Qn0 and

 /•» - Çno+n-i for n ^ 2. Then
 oo

 f - E/»
 n- 1

 and

 SÍI/-I ~ Jl(7i ~ł~ * • • +(7«ol +2 J Iff»* I ^ J I/ I ~ł~;| +1» ¿ n-l no+1 * ¿

 completing the proof.

 Theorem 11. If f ~ £/„ (/n G li*), íTien /G<U* ond * f */ «Ej*/«. n-1 * n-1

 Proof. Let /=«2/» (/«Gii*). Choose 0|nG*U, i, n G N, such that
 OO n_1

 fi - Z(?łn
 91*1

 and

 ŽJlOin' £ J*l/,l+2-i for ..
 Let { hn } be a sequence arranged from all the functions y¿n. Then clearly

 oo

 / =*
 n-1

 which implies / Gil* and J*/ -2 J*/».
 n- 1

 oil



 Corollary 12. For every non-increasing sequence of functions fn G 11*

 J#  fn -»O.

 Proof. It suffices to observe that

 0 Ä /l+(/2 - /l)+(/3 - /î) + • • •

 and use Theorem 11.

 Theorem 4, Corollary 7, Corollary 9, and Corollary 12 show that (K,1A*,J ) is

 a Danieli space. (K,1l*,J ) is a complete Danieli space, by Theorem 11. The above
 results constitute a proof of the following theorem.

 Theorem 13. Given a Danieli space (K.tl, J) there exists a smallest
 complete Danieli space (K, 11*, J ) such that 11 OU* and J / - J/ for all
 /en.

 Remark. In [4] the method of absolutely convergent series is used in the

 construction of the complete measure from a measure on an algebra of sets.

 The author whishes to thank the referees for helpful suggestions.
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