ON THE EQUIVALENCE BETWEEN SOME MULTIDIMENSIONAL HARDY-TYPE INEQUALITIES
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ABSTRACT. We prove and discuss some power weighted Hardy-type inequalities on finite and infinite sets. In particular, it is proved that these inequalities are equivalent because they can all be reduced to an elementary inequality, which can be proved by Jensen inequality. Moreover, the corresponding limit (Pólya–Knopp type) inequalities and equivalence theorem are proved. All constants in these inequalities are sharp.

1. Introduction

The study of what is today known as the classical Hardy inequality began in 1915 in an attempt by Hardy to find a new and more elementary proof of Hilbert inequality. In this process Hardy [3] in a note published in 1920 announced (without proof) that if $p > 1$ and $f$ is a nonnegative $p$–integrable function on $(0, \infty)$, then $f$ is integrable over the interval $(0, x)$ for each positive $x$ and that

$$\int_0^\infty \left( \frac{1}{x} \int_0^x f(t) dt \right)^p dx \leq \left( \frac{p}{p-1} \right)^p \int_0^\infty f^p(x) dx. \quad (1.1)$$

Inequality (1.1), which is usually called the classical Hardy inequality, was proved in 1925 by Hardy in [4]. Nowadays a well-known simple fact is that (1.1) can equivalently via the substitution $f(x) = h(x^{1-p})x^{-\frac{1}{p}}$, be rewritten in the
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form
\[ \int_0^\infty \left( \frac{1}{x} \int_0^x h(t) \, dt \right)^p \frac{dx}{x} \leq \int_0^\infty h^p(x) \frac{dx}{x} \]  
(1.2)
and in this form it even holds with equality when \( p = 1 \). Observe that inequality (1.2) can easily be proved by using Jensen inequality and the Fubini theorem. In this form Hardy inequality is a simple consequence of Jensen inequality but it was rather surprising that Hardy did not discovered this fact in the dramatic period of 10 years of research until he finally proved inequality (1.1) in his famous paper [4] from 1925 (see [6, 15, 16]). In fact, Jensen inequality was available since 1905 (see [8, 9]) and he made use of it in many other situations.

In 1965, Godunova [1] remarked this simple direct way of obtaining Hardy inequality via that convexity argument. However, Godunova result in [1] (see also [2]) seems to be fairly little referred to and almost unknown in the western literature. For this reason, the use of this simple convexity argument to obtain Hardy-type inequalities was rediscovered independently by Kaijser et al. [11] in 2002 (cf. also [7]). This was the starting point of many new developments of the subject. After that a great number of results based on this convexity argument have been presented (see e.g. [10, 14, 17, 18, 19, 20, 21, 22, 23, 24] and the PhD thesis [13]) and the references cited therein.

Let us just mention the following special case of a recent result in [24]:

**Theorem 1.1.** (a): Let \( 0 < l \leq \infty, p \in \mathbb{R}_+ \setminus \{0\} \) and let \( f \) be a nonnegative and measurable function on \((0, l]\). Then
\[ \int_0^l \left( \frac{1}{x} \int_0^x f(y) \, dy \right)^p x^\epsilon \, dx \]
\[ \leq \left( \frac{p}{p - 1 - \epsilon} \right)^p \int_0^l f^p(x) x^\epsilon \left[ 1 - \left( \frac{x}{l} \right)^{\frac{p-\epsilon-1}{p}} \right] \, dx \]  
(1.3)
holds if
\[ (i) \quad p \geq 1, \epsilon < p - 1 \]
or
\[ (ii) \quad p < 0, \epsilon > p - 1. \]
(b): Let \( 0 \leq l < \infty, p \in \mathbb{R}_+ \setminus \{0\} \) and let \( f \) be a nonnegative and measurable function on \([l, \infty]\). Then
\[ \int_l^\infty \left( \frac{1}{x} \int_x^\infty f(y) \, dy \right)^p x^\epsilon_0 \, dx \]
\[ \leq \left( \frac{p}{\epsilon_0 + 1 - p} \right)^p \int_l^\infty f^p(x) x^\epsilon_0 \left[ 1 - \left( \frac{l}{x} \right)^{\frac{\epsilon_0+1-p}{p}} \right] \, dx \]  
(1.4)
holds if
\[ (iii) \quad p \geq 1, \epsilon_0 > p - 1 \]
or
\[ (iv) \quad p < 0, \epsilon_0 < p - 1. \]
(c): All the inequalities above (for all parameters \( \epsilon, \epsilon_0 \) and \( p \)) are equivalent to the basic inequality:

\[
\int_0^l \left( \frac{1}{x} \int_0^x g(y) \, dy \right)^p \frac{dx}{x} \leq 1 \int_0^l g^p(x) \left( 1 - \frac{x}{l} \right) \frac{dx}{x}.
\]

(1.5)

(d): All the inequalities above (i.e. (1.3) - (1.5)) hold in the reversed direction and are sharp.

Remark 1.2. (1) All the inequalities above hold in the reversed direction and are sharp for the case \( 0 < p \leq 1 \).

(2) The proof of (1.5) is in fact just a simple application of Jensen inequality and Fubini theorem.

(3) In particular, by using Theorem 1.1 with \( l = \infty \) we see that Hardy’s first “generalization” from 1928 (see [5]) is not a generalization, in fact it is equivalent to his original inequality (1.1).

In Section 2 of this paper we prove a multidimensional equivalence theorem concerning Hardy-type inequalities, which for \( n = 1 \) contains Theorem 1.1 (see Theorem 2.3). Moreover, in Section 3 we prove a limit result (when \( p \to \infty \)) of this result, which may be regarded as a equivalence between some multidimensional inequalities of Pólya–Knopp type (see Theorem 3.1).

2. The main equivalence theorem concerning multidimensional Hardy-Type inequalities

Here and in the sequel we use the boldhead notation \( \mathbf{l} \) for \((l_1, \cdots, l_n)\). Correspondingly, \((\mathbf{0}, \mathbf{l})\) means the set \((0, l_1) \times (0, l_2) \times \cdots \times (0, l_n)\), \(d\mathbf{x} = dx_1dx_2 \cdots dx_n\) and \(u^p = (u_1 \cdots u_n)^p\). Before we state the main theorem in this section we need the following Lemma of independent interest:

**Lemma 2.1.** Let \( n \in \mathbb{Z}_+ \) and \( g \) be a non-negative and measurable function on \((\mathbf{0}, \mathbf{l})\), \( 0 < l_i \leq \infty, i = 1, 2, \cdots, n \).

(a): If \( p \geq 1 \) or \( p < 0 \), then

\[
\int_{l_1}^{l_1} \cdots \int_{l_n}^{l_n} \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} g(y) \, dy \right)^p \frac{dx}{x_1 \cdots x_n} \leq 1 \int_{l_1}^{l_1} \cdots \int_{l_n}^{l_n} g^p(y) \prod_{i=1}^n \left( 1 - \frac{y_i}{l_i} \right) \frac{dy}{y_1 \cdots y_n}.
\]

(2.1)

(in case \( p < 0 \) we assume that \( g(x) > 0 \) for \( 0 < x_i \leq b_i \)).

(b): If \( 0 < p \leq 1 \), then inequality (2.1) holds in the reversed direction.

(c): The constant \( C = 1 \) in (2.1) is sharp in both cases (a) and (b), respectively.

**Remark 2.2.** For the case \( n = 1 \) Lemma 2.1 reduces to Theorem 2.1 in [24].
Proof. (a) By applying Jensen inequality with the convex function \( \phi(u) = u^p \), \( p \geq 1 \) or \( p < 0 \) and Fubini theorem we have that
\[
\int_0^{l_1} \cdots \int_0^{l_n} \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} g(y) \, dy \right)^p \frac{dx}{x_1 \cdots x_n} \\
\leq \int_0^{l_1} \cdots \int_0^{l_n} \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} g^p(y) \, dy \cdot \frac{dx}{x_1 \cdots x_n} \\
= \int_0^{l_1} \cdots \int_0^{l_n} g^p(y) \left( \int_0^{x_1} \cdots \int_0^{x_n} \frac{dx}{x_1^2 \cdots x_n^2} \right) \, dy \\
= \int_0^{l_1} \cdots \int_0^{l_n} g^p(y) \prod_{i=1}^n \left( 1 - \frac{y_i}{l_i} \right) \frac{dy}{y_1 \cdots y_n}. \tag{2.2}
\]

(b) The proof of the case \( 0 < p \leq 1 \) is similar to the proof of (a) except that the only inequality (2.2) in the proof holds in the reversed direction.

(c) The proof that the constant \( C = 1 \) in (a) is sharp follows by first considering the case in which the \( l_i < \infty, i = 1, 2, \ldots, n \). We assume on the contrary that
\[
\int_0^{l_1} \cdots \int_0^{l_n} \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} g(y) \, dy \right)^p \frac{dx}{x_1 \cdots x_n} \\
\leq C \int_0^{l_1} \cdots \int_0^{l_n} g^p(x) \prod_{i=1}^n \left( 1 - \frac{x_i}{l_i} \right) \frac{dx}{x_1 \cdots x_n} \tag{2.3}
\]
for all nonnegative measurable functions \( g \) on \((0,1)\) with some constants \( C, 0 < C < 1 \).

Now suppose that \( p \geq 1 \) and \( \epsilon > 0 \) and let \( g_\epsilon(x) = x^\epsilon \). By substituting this function \( g_\epsilon(x) \) into inequality (2.3) yields
\[
C \geq (\epsilon p + 1)^n(\epsilon + 1)^{-np}.
\]

Now, by letting \( \epsilon \to 0^+ \) we obtain that \( C \geq 1 \), contradicting our assumption that \( 0 < C < 1 \). This contradiction shows that the best constant in (2.1) is \( C = 1 \). For the case \( p < 0 \) we just use the test function \( g_\epsilon(x) = x^\epsilon \) with \( \epsilon < 0 \) and do similar calculations as above to see that the constant \( C = 1 \) is sharp also in this case.

The proof that \( C = 1 \) is sharp also for the case \( 0 < p \leq 1 \) is similar and just omitted.

Finally, for the case when one or more of the numbers \( l_i = \infty \), the sharpness follows by making a limit procedure with the results above in mind and the proof is complete. \( \square \)

We are now ready to state our main result in this section:

**Theorem 2.3.** Let \( 0 \leq l_i \leq \infty, i = 1, 2, \ldots, n, n \in \mathbb{Z}_+, p \in \mathbb{R}_+ \setminus \{0\}, \epsilon \in \mathbb{R}, \epsilon_0 = 2p - \epsilon - 2, \) and let \( f \) be a nonnegative function.
(a): If \( f \) is a measurable function on \((0, 1]\), then
\[
\int_0^{l_1} \cdots \int_0^{l_n} \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} f(y) dy \right)^p \prod_{i=1}^n x_i^\epsilon \, dx \\
\leq \left( \frac{p}{p-1-\epsilon} \right)^n \int_0^{l_1} \cdots \int_0^{l_n} f^p(x) \prod_{i=1}^n \left[ 1 - \left( \frac{x_i}{l_i} \right)^{\frac{p-1-\epsilon}{p}} \right] \\
\times \prod_{i=1}^n x_i^\epsilon \, dx
\]  
(2.4)
holds for the following cases:
\[(i) \quad p \geq 1, \; \epsilon < p - 1,
(ii) \quad p < 0, \; \epsilon > p - 1.\]

(b): For the case \(0 < p \leq 1, \epsilon < p - 1\), inequality (2.4) holds in the reversed direction.

(c): If \( f \) is a measurable function on \([1, \infty)\), then
\[
\int_1^{\infty} \cdots \int_1^{\infty} \left( \frac{1}{x_1 \cdots x_n} \int_1^{x_1} \cdots \int_1^{x_n} f(y) dy \right)^p \prod_{i=1}^n x_i^{\epsilon_0} \, dx \\
\leq \left( \frac{p}{\epsilon_0 + 1 - p} \right)^n \int_1^{\infty} \cdots \int_1^{\infty} f^p(x) \prod_{i=1}^n \left[ 1 - \left( \frac{l_i}{x_i} \right)^{\frac{\epsilon_0 + 1 - p}{p}} \right] \\
\times \prod_{i=1}^n x_i^{\epsilon_0} \, dx
\]  
(2.5)
holds for the following cases:
\[(iii) \quad p \geq 1, \; \epsilon_0 > p - 1,
(iv) \quad p < 0, \; \epsilon_0 < p - 1.\]

(d): For the case \(0 < p \leq 1, \epsilon_0 > p - 1\), inequality (2.5) holds in the reversed direction.

(e): All the inequalities above are sharp.

(f): All the inequalities above are equivalent to the basic inequality (2.1) for \(p \geq 1\) and \(p < 0\) and equivalent to the reverse inequality for \(0 < p < 1\) (and thus equivalent to each other) via suitable substitutions.

**Remark 2.4.** By setting \(n = 1\) in Theorem 2.3 we obtain a slightly more precise version of Theorem 2.4 in [24].

**Proof.** First we consider inequality (2.4) for the case \((i)\) and show that it is equivalent to the inequality (2.1). The crucial step here is to rewrite the inequality (2.4) with \(l_0 = (a_1, a_2, \cdots, a_n) \in (0, \infty]\) and the function \(g : (0, 1) \to \mathbb{R}\), instead of \(l\) and \(f\), respectively, where \(a_i = l_i^{\frac{p-1-\epsilon}{p}}, i = 1, 2, \cdots, n\), and
\[
f(x) = g(x_1^{\frac{p-1-\epsilon}{p}}, \cdots, x_n^{\frac{p-1-\epsilon}{p}}) \prod_{i=1}^n x_i^{\frac{p-1-\epsilon}{p}}.
\]
By using this and suitable substitutions, the left hand side of inequality (2.4) in this setting becomes

\[
\int_0^{a_1} \cdots \int_0^{a_n} \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} g(y_1^{p-1-\epsilon}, \ldots, y_n^{p-1-\epsilon}) \prod_{i=1}^{n} y_i^{\frac{\epsilon+1}{p}} dy \right)^p \prod_{i=1}^{n} x_i^\epsilon dx
\]

\[
= \left( \frac{p}{p - 1 - \epsilon} \right)^{np} \int_0^{a_1} \cdots \int_0^{a_n} \left( \prod_{i=1}^{n} x_i^{\frac{p-1-\epsilon}{p}} \right)^{p-1} \int_0^{y_1} \cdots \int_0^{y_n} g(s) ds \right)^p \left( \prod_{i=1}^{n} y_i \right)^{-1} dx
\]

Similarly, the right hand side yields

\[
\left( \frac{p}{p - 1 - \epsilon} \right)^{np} \int_0^{a_1} \cdots \int_0^{a_n} g^p(x_1^{\frac{p-1-\epsilon}{p}}, \ldots, x_n^{\frac{p-1-\epsilon}{p}}) \prod_{i=1}^{n} \left[ 1 - \left( \frac{x_i}{l_i} \right)^{\frac{p-1-\epsilon}{p}} \right] \prod_{i=1}^{n} y_i^{-1} dy
\]

Since we have only equalities in the calculations above we conclude that (2.1) and (2.4) are equivalent and, hence, by Lemma 2.1 (a), the proof of case (i) follows.

For the case (ii) all calculations above hold true and, hence, according to Lemma 2.1, inequality (2.1) also holds in this case and, thus, (a) is proved also for the case (ii).

For the case 0 < p ≤ 1, \( \epsilon < p - 1 \), all the calculations above are still valid and so (2.1) holds in the reversed direction according to Lemma 2.1. Hence, (b) is proved.

For the proof of (c) we consider inequality (2.4) with \( f(x) \) replaced by \( f \left( \frac{1}{x_1}, \frac{1}{x_2}, \ldots, \frac{1}{x_n} \right) \), with \( \epsilon \) replaced by \( \epsilon_0 \) to be chosen later on and \( l \) replaced by \( l_0 = \left( \frac{1}{l_1}, \frac{1}{l_2}, \ldots, \frac{1}{l_n} \right) \) to obtain that
By making use of suitable substitution and putting \( \frac{f(s)}{s_1^{n_1} \cdots s_n^{n_n}} = g(s) \) we find that the left hand side (LHS) of (2.6) yields

\[
LHS = \int_0^\frac{1}{n_1} \cdots \int_0^\frac{1}{n_n} \left( \frac{1}{x_1 \cdots x_n} \int_0^\frac{1}{x_n} \cdots \int_0^\frac{1}{x_1} f(s) \int_0^\infty \frac{f(s)}{s_1^{n_1} \cdots s_2^{n_2}} ds \right)^p \prod_{i=1}^n x_i^{\epsilon_i} dx
\]

\[
= \int_0^\infty \cdots \int_0^\infty \left( \frac{1}{y_1 \cdots y_n} \int_0^{\frac{1}{y_n}} \cdots \int_0^{\frac{1}{y_1}} \frac{f(s)}{s_1^{n_1} \cdots s_2^{n_2}} ds \right)^p \prod_{i=1}^n y_i^{\epsilon_i - 2} dy
\]

Moreover, the right hand side (RHS) of (2.6) in this setting can with similar substitutions be rewritten as follows:

\[
RHS = \left( \frac{p}{p - 1 - \epsilon_0} \right)^{np} \int_{l_1}^\infty \cdots \int_{l_n}^\infty f^p(y) \prod_{i=1}^n \left[ 1 - \left( \frac{l_i}{y_i} \right)^{p - \epsilon_0 - 1} \right]
\]

\[
= \left( \frac{p}{p - 1 - \epsilon_0} \right)^{np} \int_{l_1}^\infty \cdots \int_{l_n}^\infty g^p(y) \prod_{i=1}^n \left[ 1 - \left( \frac{l_i}{y_i} \right)^{p - \epsilon_0 - 1} \right]
\]

By replacing \( 2p - \epsilon_0 - 2 \) by \( \epsilon \) and \( g \) by \( f \) we obtain that \( \epsilon_0 = 2p - \epsilon - 2 \), so that \( p - 1 - \epsilon_0 = \epsilon + 1 - p \).
Then, from (2.6), (2.7) and (2.8) we obtain that
\[
\int_{l_1}^{\infty} \cdots \int_{l_n}^{\infty} \left( \frac{1}{x_1 \cdots x_n} \int_{x_1}^{\infty} \cdots \int_{x_n}^{\infty} f(s) ds \right) \prod_{i=1}^{n} x_i dy \\
\leq \left( \frac{p}{\epsilon + 1 - p} \right)^n \int_{l_1}^{\infty} \cdots \int_{l_n}^{\infty} f^p(x) \prod_{i=1}^{n} \left[ 1 - \left( \frac{l_i}{x_i} \right)^{\frac{\epsilon + 1 - p}{p}} \right] \prod_{i=1}^{n} x_i^p dx.
\]
Furthermore,
\[
\epsilon_0 < p - 1 \iff 2p - \epsilon - 2 < p - 1 \iff \epsilon > p - 1.
\]
Thus (c) with the conditions (iii) and (iv) is equivalent to (a) with the conditions (i) and (ii), respectively and, hence, also (c) is proved.

For the proof of (d) we just note that the above calculations in this case hold too and that the only inequality from Lemma 2.1 holds in the reversed direction.

Finally, we note that the above proof consists of suitable substitutions and equalities to reduce all inequalities to the sharp inequality (2.1) and we obtain a proof also of the statements (e) and (f) according to Lemma 2.1. The proof is complete. \(\square\)

3. A LIMIT RESULT AND CONCLUDING REMARKS AND EXAMPLES

Our main result in this Section is the following (limit) equivalence theorem between some multidimensional Pólya–Knopp type inequalities.

**Theorem 3.1.** Let \(0 \leq l_i \leq \infty, n = 1, 2, \cdots, n, n \in \mathbb{Z}_+, \epsilon \in \mathbb{R}_+ \setminus \{0\}, \epsilon_0 = -2 - \epsilon\) and let \(f\) be a nonnegative function.

(a): If \(f\) is a measurable function on \((0, 1]\), then
\[
\int_{0}^{l_1} \cdots \int_{0}^{l_n} \exp \left( \frac{1}{x_1 \cdots x_n} \int_{0}^{x_1} \cdots \int_{0}^{x_n} \ln f(y) dy \right) \prod_{i=1}^{n} x_i^\epsilon dy \\
\leq e^{(1 + \epsilon)n} \int_{0}^{l_1} \cdots \int_{0}^{l_n} f(x) \prod_{i=1}^{n} \left( 1 - \frac{x_i}{l_i} \right) \prod_{i=1}^{n} x_i^\epsilon dx.
\]
(b): If \(f\) is a measurable function on \([1, \infty)\), then
\[
\int_{l_1}^{\infty} \cdots \int_{l_n}^{\infty} \exp \left( x_1 \cdots x_n \int_{x_1}^{\infty} \cdots \int_{x_n}^{\infty} \ln f(y) \left( \prod_{i=1}^{n} y_i^2 \right)^{-1} dy \right) \\
\times \prod_{i=1}^{n} x_i^{\epsilon_0} dx \\
\leq e^{-(1 + \epsilon_0)n} \int_{l_1}^{\infty} \cdots \int_{l_n}^{\infty} f(x) \prod_{i=1}^{n} \left( 1 - \frac{l_i}{x_i} \right) \prod_{i=1}^{n} x_i^{\epsilon_0} dx.
\]
(c): The inequalities in (a) and (b) are equivalent.
(d): The constants in both (3.1) and (3.2) are sharp.
Proof. First we replace \( f(x) \) by \((f(x))^{\frac{1}{p}}\) in (2.4) for the case \( p > 1 \) and we obtain that

\[
\int_{0}^{l_1} \cdots \int_{0}^{l_n} \left( \frac{1}{x_1 \cdots x_n} \int_{0}^{x_1} \cdots \int_{0}^{x_n} (f(y))^{\frac{1}{p}} \, dy \right) p \prod_{i=1}^{n} x_i^\epsilon \, dx
\]

\[
\leq \left( \frac{p}{p - 1 - \epsilon} \right)^n \int_{0}^{l_1} \cdots \int_{0}^{l_n} f(x) \prod_{i=1}^{n} \left[ 1 - \left( \frac{x_i}{l_i} \right)^{\frac{p - 1 - \epsilon}{p}} \right] \prod_{i=1}^{n} x_i^\epsilon \, dx.
\]

By letting \( p \to \infty \) it yields that

\[
\left( \frac{p}{p - 1 - \epsilon} \right)^n \to e^{(1+\epsilon)n} \quad \text{and} \quad \frac{p - 1 - \epsilon}{p} \to 1
\]

(3.4)

and

\[
\left( \frac{1}{x_1 \cdots x_n} \int_{0}^{x_1} \cdots \int_{0}^{x_n} (f(y))^{\frac{1}{p}} \, dy \right)^p \to \exp \left( \frac{1}{x_1 \cdots x_n} \int_{0}^{x_1} \cdots \int_{0}^{x_n} \ln f(y) \, dy \right)
\]

(3.5)

(the scale of power means \( \mathcal{P}_\alpha, \alpha = \frac{1}{p}, \) converges to the geometric mean \( \mathcal{P}_0 \) when \( \alpha \to 0 \)). The proof of (3.1) follows by just combining (3.3) - (3.5).

For the proof of (b) we first use the substitutions \( y_i = \frac{1}{z_i}, i = 1, \ldots, n, \) in (3.1) so that \( dy = - (\prod_{i=1}^{n} z_i^2)^{-1} \, dz \) and find that the left hand side (LHS) in (3.1) is equal to

\[
\text{LHS} = \int_{0}^{l_1} \cdots \int_{0}^{l_n} \exp \left( \frac{1}{x_1 \cdots x_n} \int_{\frac{1}{x_1}}^{\infty} \cdots \int_{\frac{1}{x_n}}^{\infty} \ln f \left( \frac{1}{z_1}, \ldots, \frac{1}{z_n} \right) \left( \prod_{i=1}^{n} z_i^2 \right)^{-1} \, dz \right)
\]

\[
\times \prod_{i=1}^{n} x_i^\epsilon \, dx.
\]

(3.6)

We replace the function \( f \left( \frac{1}{z_1}, \ldots, \frac{1}{z_n} \right) \) by \( g(z_1, \ldots, z_n) \) and make the substitutions \( y_i = \frac{1}{z_i}, i = 1, 2, \ldots, n, \) to find that

\[
\text{LHS} = \int_{\frac{1}{l_1}}^{\infty} \cdots \int_{\frac{1}{l_n}}^{\infty} \exp \left( y_1 \cdots y_n \int_{y_1}^{\infty} \cdots \int_{y_n}^{\infty} \ln g(z) \left( \prod_{i=1}^{n} z_i^2 \right)^{-1} \, dz \right) \prod_{i=1}^{n} y_i^{2-\epsilon} \, dy.
\]

By making the similar substitutions and manipulations to the right hand side (RHS) of (3.1) we find that

\[
(RHS) \ e^{-(1+\epsilon)n} = \int_{\frac{1}{l_1}}^{\infty} \cdots \int_{\frac{1}{l_n}}^{\infty} g(y_1, \ldots, y_n) \prod_{i=1}^{n} \left( 1 - \frac{1}{y_i l_i} \right) \prod_{i=1}^{n} y_i^{-2-\epsilon} \, dy.
\]

(3.7)

By replacing \( l_i \) by \( \frac{l_i}{y_i} \), \( g(x) \) by \( f(x) \) and combining (3.6) and (3.7) we obtain (3.2) so also (3.2) is proved.

The sharpness of the constant \( e^{(1+\epsilon)n} \) in (3.1) is just a consequence of the sharpness of the inequalities (2.4) for all \( p > 1 \) and a continuity argument. Since all calculations above only consist of equalities, it is clear that also the constant
\(e^{-(1+\epsilon_0)n}\) in (3.2) is sharp and that in fact the inequalities (3.1) and (3.2) are equivalent. The proof is complete. \(\square\)

**Example 3.2.** Let \(\epsilon = 0\) and all \(l'_i s = \infty\). Then the inequality (3.1) reads:

\[
\int_0^\infty \cdots \int_0^\infty \exp \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} \ln f(y) dy \right) dx \\
\leq e^n \int_0^\infty \cdots \int_0^\infty f(x) dx
\]

(3.8)

and with \(\epsilon_0 = 0\) and all \(l'_i s = 0\), then inequality (3.2) reads

\[
\int_0^\infty \cdots \int_0^\infty \exp \left( x_1 \cdots x_n \int_0^{x_1} \cdots \int_0^{x_n} \ln f(y) \left( \prod_{i=1}^n y_i^2 \right)^{-1} dy \right) dx \\
\leq e^{-n} \int_0^\infty \cdots \int_0^\infty f(x) dx.
\]

(3.9)

Both of the constants \(e^n\) and \(e^{-n}\) are sharp.

**Remark 3.3.** For the case \(n = 1\), (3.8) coincides with the classical Pólya–Knopp inequality (see [12])

\[
\int_0^\infty \exp \left( \frac{1}{x} \int_0^x \ln f(y) dy \right) dx \leq e \int_0^\infty f(x) dx
\]

and (3.9) corresponds to the inequality

\[
\int_0^\infty \left( \exp x \int_x^\infty \ln f(y) \frac{1}{y^2} dy \right) dx \leq e^{-1} \int_0^\infty f(x) dx.
\]

**Example 3.4.** Another important special case of Theorem 3.1 is obtained by choosing \(\epsilon = -1\) and \(l'_i s = \infty\) in (3.1) and \(\epsilon_0 = -1\) and all \(l'_i s = 0\) in (3.2). Then we obtain the following equivalent and sharp Pólya–Knopp-type inequalities:

\[
\int_0^\infty \cdots \int_0^\infty \exp \left( \frac{1}{x_1 \cdots x_n} \int_0^{x_1} \cdots \int_0^{x_n} \ln f(y) dy \right) \left( \prod_{i=1}^n x_i \right)^{-1} dx \\
\leq \int_0^\infty \cdots \int_0^\infty f(x) \left( \prod_{i=1}^n x_i \right)^{-1} dx
\]

(3.10)

and

\[
\int_0^\infty \cdots \int_0^\infty \exp \left( x_1 \cdots x_n \int_0^{x_1} \cdots \int_0^{x_n} \ln f(y) \left( \prod_{i=1}^n y_i^2 \right)^{-1} dy \right) \left( \prod_{i=1}^n x_i \right)^{-1} dx \\
\leq \int_0^\infty \cdots \int_0^\infty f(x) \left( \prod_{i=1}^n x_i \right)^{-1} dx.
\]

(3.11)

**Remark 3.5.** We believe that the information in Example 3.4 is new also for the case \(n = 1\). Moreover, (3.10) may be regarded as a limit case of (2.1) when all
\[ l'_i = \infty \] and (3.11) may be regarded as the limit case of the corresponding dual version of (2.1).

**Remark 3.6.** The inequality (3.2) can also be proved directly by using (2.5) and discussing as in the proof of (3.1). In fact, by replacing \( f(x) \) by \( (f(x))^{\frac{1}{p}} \prod_{i=1}^{n} x_i^2 \) in (2.5) we find that (note that \( \epsilon_0 = 2p - \epsilon - 2 \))

\[
\int_{l_1}^{\infty} \cdots \int_{l_n}^{\infty} (x_1 \cdots x_n) \left( \int_{x_1}^{\infty} \cdots \int_{x_n}^{\infty} (f(y))^{\frac{1}{p}} \left( \prod_{i=1}^{n} y_i^2 \right)^{-1} \, dy \right)^{\frac{1}{p}} \prod_{i=1}^{n} x_i^{-\epsilon - 2} \, dx \\
\leq \left( \frac{p}{\epsilon_0 + 1 - p} \right)^{np} \int_{l_1}^{\infty} \cdots \int_{l_n}^{\infty} f(x) \prod_{i=1}^{n} \left( 1 - \left( \frac{l_i}{x_i} \right)^{\epsilon_0 + 1 - p} \right) x^{-\epsilon - 2} \, dx \quad (3.12)
\]

Now we let \( p \to \infty \) and note that then

\[
\left( \frac{p}{\epsilon_0 + 1 - p} \right)^{np} = \left( \frac{p}{p - 1 - \epsilon} \right)^{np} \to e^{(1+\epsilon)n} \quad (3.13)
\]

\[
\frac{\epsilon_0 + 1 - p}{p} = \frac{p - \epsilon - 1}{p} \to 1, \quad (3.14)
\]

and

\[
\left( x_1 \cdots x_n \int_{x_1}^{\infty} \cdots \int_{x_n}^{\infty} (f(y))^{\frac{1}{p}} \left( \prod_{i=1}^{n} y_i^2 \right)^{-1} \, dy \right)^{p} \\
\to \exp \left[ x_1 \cdots x_n \int_{x_1}^{\infty} \cdots \int_{x_n}^{\infty} \exp f(y) \left( \prod_{i=1}^{n} y_i^2 \right)^{-1} \, dy \right]. \quad (3.15)
\]

(The scale of Power means \( P_{\alpha}, \alpha = \frac{1}{p} \), of the function \( f(y) \) over the set \( (x_1, \infty) \times (x_2, \infty) \times \cdots \times (x_n, \infty) \) with measure \( x_1 \cdots x_n \left( \prod_{i=1}^{n} y_i^2 \right)^{-1} \, dy \) converges to the geometric mean \( P_0 \) when \( \alpha \to 0^+ \).) By now replacing \( -\epsilon - 2 \) by \( \epsilon_0 \) and combining (3.12)-(3.15) we obtain (3.2).
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