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Abstract. Using strong commuting self-adjoint operators in the Minkowski space,

we showed that the operator concerning a neutral particle with an anomalous magnetic

moment is related to that of a free particle by a non-unitary transformation.
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1. Introduction

The Green’s functions of the Klein-Gordon equation and the Dirac equa-
tion in an external electromagnetic field were computed algebraically by
Vaidya et al. [V-F-H] and Vaidya and Hott [V-H]. In the preceding papers
([A-T] and [T]), we found that some ideas in [V-F-H] and [V-H] could be
justified from the view point of operator theory. And we have developed an
operator theory concerning a family of strongly commuting self-adjoint op-
erators in L2(Rd) and

⊕m
k=1 L2(Rd) (m ≥ 2) and applied the theory to the

external field problem of a charged particle. Vaidya and Silva Filho [V-S]
also algebraically computed Green’s functions for a neutral particle with
an anomalous magnetic moment in an external plane-wave electromagnetic
field. The Green’s function G(x, x′) for a spin- 1

2 neutral particle with an
anomalous magnetic moment in an external plane-wave field Fµν satisfies
the following equation,

(
γµpµ − aσ · F −m

)
G(x, x′) = δ(x− x′), (1)

where δ(x−x′) is the Dirac’s delta-distribution on R4×R4, γµ (µ = 0, 1, 2, 3)
are the gamma matrices, i.e., γ0 is a 4× 4 Hermitian matrix, γj (j = 1, 2, 3)
is a 4× 4 anti-Hermitian matrix such that γ2

0 = E, γ2
j = −E (E is the 4× 4
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unit matrix) and γµγν = −γνγµ, µ 6= ν, µ, ν = 0, 1, 2, 3, and σ ·F = σµνFµν

with σµν = i
2 (γµγν −γνγµ) (µ, ν = 0, 1, 2, 3). Note that, in what follows, we

obey the Einstein’s rule as to summation with Greek indices. In [V-S], they
found algebraically an operator W satisfying

WγµpµW−1 = γµpµ − aσ · F, (2)

and showed that the Green function for a particle with an anomalous mag-
netic moment is also related to that for a free particle.

In this paper, we apply the operator theory developed in [A-T] and
[T] and justify the result of [V-S] and compute a Green’s function for a
spin- 1

2 neutral particle with an anomalous magnetic moment. Since some
γµ are symmetric and some are anti-symmetric as matrices, we found that
γµpµ−aσ ·F is not unitarily equaivarent to γµpµ. However, we obtained W

in (2) as an operator on a dense domain as shown in Theorem 2.3 in Section
2. In Section 3, we discuss the corresponding integral kernels and then, in
Section 4, we apply these results to the external field problem.

2. Operator calculus in the Minkowski space

We first introduce some basic symbols. Let d ≥ 2 be a natural number
and (gµν)µ,ν=0,...,d−1 be the metric tensor of the d-dimensional Minkowski
space Md with

gµν =





1 (µ = ν = 0)

−1 (µ = ν 6= 0)

0 (otherwise)

(µ, ν = 0, 1, . . . , d− 1). (3)

We denote a vector in Md (or the Euclidean space Rd) as x =
(x0, x1, . . . , xd−1). For xµ and (gµν)µ,ν=0,1,...,d−1, the metric tensor of Md

(or d× d matrix) defined in (3), we define xµ by

xµ = gµνxν . (4)

The indefinite inner product of Md is given by

xy = xµyµ = gµνxνyµ = x0y0 −
d−1∑

j=1

xjyj . (5)
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We can also write xy = xµyµ. The inverse of the matrix g =
(gµν)µ,ν=0,1,...,d−1 is given by g−1 = (gµν)µ,ν=0,1,...,d−1 with gµν = gµν

(µ, ν = 0, 1, . . . , d− 1) so that we can write xµ = gµνxν .
For each natural number m, we denote the m direct sum of the Hilbert

space L2(Rd) by
⊕m

L2(Rd). For a linear operator A on a Hilbert space,
we denote its domain by D(A). For linear operators Ak (k = 1, . . . , m) on
L2(Rd), we denote by

⊕m
Ak the direct sum of Ak on

⊕m
L2(Rd), that is

D
( m⊕

Ak

)
:=

{
ψ = {ψk}m

k=1 ∈
m⊕

L2(Rd)
∣∣∣ ψk ∈ D(Ak), k = 1, . . . , m

}
,

m⊕
Akψ := {Akψk}m

k=1, ψ = {ψk}m
k=1 ∈ D

( m⊕
Ak

)
(6)

where D( · ) is operator domain.
For each a ∈ Md, the function ax defines a self-adjoint multiplication

operator on L2(Rd) with domain

D(ax) =
{
ψ ∈ L2(Rd) | axψ ∈ L2(Rd)

}
. (7)

Let ∂µ be the generalized partial differential operator in xµ acting in L2(Rd).
Then, the operator pµ := i∂µ (µ = 0, 1, . . . , d− 1) is self-adjoint on L2(Rd).

For each b ∈ Md, we define a self-adjoint operator on L2(Rd), denoted
by bp as follows:

D(bp) :=
{

ψ ∈ L2(Rd)
∣∣∣∣

∫

Rd

∣∣bξψ̃(ξ)
∣∣2 dξ < ∞

}
,

(
b̃pψ

)
(ξ) := bξψ̃(ξ), ψ ∈ D(bp), a.e. ξ ∈ Rd (8)

where ψ̃(ξ) = 1
(2π)d/2

∫
Rd ψ(x)eiξx dx (ξ ∈ Rd) is the Fourier transform of ψ

with ξx being the Minkowski inner product of ξ and x as in (5).
In what follows, for simplicity, we denote the m direct sum

⊕m
A of a

linear operator A on a Hilbert space by A. With this convention, both ax

and bp are self-adjoint on
⊕m

L2(Rd).
For a complex m × m matrix A = (cij)i,j=0,1,...,d−1 (cij ∈ C, i, j =

0, 1, . . . , d− 1), we define a linear operator Â on
⊕m

L2(Rd) as follows:
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D(Â) :=
m⊕

L2(Rd),

(Âψ)k :=
m∑

j=1

ckjψj , ψ = {ψk}m
k=1 ∈

m⊕
L2(Rd), k = 1, . . . , m (9)

It is easy to see that Â is bounded. Moreover, if A is Hermitian, then Â is
self-adjoint.

We introduce a subset M0 of Md ×Md as follows:

M0 =
{
(a, b) ∈ Md ×Md | a 6= 0, b 6= 0, ab = 0

}
.

We denote by Mas
d (R) the set of d×d real anti-symmetric matrices, that is,

Mas
d (R) =

{
f = (fµν) | fµν ∈ R, fµν = −fνµ, µ, ν = 0, 1, . . . , d−1

}
. (10)

For each fµν , we have fµ
ν = gµλfλν , fµ

ν = fµλgλν and fµν = gµλfλ
ν .

For each a ∈ Md, we define Fa as follows:

Fa :=
{
f ∈ Mas

d (R) | aµfµν = 0, ν = 0, 1, . . . , d− 1
}
. (11)

If f ∈ Fa, then we can see that aµfµ
ν = aµfµν = aµfµ

ν = 0.
For f ∈ Mas

d (R) and µ = 0, 1, . . . , d − 1, we denote the direct sum of
operators

⊕m
fµνpν by fµνpν for simplicity. Since fµνpν is self-adjoint on

L2(Rd), fµνpν is self-adjoint on
⊕m

L2(Rd).
We define Ga, a subset of Fa, as follows:

Ga :=
{
f ∈ Fa | fµλfλν = aµaν , µ, ν = 0, . . . , d− 1

}
. (12)

We say that two self-adjoint operators on a Hilbert space strongly com-
mutes if their spectral measures commute. The following fact is well known
(e.g., Theorem VIII. 13 in [R-S]).

Lemma 2.1 Let A and B be self-adjoint operators on a Hilbert space.
Then the following two statements are equivalent.

(1) A and B strongly commute.
(2) For all s, t ∈ R, eisAeitB = eitBeisA

Using this lemma, we can prove the following statement.



Analysis of strongly commuting self-adjoint operators 105

Lemma 2.2 Let (a, b) ∈ M0. If f ∈ Fa, then ax, bp and fµνpν strongly
commute for all µ = 0, . . . , d− 1.

Proof. See Lemma 2.2 in [A-T]. ¤

Let Breal(Rd) be the set of real-valued Borel measurable functions on
Rd which are almost everywhere finite with respect to the d-dimensional
Lebesgue measure. Let Eax( · ) and Ebp( · ) be the spectral measures of ax

and bp, respectively. Then there exists a unique joint spectral measure E( · )
such that E(B1×B2) = Eax(B1)Ebp(B2) (where B1, B2 are Borel sets in R).
Let u be a Borel measurable function on R2. Then, by functional calculus,
we can define a linear operator u(ax, bp) on L2(Rd) as follows:

u(ax, bp) =
∫

R2
u(λ1, λ2) dE(λ1, λ2). (13)

We denote by L∞(Rd) the set of essentially bounded Borel measur-
able functions on Rd and denote by ‖ψ‖∞ the essential supremum of
ψ ∈ L∞(Rd). The subset of real-valued functions in L∞(Rd) is denoted
L∞real(R

d). In what follows, for simplicity, we mean by a bounded function
on R2 an element of L∞(Rd). If u is real-valued then u(ax, bp) is self-adjoint.
If u ∈ L∞(R2), then u(ax, bp) is bounded.

Let N = {1, 2, 3, . . . } and N0 = N ∪ {0}. For r ∈ N0, we denote by
Cr

real(R
n) the set of r times continuously differentiable real-valued functions

on Rn and by Br(Rn) the set of bounded functions u in Cr
real(R

n) such
that the partial derivatives of u of order j (j = 0, 1, . . . , r) is bounded on
Rn.

We say that a real-valued function v = v(x1, x2) on R2 is in the set
Br,∞(R2) (r ∈ N0) if v(·, x2) ∈ Br(R) for a.e. x2 ∈ R and the function
∂j
1v := ∂jv

∂xj
1

is bounded on R2 for j = 0, 1, . . . , r.

Let u ∈ B1,∞(R2). For f ∈ Mas
d (R) and µ = 0, 1, . . . , d− 1, we denote

(fp)µ := fλµpλ. Since, by Lemma 2.2, ax, bp and (fp)µ strongly commute
for all µ = 0, . . . , d− 1, u(ax, bp) and (fp)µ strongly commute. We set

D∞
u,fp :=

⋂

n,k∈N0

d−1⋂
µ1,...,µn=0

D
(
u(ax, bp)n(fp)µ1 . . . (fp)µk

)
. (14)

Let S(Rd) be the set of rapidly decreasing functions on Rd. D∞
u,fp is dense
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in
⊕m

L2(Rd) since
⊕m S(Rd) ⊂ D∞

u,fp. For each µ = 0, 1, . . . , d − 1, we
have a self-adjoint operator

Mµ(u, fp) := u(ax, bp)(fp)µ ¹D∞
u,fp

. (15)

We see that M0(u, fp), M1(u, fp), . . . , Md−2(u, fp) and Md−1(u, fp)
strongly commute by the strong commutativity of u(ax, bp) and (fp)µ.

Let G0, G1, . . . , Gd−1 and Γ be m×m regular matrices satisfying

(i) Each iG1, . . . , iGd−1 and G0 is Hermitian
and {Gµ, Gν} = 2gµνE (µ, ν = 0, 1, . . . , d− 1), (16)

(ii) Γ is Hermitian and Γ 2 = E, (17)

(iii) GµΓ = −ΓGµ (µ = 0, 1, . . . , d− 1), (18)

where E is the unit matrix and, for linear operators (or matrices) A and B,
we denote

[A,B] := AB −BA, {A,B} := AB + BA. (19)

There exists such a set of matrices. For example, let d = 4 and {γµ}3µ=0 be
the gamma matrices as explained in Introduction. Then, putting

G0 = γ0, Gj = γj (j = 1, 2, 3), Γ = γ5 = iγ0γ1γ2γ3, (20)

we see that G0, iG1, iG2, iG3 and Γ are Hermitian and satisfying (16), (18)
and (17). By (16) and (18), for each k = 1, . . . , d − 1, GkΓ is Hermitian.
On the other hand, G0Γ is anti-Hermitian.

Let u ∈ B1,∞(R2), (a, b) ∈ M0 and f ∈ Fa. We define a closed operator
M(u, f, G, Γ ) on

⊕m
L2(Rd) as follows:

M(u, f, G, Γ ) := Mµ(u, fp)GµΓ

= M0(u, fp)G0Γ +
d−1∑

j=1

M j(u, fp)GjΓ . (21)

Since G0Γ is anti-symmetric, M(u, f, G, Γ ) may not be symmetric. (How-
ever, since GµΓ is Hermitian for µ 6= 0,

∑d−1
j=1 M j(u, fp)GjΓ is essentially
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self-adjoint on
⊕m

L2(Rd).)

Lemma 2.3 Let f ∈ Mas
d (R), f ∈ Fa and u ∈ B1,∞(R2).

(1) {M(u, f, G, Γ )}2 = {u(ax, bp)}2fλµpλfµ
νpν on D∞

u,fp.
(2) If f ∈ Fa ∩ Gb, {M(u, f, G, Γ )}2 = {u(ax, bp)bp}2 on D∞

u, fp.

Proof. (1) Let ψ ∈ D∞
u,fp. Since u(ax, bp) strongly commute with (fp)µ,

{M(u, f, G, Γ )}2ψ = {u(ax, bp)}2
(
− fλ0pλfν0pν +

d−1∑

k=1

fλkpλfνkpν

)
ψ

− {u(ax, bp)}2
d−1∑

k=1

fνkpνfλ0pλ(G0Gk + GkG0)ψ

− {u(ax, bp)}2
d−1∑
i,j=1
i6=j

fνipνfλjpλGiGjψ.

Using G0Gk + GkG0 = O and

d−1∑
i,j=1
i6=j

f iνpνf jλpλGiGjψ =
d−1∑
i,j=1
i6=j

f jνpνf iλpλGjGiψ

= −
d−1∑
i,j=1
i6=j

f iνpνf jλpλGiGjψ,

we see that

d−1∑

k=1

fkνpνf0λpλ(G0Gk + GkG0)ψ = 0 and

d−1∑
i,j=1
i6=j

f iνpνf jλpλGiGjψ = 0.

Thus for ψ ∈ D∞
u,fp
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{M(u, f, G, Γ )}2ψ = {u(ax, bp)}2
(
− fλ0pλfν0pν +

d−1∑

k=1

fλkpλfνkpν

)
ψ

= {u(ax, bp)}2
(
− fλ0pλf0νpν +

d−1∑

k=1

fλkpλfkνpν

)
ψ

= {u(ax, bp)}2fλµpλfµ
νpνψ.

(2) If f ∈ Gb, using strong commutativity, we see that

{u(ax, bp)}2fλµpλfµ
νpνψ = {u(ax, bp)}2(bp)2ψ = {u(ax, bp)bp}2ψ

for ψ ∈ D∞
u,fp. ¤

Using Lemma 2.3, we can prove the following statement.

Theorem 2.1 Let f ∈ Fa ∩ Gb and u ∈ B1,∞(R2). Then

{M(u, f, G, Γ )}nψ

=

{{u(ax, bp)bp}nψ (if n is even)

M(u, f, G, Γ ){u(ax, bp)bp}n−1ψ (if n is odd)
, (22)

for all ψ ∈ D∞
u,fp.

Proof. Let ψ ∈ D∞
u,fp and Ψn = {M(u, f, G, Γ )}nψ. We can easily

show (22) by induction. Equation (22) is clear for n = 1, 2 from Lemma
2.3. Suppose that Ψ2k = {u(ax, bp)bp}2kψ and Ψ2k−1 = M(u, f, G, Γ )
·{u(ax, bp)bp}2k−2ψ for some k ∈ N. Then, by Lemma 2.3, Ψ2k, Ψ2k−1 ∈
D∞

u,fp and

{M(u, f, G, Γ )}2(k+1)ψ = {M(u, f, G, Γ )}2Ψ2k

= {u(ax, bp)bp}2Ψ2k = {u(ax, bp)bp}2(k+1)ψ

and, by the strong commutativity of u(ax, bp), bp and (fp)µ,

{M(u, f, G, Γ )}2(k+1)−1ψ

= {M(u, f, G, Γ )}2Ψ2k−1 = {u(ax, bp)bp}2Ψ2k−1
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= {u(ax, bp)bp}2M(u, f, G, Γ ){u(ax, bp)bp}2k−2ψ

= M(u, f, G, Γ ){u(ax, bp)bp}2(k+1)−2ψ.

This implies (22) for arbitrary n ∈ N. ¤

Now, we suppose that the real-valued function u(λ1, λ2)λ2 is in
B1,∞(R2). Then, the self-adjoint operator u(ax, bp)bp is bounded on⊕m

L2(Rd). Then, by Theorem 2.1, {M(u, f, G, Γ )}2k is bounded on⊕m
L2(Rd) for all k ∈ N.
Using (22), for all f ∈ Fa ∩ Gb, u ∈ B1,∞(R2) and ψ ∈ D∞

u,fp, we have

N∑
n=0

(it)n

n!
{M(u, f, G, Γ )}nψ

=
[N/2]∑

k=0

(−1)k

(2k)!
{t u(ax, bp)bp}2kψ

+ itGµΓ (fp)µu(ax, bp)
[(N−1)/2]∑

k=0

(−1)k

(2k + 1)!
{t u(ax, bp)bp}2kψ,

(t ∈ R). (23)

∑[N/2]
k=0

(−1)k

(2k)! {t u(ax, bp)bp}2k and
∑[(N−1)/2]

k=0
(−1)k

(2k+1)!{t u(ax, bp)bp}2k con-

verge in norm for all t ∈ R as N → ∞ and (fp)µu(ax, bp)
∑[(N−1)/2]

k=0

· (−1)k

(2k+1)!{t u(ax, bp)bp}2kψ converges for all t ∈ R as N → ∞. And using
the closedness of (fp)µ, we have

∞∑
n=0

(it)n

n!
{M(u, f, G, Γ )}nψ

=
∞∑

k=0

(−1)k

(2k)!
{t u(ax, bp)bp}2kψ

+ itGµΓ (fp)µu(ax, bp)
∞∑

k=0

(−1)k

(2k + 1)!
{t u(ax, bp)bp}2kψ. (24)

We denote the operator eitM(u,f,G,Γ ) by
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eitM(u,f,G,Γ ) :=
∞∑

n=0

(it)n

n!
{M(u, f, G, Γ )}n ¹D∞

u,fp
.

Since M(u, f, G, Γ ) may not be self-adjoint, eitM(u,f,G,Γ ) may be non-
unitary and unbounded in general.

Lemma 2.4 Let f ∈ Fa ∩ Gb, u ∈ B1,∞(R2) and u(λ1, λ2)λ2 be in
B1,∞(R2). Then, for all ψ ∈ D∞

u,fp,

ei(s+t)M(u,f,G,Γ )ψ = eisM(u,f,G,Γ )eitM(u,f,G,Γ )ψ. (25)

Proof. For all ψ ∈ D∞
u,fp, limN→∞

∑N
n=0

{i(s+t)}n

n! {M(u, f, G, Γ )}nψ =
ei(s+t)M(u,f,G,Γ )ψ and

N∑
n=0

{i(s + t)}n

n!
{M(u, f, G, Γ )}nψ

=
N∑

j=0

(is)j

j!
{M(u, f, G, Γ )}j

N−j∑
m=0

(it)m

m!
{M(u, f, G, Γ )}mψ

=
[N/2]∑

k=0

(−1)k

(2k)!
{s u(ax, bp)bp}2k

N−2k∑
m=0

(it)m

m!
{M(u, f, G, Γ )}mψ

+ itGµΓ (fp)µu(ax, bp)
[(N−1)/2]∑

k=0

(−1)k

(2k + 1)!
{s u(ax, bp)bp}2k

×
N−2k+1∑

m=0

(it)m

m!
{M(u, f, G, Γ )}mψ.

Note that, for each j ∈ N0, limN→∞
∑N−j

m=0
(it)m

m! {M(u, f, G, Γ )}mψ =

eitM(u,f,G,Γ )ψ and
∑[N/2]

k=0
(−1)k

(2k)! {s u(ax, bp)bp}2k and
∑[(N−1)/2]

k=0
(−1)k

(2k+1)!

·{s u(ax, bp)bp}2k converge in norm. By the closedness of (fp)µ, we have
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lim
N→∞

N∑
n=0

{i(s + t)}n

n!
{M(u, f, G, Γ )}nψ

=
∞∑

k=0

(−1)k

(2k)!
{s u(ax, bp)bp}2keitM(u,f,G,Γ )ψ

+ itGµΓ (fp)µu(ax, bp)
∞∑

k=0

(−1)k

(2k + 1)!
{s u(ax, bp)bp}2keitM(u,f,G,Γ )ψ

= eisM(u,f,G,Γ )eitM(u,f,G,Γ )ψ.

Hence, for all ψ ∈ D∞
u,fp, ei(s+t)M(u,f,G,Γ )ψ = eisM(u,f,G,Γ )eitM(u,f,G,Γ )ψ.

¤

We apply Lemma 2.4 with t = −s, then, for ψ ∈ D∞
u,fp,

eisM(u,f,G,Γ )e−isM(u,f,G,Γ )ψ = e−isM(u,f,G,Γ )eisM(u,f,G,Γ )ψ = ψ.

For an operator A bounded on D(A) which is a dense subset of a Hilbert
space H , we also denote by A the extension of A to H . From Lemma 2.4
and Lemma 5.7 in [A-T], if u(λ1, λ2)λ2 is in B1,∞(R2), u(ax, bp)bp leaves
D(pµ) invariant and

[
pµ, u(ax, bp)bp

]
= iaµ∂1u(ax, bp)bp (26)

(
we denote ∂1u(ax, bp) :=

m⊕

k=1

∂1u(ax, bp) on
m⊕

L2(Rd)
)

on D(pµ). If u(λ1, λ2)λ2 is in B2,∞(R2), then u(ax, bp)bp leaves D(pµpν)∩
D(pνpµ) invariant and

pµpνu(ax, bp)bp = i u(ax, bp)bp pµpν + i∂1u(ax, bp)bp(aνpµ + aµpν)

− aνaµ∂2
1u(ax, bp)bp (27)

(
we denote ∂2

1u(ax, bp) :=
m⊕

k=1

∂2
1u(ax, bp) on

m⊕
L2(Rd)

)

on D(pµpν) ∩D(pνpµ).
Let the operator
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¤ = −p2 = ∂2
0 −

d−1∑

j=1

∂2
j (28)

be the free d’Alembertian with D(¤) :=
⋂d−1

µ=0 D(p2
µ). ¤ is essentially self-

adjoint on S(Rd). We denote the closure of ¤ by H0. We also denote by ¤
the direct sum of operators

⊕m ¤ on
⊕m

L2(Rd).
A vector x ∈ Md satisfying x2 = 0 is called a null vector. We denote by

Nd the set of null vectors in Md. From (27), we have the following lemma.

Lemma 2.5 Let u ∈ B2,∞(R2), (a, b) ∈ M0, f ∈ Fa and a ∈ Nd. And let
u(λ1, λ2)λ2 be in B2,∞(R2). Then, for each λ = 0, 1, . . . , d− 1, u(ax, bp)bp
leaves D(¤) invariant and

¤u(ax, bp)bpψ = i u(ax, bp)bp ¤ψ − 2i∂1u(ax, bp)bpapψ, (29)

for all ψ ∈ D(¤).

Theorem 2.2 Let u ∈ B1,∞(R2), (a, b) ∈ M0, f ∈ Fa ∩ Gb. And let
u(λ1, λ2)λ2 be in B1,∞(R2). Then, for all ψ ∈ D∞

u,fp, e−itM(u,f,G,Γ )ψ is in
D(pµ) and

pµe−itM(u,f,G,Γ )ψ

= e−itM(u,f,G,Γ )pµψ + taµe−itM(u,f,G,Γ )∂1u(ax, bp)(fp)λGλΓψ, (30)

Gµpµe−itM(u,f,G,Γ )ψ

= e−itM(u,f,G,Γ )Gµpµψ + tGµaµe−itM(u,f,G,Γ )∂1u(ax, bp)(fp)λGλΓψ.

(31)

Proof. For each ψ ∈ D∞
u,fp, let

WNψ =
N∑

n=0

(−it)n

n!
{M(u, f, G, Γ )}nψ

=
[N/2]∑

k=0

(−1)k

(2k)!
{t u(ax, bp)bp}2kψ

− itGµΓu(ax, bp)(fp)µ

[(N−1)/2]∑

k=0

(−1)k

(2k + 1)!
{t u(ax, bp)bp}2kψ,

(t ∈ R). (32)
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Since u(ax, bp)bp and u(ax, bp) leave D(pµ) invariant, we see that
WNψ ∈ D(pµ) and

pµWNψ = WNpµψ + taµWN−1∂1u(ax, bp)(fp)λGλΓψ.

Since limN→∞WNψ = e−itM(u,f,G,Γ )ψ and pµWNψ converges, by the
closedness of pµ, e−itM(u,f,G,Γ )ψ is in D(pµ) and we obtain (30).

To prove (31), we use

Gµ

{
u(ax, bp)(fp)λGλΓ

}n
ψ

=





u(ax, bp)(fp)λGλΓ{u(ax, bp)bp}n−1Gµψ

+2u(ax, bp)(fp)µ{u(ax, bp)bp}n−1Γψ (n is odd)

{u(ax, bp)bp}nGµψ (n is even)

.

Thus, by (18),

GµpµWNψ = GµWNpµψ + tGµaµWN−1∂1u(ax, bp)(fp)λGλΓψ

= WNGµpµψ + 2
∑

n:odd

(−it)n

n!
{
u(ax, bp)(fp)λGλΓ

}n−1

· Γu(ax, bp)(fp)µpµψ

+ tGµaµWN−1∂1u(ax, bp)(fp)λGλΓψ.

Since (fp)µpµψ = 0 by f ∈ Mas
d (Rd), we have

GµpµWNψ = WNGµpµψ + tGµaµWN−1∂1u(ax, bp)(fp)λGλΓψ.

We conclude (31) as N →∞. ¤

For all ψ ∈ D∞
u,fp, we can see that the right hand side of (30) is in D∞

u,fp.
Using Lemma 2.4 and Theorem 2.2, we obtain the following theorem.

Theorem 2.3 Let u ∈ B1,∞(R2), (a, b) ∈ M0, f ∈ Fa ∩Gb. Suppose that
u(λ1, λ2)λ2 be in B1,∞(R2). Then:

(1) For all ψ ∈ D∞
u,fp,

eitM(u,f,G,Γ )pµe−itM(u,f,G,Γ )ψ

= {pµ + taµ∂1u(ax, bp)(fp)λGλΓ}ψ. (33)
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(2) For all ψ ∈ D∞
u,fp,

eitM(u,f,G,Γ )Gµpµe−itM(u,f,G,Γ )ψ

=
{
Gµpµ + tGµaµ∂1u(ax, bp)(fp)λGλΓ

}
ψ. (34)

Let a = b and f ∈ Fa ∩Ga. Then a2 = 0 and fµλfλµ = aµaν . Hence we
have the following theorem.

Theorem 2.4 Let u ∈ B2,∞(R2), a ∈ Nd and f ∈ Fa ∩ Ga. And let
u(λ1, λ2)λ2 be in B2,∞(R2). Then:

(1) For all ψ ∈ D∞
u,fp,

pµpµe−itM(u,f,G,Γ )ψ

= e−itM(u,f,G,Γ )
{
pµpµψ + 2t∂1u(ax, ap)ap(fp)λGλΓ

}
ψ

= e−itM(u,f,G,Γ )
{
Gµpµ + tGµaµ∂1u(ax, ap)(fp)λGλΓ

}2
ψ. (35)

That is, for all ψ ∈ D∞
u,fp,

eitM(u,f,G,Γ )¤e−itM(u,f,G,Γ )ψ

= −{
Gµpµ + tGµaµ∂1u(ax, ap)(fp)λGλΓ

}2
ψ. (36)

(2) The following operator equality holds:

eitM(u,f,G,Γ )H0e
−itM(u,f,G,Γ )

= −{
Gµpµ + tGµaµ∂1u(ax, ap)(fp)λGλΓ

}2 ¹D∞u,fp
. (37)

Proof. (1) Let ψ ∈ D∞
u,fp. Since, for all ψ ∈ D∞

u,fp, the right hand side of
(30) is in D∞

u,fp, we can define pµpµe−itM(u,f,G,Γ )ψ and

pµpµe−itM(u,f,G,Γ )ψ

= pµe−itM(u,f,G,Γ )pµψ + taµpµe−itM(u,f,G,Γ )∂1u(ax, ap)(fp)λGλΓψ

= e−itM(u,f,G,Γ )
{
pµpµ + 2t∂1u(ax, ap)ap(fp)λGλΓ

}
ψ. (38)
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For all ψ ∈ D∞
u,fp, we have

{
Gµpµ + tGµaµ∂1u(ax, ap)(fp)λGλΓ

}2
ψ

= pµpµψ + 2t∂1u(ax, ap)ap(fp)λGλΓψ. (39)

Since {pµpµ + 2t∂1u(ax, ap)ap(fp)λGλΓ}ψ ∈ D∞
u,fp, by Lemma 2.5,

eitM(u,f,G,Γ )¤e−itM(u,f,G,Γ )ψ

= −eitM(u,f,G,Γ )e−itM(u,f,G,Γ )
{
pµpµ + 2t∂1p(ax, ap)ap(fp)λGλΓ

}
ψ

= −{
pµpµ + 2t∂1u(ax, ap)ap(fp)λGλΓ

}
ψ

= −{
Gµpµ + tGµaµ∂1u(ax, ap)(fp)λGλΓ

}2
ψ. (40)

(2) Since ¤ is essentially self-adjoint on
⊕m S(Rd) and

⊕m S(Rd) ⊂ D∞
u,fp,

¤ is essentially self-adjoint on D∞
u,fp. It gives (37). ¤

3. Calculation of integral kernels

For H0 = ¤, eisH0 (s ∈ R\{0}) is an integral operator in the sense that

(eisH0ψ)(x) =
∫

Rd

∆s(x, y)ψ(y) dy, ψ ∈ L1(Rd) ∩ L2(Rd), (41)

with

∆s(x, y) =
eiε(s)π(d−2)/4

2dπd/2|s|d/2
ei(x−y)2/4s, (42)

where ε(s) is the sign function, that is, ε(s) = 1 if s > 0 and ε(s) = −1 if
s < 0.

For eisH0 , we can write

(
eisH0ψ

)
(x) =

{ ∫

Rd

∆s(x, y)ψk(y) dy

}m

k=1

, ψ ∈
m⊕ (

L1(Rd) ∩ L2(Rd)
)
.

(43)

We denote
{ ∫

Rd ∆s(x, y)ψk(y) dy
}m

k=1
by

∫
Rd ∆s(x, y)ψ(y) dy.

We use the follwing lemma in [A-T] (Lemma 6.3).
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Lemma 3.1 Let F ∈ L∞(Rr+1), a ∈ Md and (a, bj), (bj , bk) ∈ M0, for
j, k = 1, . . . , r. Then

(
F (ax, b1p, . . . , brp)eisH0ψ

)
(x)

=
∫

Rd

F

(
ax,

b1y − b1x

2s
, . . . ,

bry − brx

2s

)
∆s(x, y)ψ(y) dy, (44)

for all ψ ∈ L1(Rd) ∩ L2(Rd) and s ∈ R \ {0}.
In this section, we suppose that (a, b) ∈ M0, f ∈ Fa∩Fb∩Gb and a, b ∈

Nd. Moreover, suppose that u(λ1, λ2) and u(λ1, λ2)λ2 are in L∞real(R
2).

Then, for all ψ ∈ D∞
u,fp, the closed operators e±iM(u,f,G,Γ ) can be written

e±iM(u,f,G,Γ )ψ =
∞∑

k=0

(−1)k

(2k)!
{u(ax, bp)bp}2kψ

± iGµΓ (fp)µ u(ax, bp)
∞∑

k=0

(−1)k

(2k + 1)!
{u(ax, bp)bp}2kψ.

(45)

Let

H(u, f, G, Γ ) = eiM(u,f,G,Γ )H0e
−iM(u,f,G,Γ ). (46)

For all ψ ∈ D∞
u,fp, we have

eisH(u,f,G,Γ )ψ = eiM(u,f,G,Γ )eisH0e−iM(u,f,G,Γ )ψ

= eiM(u,f,G,Γ )e−iM(s)eisH0ψ,

where M(s) = eisH0M(u, f, G, Γ )e−isH0 and, for φ = eisH0ψ (ψ ∈ D∞
u,fp),

e−iM(s)φ = lim
N→∞

N∑
n=0

(−i)n

n!
{M(s)}nφ

= lim
N→∞

eisH0

N∑
n=0

(−i)n

n!
{M(u, f, G, Γ )}ne−isH0φ

= eisH0e−iM(u,f,G,Γ )e−isH0φ.
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Let xµ(s) = eisH0xµe−isH0 and X(s) = eisH0axe−isH0 . Then xµ(s) =
xµ + 2spµ and X(s) = ax + 2sap on S(Rd). Since ax + 2sap is essentially
self-adjoint on C∞0 (Rd), we can see that X(s) = ax + 2sap.

The operator X(s) strongly commutes with ax, ap, bp and (fp)µ. Also
note that pµ strongly commutes with H0. Hence, by functional calculus, we
have

eisH0u(ax, bp)bpe−isH0 = u
(
ax + 2sap, bp

)
bp, (47)

eisH0(fp)µu(ax, bp)e−isH0 = (fp)µu
(
ax + 2sap, bp

)
, (48)

and for φ = eisH0ψ (ψ ∈ D∞
u,fp),

eisH0

∞∑

k=0

(−1)k

(2k)!
{u(ax, bp)bp}2ke−isH0φ

=
∞∑

k=0

(−1)k

(2k)!
{
u(ax + 2sap, bp)bp

}2k
φ

eisH0(fp)µu(ax, bp)
∞∑

k=0

(−1)k

(2k + 1)!
{u(ax, bp)bp}2ke−isH0φ

= (fp)µu
(
ax + 2sap, bp

) ∞∑

k=0

(−1)k

(2k + 1)!
{
u(ax + 2sap, bp)bp

}2k
φ.

Hence

e−iM(s)φ =
∞∑

k=0

(−1)k

(2k)!
{
u(ax + 2sap, bp)bp

}2k
φ

− iGµΓ (fp)µu
(
ax + 2sap, bp

)

×
∞∑

k=0

(−1)k

(2k + 1)!
{
u(ax + 2sap, bp)bp

}2k
φ

= e−iM(us,f,G,Γ )φ,

where us = u(ax + 2sap, bp) and, for all ψ ∈ D∞
u,fp,
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eisH(u,f,G,Γ )ψ = ei{M(u,f,G,Γ )−M(us,f,G,Γ )}eisH0ψ

=
∞∑

k=0

(−1)k

(2k)!
[{

u(ax, bp)− u(ax + 2sap, bp)
}
bp

]2k
eisH0ψ

+ iGµΓ (fp)µ
{
u(ax, bp)− u(ax + 2sap, bp)

}

×
∞∑

k=0

(−1)k

(2k + 1)!
[{

u(ax, bp)− u(ax + 2sap, bp)
}
bp

]2k
eisH0ψ.

Now we define

F1(x1, x2, x3) =
∞∑

k=0

(−1)k

(2k)!
[{u(x1, x3)− u(x1 + 2sx2, x3)}x3

]2k

= cos
[{u(x1, x3)− u(x1 + 2sx2, x3)}x3

]
, (49)

and

F2(x1, x2, x3) = {u(x1, x3)− u(x1 + 2sx2, x3)}

×
∞∑

k=0

(−1)k

(2k + 1)!
[{u(x1, x3)− u(x1 + 2sx2, x3)}x3

]2k
.

If x3 6= 0, then we have

F2(x1, x2, x3) =
1
x3

sin
[{u(x1, x3)− u(x1 + 2sx2, x3)}x3

]
. (50)

Note that

F2(x1, x2, 0) = lim
x3→0

1
x3

sin
[{u(x1, x3)− u(x1 + 2sx2, x3)}x3

]

= u(x1, 0)− u(x1 + 2sx2, 0).

By the above calculation, we have

e−isH(u,f,G,Γ )ψ

= F1(ax, ap, bp)eisH0ψ + iGΓ (fp)µF2(ax, ap, bp)eisH0ψ (51)
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for all ψ ∈ D∞
u,fp. It is obvious that F1, F2 ∈ L∞(R3). Hence, by Lemma

3.1, for all ψ ∈ ⊕m{L1(Rd) ∩ L2(Rd)} and s ∈ R \ {0},
(
F1(ax, ap, bp)eisH0ψ

)
(x)

=
∫

Rd

cos
[{

u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]

×∆s(x, y)ψ(y)dy, (52)

and
(
F2(ax, ap, bp)eisH0ψ

)
(x)

=
∫

Rd

2s

by − bx
sin

[{
u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]

×∆s(x, y)ψ(y) dy. (53)

We say that ψ ∈ L1(Rd) ∩ L2(Rd) is in the set Dx if, for all j =
0, . . . , d − 1, xjψ(x) (x = (x0, . . . , xd−1)) is in L1(Rd). Since S(Rd) ⊂ Dx,
Dx is dense in L2(Rd).

Lemma 3.2 Let u ∈ L∞real(R
2) ∩ C1(R2), f ∈ Fa ∩ Fb and a, b ∈ Nd.

Then, forall ψ ∈ Dx,

fµλpλ

∫

Rd

2s

by − bx
sin

[{
u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]

×∆s(x, y)ψ(y) dy

=
∫

Rd

fµλyλ − fµλxλ

by − bx
sin

[{
u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]

×∆s(x, y)ψ(y) dy. (54)

Proof. Let

Ss(x, y) =
2s

by − bx
sin

[{
u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]

and Ψ(x) =
∫
Rd Ss(x, y)∆s(x, y)ψ(y) dy. Let x + hj := (x0, . . . , xj−1, xj +
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hj , xj+1, . . . , xd−1) (hj ∈ R) for j = 0, 1, . . . , d− 1. Then

d−1∑

j=0

fµj Ψ(x + hj)−Ψ(x)
hj

=
∫

Rd

d−1∑

j=0

fµj

{
Ss(x + hj , y)− Ss(x, y)

hj
∆s(x + hj , y)

+ Ss(x, y)
∆s(x + hj , y)−∆s(x, y)

hj

}
ψ(y) dy. (55)

Since f ∈ Fa ∩ Fb, we have

lim
(h0,...,hd−1)→0

d−1∑

j=0

fµj Ss(x + hj , y)− Ss(x, y)
hj

= 0, (56)

and

lim
(h0,...,hd−1)→0

d−1∑

j=0

fµjSs(x, y)
∆s(x + hj , y)−∆s(x, y)

hj

= i
fµλxλ − fµλyλ

2s
Ss(x, y)∆s(x, y), (57)

for almost everywhere y. We set |hj | < 1 for j = 0, . . . , d − 1. Since
ψ ∈ L1(Rd) and yjψ ∈ L1(Rd) for all j = 0, . . . , d − 1, there exists a
function G(x, y) independent on (h0, . . . , hd−1) such that G(x, ·) ∈ L1(Rd)
and

∣∣∣∣
d−1∑

j=0

fµj

{
Ss(x + hj , y)− Ss(x, y)

hj
∆s(x + hj , y)

+ Ss(x, y)
∆s(x + hj , y)−∆s(x, y)

hj

}
ψ(y)

∣∣∣∣ ≤ G(x, y).

Hence, by the dominated convergence theorem, we have
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fµλpλΨ(x)

= i lim
(h0,...,hd−1)→0

d−1∑

j=0

fµj Ψ(x + hj)−Ψ(x)
hj

= i

∫

Rd

lim
(h0,...,hd−1)→0

d−1∑

j=0

fµj

{
Ss(x + hj , y)− Ss(x, y)

hj
∆s(x + hj , y)

+ Ss(x + hj , y)
∆s(x + hj , y)−∆s(x, y)

hj

}
ψ(y) dy

= i

∫

Rd

i
fµλxλ − fµλyλ

2s
Ss(x, y)∆s(x, y)ψk(y) dy

=
∫

Rd

fµλyλ − fµλxλ

by − bx

× sin
[{

u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]
∆s(x, y)ψ(y) dy.

Hence, we obtain (54). ¤

For ψ = {ψk}m
k=1, we also denote (ψ)k := ψk. And for a matrix M , we

denote the (i, j)-th component of M by (M)ij . By (52), (53) and Lemma
3.2, we obtain the following theorem.

Theorem 3.1 Let u ∈ L∞real(R
2)∩C1(R2), f ∈ Fa∩Fb∩Gb and a, b ∈ Nd.

Then, for all ψ ∈ ⊕m
Dx and s ∈ R \ {0},

(
eisH(u,f,G,Γ )ψ

)
k
(x)

=
∫

Rd

cos
[{

u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]
∆s(x, y)ψk(y) dy

+ i

m∑

j=1

(GµΓ )kj

∫

Rd

fµλyλ − fµλxλ

by − bx

× sin
[{

u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]
∆s(x, y)ψj(y) dy.

(58)
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We denote {(eisH(u,f,G,Γ )ψ)k}m
k=1 by

(
eisH(u,f,G,Γ )ψ

)
(x)

=
∫

Rd

cos
[{

u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]
∆s(x, y)ψ(y) dy

+ iGµΓ

∫

Rd

fµλyλ − fµλxλ

by − bx

× sin
[{

u

(
ax,

by − bx

2s

)
− u

(
ay,

by − bx

2s

)}
by − bx

2s

]
∆s(x, y)ψ(y) dy.

(59)

4. Application to the external field problem with anomalous
magnetic moment

In this section, we apply the operator theory developed in the preced-
ing sections to the plane-wave external electromagnetic field mentioned in
Introduction and calculate the Green’s function for a spin-1

2 neutral particle
with anomalous magnetic moment.

We consider a quantum system of such a particle moving in the
Minkowski spsce Md under the influence of an electromagnetic field F =
(Fµν)µ,ν=0,...,d−1, a tensor field on Md.

A plane wave is characterized by the field strength tensor

Fµν = fµν
dA

dξ
= fµνF (ξ), µ, ν = 0, 1, . . . , d− 1, (60)

where ξ = ax with a null vector a ∈ Md, A ∈ C1(R), F := A′ and fµν

(µ, ν = 0, 1, . . . , d− 1) are constants satisfying

fµν = −fνµ, aλfλν = 0, µ, ν = 0, 1, . . . , d− 1, (61)

and the normalization condition

fµλfλ
ν = aµaν , λ, µ, ν = 0, 1, . . . , d− 1. (62)

Let ε > 0 be a parameter and uε = uε(t) be a function in C1
real(R),

depending on ε with the folloiwing properties:
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(i) tuε ∈ B1(R) (63)

(ii) sup
t∈R

|tuε| ≤ C with C a constant independent of ε. (64)

(iii) lim
ε→0

uε(t) =
1
t
, (t ∈ R \ {0}). (65)

A simple example of uε is uε(t) = t
t2+ε2 . In what follows, we assume that

a ∈ Nd.
Let A ∈ B1(R) and we set

wε(λ1, λ2) := A(λ1)uε(λ2). (66)

Then, for all ψ ∈ D∞
uε,fp,

eitM(wε,f,G,Γ )ψ

=
∞∑

k=0

(−1)k

(2k)!
{tA(ax)uε(bp)bp}2kψ

+ tGµΓ (fp)µA(ax)uε(bp)
∞∑

k=0

(−1)k

(2k + 1)!
{tA(ax)uε(bp)}2kψ. (67)

We apply Theorem 2.3 and Theorem 2.4 with M(u, f, G, Γ ) =
M(wε, f, G, Γ ). We denote the operator M(wε, f, G, Γ ) with b = a by
Ma(wε, f, G, Γ ).

Theorem 4.1

(1) For all A ∈ B1(R) and ψ ∈ D∞
uε,fp,

eitMa(wε,f,G,Γ )pµe−itMa(wε,f,G,Γ )ψ

=
{
pµ + taµF (ax)uε(ap)fνλpνGλΓ

}
ψ, (68)

and

eitMa(wε,f,G,Γ )Gµpµe−itMa(wε,f,G,Γ )ψ

=
{
Gµpµ + tGµaµF (ax)uε(ap)fνλpνGλΓ

}
ψ. (69)
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(2) For all A ∈ B2(R) and ψ ∈ D∞
uε,fp,

eitMa(wε,f,G,Γ )¤e−itMa(wε,f,G,Γ )ψ

= −{
pµpµψ + 2tF (ax)uε(ap)apfνλpνGλΓ

}
ψ

= −{
Gµpµ + tGµaµF (ax)uε(ap)fνλpνGλΓ

}2
ψ. (70)

Next, we apply Theorem 3.1 with u = wε. Let

Hε := H(wε, f, G, Γ ). (71)

Theorem 4.2 For all ψ ∈ ⊕m
Dx and s ∈ R \ {0},

(
eisHεψ

)
k
(x)

=
∫

Rd

cos
[
{A(ay)−A(ax)}uε

(
ay − ax

2s

)
ay − ax

2s

]
∆s(x, y)ψk(y) dy

+ i
m∑

k=1

(GµΓ )kj

∫

Rd

fµλyλ − fµλxλ

ay − ax

× sin
[
{A(ay)−A(ax)}uε

(
ay − ax

2s

)
ay − ax

2s

]
∆s(x, y)ψk(y) dy,

(72)

where (GµΓ )kj is the (k, j)-th component of the matrix GµΓ .

We next consider the limit ε → 0. Let

u−1(t) =
1
t
, t ∈ R \ {0}, (73)

and w−1(λ1, λ2) = A(λ1)u−1(λ2) with A ∈ B1(R).

Lemma 4.1 Let D =
⋂

j,k∈N0

⋂d−1
µ1,...,µk=0 D((ap)−j(fp)µ1 . . . (fp)µk).

Then for all ψ ∈ D, we have

lim
ε→0

e±itMa(wε,f,G,Γ )ψ

= e±itMa(w−1,f,G,Γ )ψ

=
{
cos[tA(ax)]± iGµΓ (fp)µ(ap)−1 sin[tA(ax)]

}
ψ. (74)
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Proof. Since, by (24), for all ψ ∈ D,

e±itMa(wε,f,G,Γ )ψ

=
∞∑

k=0

(−1)k

(2k)!
{tA(ax)uε(ap)ap}2kψ

± itGµΓ (fp)µA(ax)uε(ap)
∞∑

k=0

(−1)k

(2k + 1)!
{tA(ax)uε(ap)ap}2kψ, (75)

by the functional calculus, we can show that

lim
ε→0

e±itMa(wε,f,G,Γ )ψ

=
∞∑

k=0

(−1)k

(2k)!
{tA(ax)}2kψ

± iGµΓ (fp)µ(ap)−1
∞∑

k=0

(−1)k

(2k + 1)!
{tA(ax)}2k+1ψ

= cos[tA(ax)]ψ ± iGλΓ (fp)λ(ap)−1 sin[tA(ax)]ψ. ¤

It follows from Theorem 2.3 that, for all ψ ∈ D,

pµe−itMa(wε,f,G,Γ )ψ = e−itMa(wε,f,G,Γ )pµψ

+ taµe−itMa(wε,f,G,Γ )GλΓ (fp)λF (ax)uε(ap)ψ (76)

converges as ε → 0. Hence, by the closedness of pµ, e−itM(u−1,f,G,Γ )ψ ∈
D(pµ) and

pµe−itMa(w−1,f,G,Γ )ψ = e−itMa(w−1,f,G,Γ )pµψ

+ taµe−itMa(w−1,f,G,Γ )GλΓ (fp)λF (ax)(ap)−1ψ.

(77)

Since, for all ψ ∈ D, eitM(w−1,f,G,Γ )e−itM(w−1,f,G,Γ )ψ = ψ, we have

eitMa(w−1,f,G,Γ )pµe−itMa(w−1,f,G,Γ )ψ

= pµψ + taµGλΓ (fp)λF (ax)(ap)−1ψ (78)
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and

eitMa(w−1,f,G,Γ )Gµpµe−itMa(w−1,f,G,Γ )ψ

= Gµpµψ + tGµaµGλΓ (fp)λF (ax)(ap)−1ψ. (79)

Note that (76) converges to (77) and

H0e
−itMa(wε,f,G,Γ )ψ

= e−itMa(wε,f,G,Γ )H0ψ − 2te−itMa(wε,f,G,Γ )GµΓ (fp)µF (ax)uε(ap)apψ.

(80)

Taking ε → 0, we obtain

H0e
−itMa(w−1,f,G,Γ )ψ

= e−itMa(w−1,f,G,Γ )H0ψ − 2te−itMa(w−1,f,G,Γ )GµΓ (fp)µF (ax)ψ (81)

and

eitMa(w−1,f,G,Γ )H0e
−itMa(w−1,f,G,Γ )ψ

= H0ψ − 2tGµΓ (fp)µF (ax)ψ

= −{
Gµpµ + tGµaµF (ax)(ap)−1(fp)λGλΓ

}2
ψ. (82)

Let d = 4 and εµναβ be 1 or −1, if (µναβ) forms an even, or odd
permutation of (0123), and be zero otherwise. For the numerical tensor fµν ,
its dual ∗fµν is defined as follows:

∗fµν =
1
2
εµναβfαβ α, β, µ, ν = 0, 1, 2, 3. (83)

∗fµν are restricted by Maxwell equations,

aµ
∗fµν = 0, µ, ν = 0, 1, 2, 3, (84)

∗fµλfλ
ν = 0, (85)

and the normalization condition
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∗fµλ
∗fλ

ν = aµaν , λ, µ, ν = 0, 1, 2, 3. (86)

For the regular matrices G0, . . . , G3 satisfying (16),

Γ := iG0G1G2G3 (87)

satisfies (17) and (18). We define

σαβ :=
i

2
[Gα, Gβ ]. (88)

Using ∗fνλpνGλΓ = i fνλpνGλ − 1
2Gνpνσαβfαβ , we have

aµGµ( ∗fp)λGλΓ = −aµGµ( ∗fp)λGλΓ − apσαβfαβ .

Hence,

aµGµ( ∗fp)λGλΓ = −1
2
apσαβfαβ . (89)

Thus, for all ψ ∈ D, we have from (79) and (89),

eitMa(w−1, ∗f,G,Γ )Gµpµe−itMa(w−1, ∗f,G,Γ )ψ

=
{

Gµpµ − 1
2
tF (ax)σαβfαβ

}
ψ. (90)

By (46) and (71), we have

Hεψ = etMa(wε,f,G,Γ )H0e
−tMa(wε,f,G,Γ )ψ. (91)

By the dominated convergence theorem, we have, for ψ ∈ ⊕m
Dx and

s ∈ R \ {0},
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lim
ε→0

(eisHεψ)k(x)

=
∫

Rd

lim
ε→0

cos
[
{A(ay)−A(ax)}uε

(
ay − ax

2s

)
ay − ax

2s

]
∆s(x, y)ψk(y) dy

+ i
m∑

k=1

(GµΓ )kj

∫

Rd

lim
ε→0

fµλyλ − fµλxλ

ay − ax

× sin
[
{A(ay)−A(ax)}uε

(
ay − ax

2s

)
ay − ax

2s

]
∆s(x, y)ψk(y) dy

=
∫

Rd

cos{A(ay)−A(ax)}∆s(x, y)ψk(y) dy

− i
m∑

j=1

(GµΓ )kj

∫

Rd

fµλyλ − fµλxλ

ay − ax

× sin{A(ay)−A(ax)}∆s(x, y)ψj(y) dy. (92)

We denote eisHψ := limε→0 eisHεψ.
Finally we consider the implications of the preceeding results for ap-

proximate Green’s functions of neutral particle with an anomalous elec-
tromagnetic moment in an external plane-wave electromagnetic field. The
Green’s functions of H + m2 may be defined as the limit of ε → 0 of
G±,ε := ∓i

∫∞
0

eisHe±ism2−sεds in a suitable sense, where ε > 0 is a con-
stant parameter.

Let ρ > 0 be a constant and ψ := {ψk}m
k=1, φ := {φk}m

k=1 be in⊕m S(Rd). We define

(
Gρ
±,εψ

)
k
(x)

= ∓i

∫ ∞

ρ

∫

Rd

e−sε±ism2
cos{A(ay)−A(ax)}∆±s(x, y)ψk(y) dyds

∓
m∑

j=1

(GµΓ )kj

∫ ∞

ρ

∫

Rd

e−sε±ism2 fµλyλ − fµλxλ

ay − ax

× sin{A(ay)−A(ax)}∆±s(x, y)ψj(y) dyds, (93)

and
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〈
φ, Gρ

±,εψ
〉

= ∓i

m∑

k=1

∫ ∞

ρ

∫

Rd×Rd

e−sε±ism2

× cos{A(ay)−A(ax)}∆±s(x, y)φk(x)ψk(y) dydxds

∓
m∑

k=1

m∑

j=1

(GµΓ )kj

∫ ∞

ρ

∫

Rd×Rd

e−sε±ism2 fµλyλ − fµλxλ

ay − ax

× sin{A(ay)−A(ax)}∆±s(x, y)φk(x)ψj(y) dydxds. (94)

For each ρ and ε, (93) and (94) are absolutely convergent. Since ∆s(x, y)
as a function s has singularity of order d

2 at s = 0, we introduce the
cutoff parameter ρ in the above integral. In particular, for d ≥ 3, then∫∞

ρ
e±ism2

∆±s(x, y)ds is absolutely convergent and, by the dominated con-
vergence theorem, we see that

lim
ε→0

〈
φ, Gρ

±,εψ
〉

= ∓i
m∑

k=1

∫ ∞

ρ

∫

Rd×Rd

eism2

× cos{A(ay)−A(ax)}∆±s(x, y)φk(x)ψk(y) dydxds

∓
m∑

k=1

m∑

j=1

(GµΓ )kj

∫ ∞

ρ

∫

Rd×Rd

e−ism2 fµλyλ − fµλxλ

ay − ax

× sin{A(ay)−A(ax)}∆±s(x, y)φk(x)ψj(y) dydxds. (95)

We set φ∗ := {φk}m
k=1 for φk ∈ S(Rd), k = 1, . . . , m, where φk is the

complex conjugate of φk.

Theorem 4.3 Let d ≥ 3. Then, there are unique tempered distributions
Gρ
± satisfying

Gρ
±(φ⊗ψ) = lim

ε→0

〈
φ∗, Gρ

±,εψ
〉
. (96)

Proof. Let Bρ
±(φ,ψ) := limε→0〈φ∗, Gρ

±,εψ〉 for the cutoff parameter ρ > 0.
Since
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∣∣Bρ
±(φ,ψ)

∣∣ ≤
m∑

k=1

∫ ∞

ρ

∫

Rd×Rd

|∆±s(x, y)||φk(x)||ψk(y)|dydxds

+
m∑

k=1

m∑

j=1

∣∣(GµΓ )kj

∣∣
∫ ∞

ρ

∫

Rd×Rd

∣∣fµλyλ − fµλxλ

∣∣

×
∣∣∣∣
sin{A(ay)−A(ax)}

ay − ax

∣∣∣∣|∆±s(x, y)||φk(x)||ψk(y)|dydxds

(97)

and there exist some C1 and C2 such that
∫ ∞

ρ

∫

Rd×Rd

|∆±s(x, y)||φk(x)||ψk(y)|dydxds

≤ C1‖φk‖L1(Rd)‖ψk‖L1(Rd)

∫ ∞

ρ

∫

Rd×Rd

∣∣fµλyλ − fµλxλ

∣∣

×
∣∣∣∣
sin{A(ay)−A(ax)}

ay − ax

∣∣∣∣|∆±s(x, y)||φk(x)||ψk(y)|dydxds

≤ C2‖φk‖S(Rd)‖ψk‖S(Rd),

we see that Bρ
±(φ,ψ) are separately continuous bilinear functionals on⊕m S(Rd) × ⊕m S(Rd). Hence, by the nuclear theorem, there are

unique tempered distributions Gρ
± satisfying Gρ

±(φ ⊗ ψ) = Bρ
±(φ,ψ) =

limε→0〈φ∗, Gρ
±,εψ〉. ¤

Let d = 4 and we take ∗fµν defined (83) as fµν . Suppose that A(t) is
slowly increasing C∞-function. Let

Cρ
±(φ,ψ) = Bρ

±

((
tGµpµ − 1

2
tF (ax) tσαβfαβ −m

)
φ,ψ

)
,

where tG and tσαβ are transposed matrices of G and σαβ := i
2 [Gα, Gβ ],

respectively. We see that Cρ
±(φ,ψ) are separately continuous bilinear func-

tionals on
⊕m S(Rd) ×⊕m S(Rd). Hence, by the nuclear theorem, there

are unique tempered distributions Hρ
± satisfying
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Hρ
±(φ⊗ψ) = Cρ

±(φ,ψ)

= Bρ
±

((
tGµpµ − 1

2
tF (ax) tσαβfαβ −m

)
φ,ψ

)
. (98)

Hρ
±(φ ⊗ ψ) are not exactly Green’s functions of tGµpµ −

1
2 tF (ax)tσαβfαβ −m, since ρ 6= 0. However, it suggests that it gives some
approximate Green’s functions in distribution sense.

Remarks For ρ > 0 and ψ := {ψk}m
k=1, φ := {φk}m

k=1 in
⊕m S(Rd), let

〈
φ∗, Gρ

±,εψ
〉

=
〈
φ∗, Gρ

±,ε,1ψ
〉

+
〈
φ∗, Gρ

±,ε,2ψ
〉

(99)

with

〈
φ∗, Gρ

±,ε,1ψ
〉

:= ∓i

m∑

k=1

∫ ∞

ρ

∫

Rd×Rd

e−sε±ism2
cos{A(ay)−A(ax)}

×∆±s(x, y)φk(x)ψk(y) dydxds (100)

and

〈
φ∗, Gρ

±,ε,2ψ
〉

:= ∓
m∑

k=1

m∑

j=1

(GµΓ )kj

∫ ∞

ρ

∫

Rd×Rd

e−sε±ism2 fµλyλ − fµλxλ

ay − ax

× sin{A(ay)−A(ax)}∆±s(x, y)φk(x)ψj(y) dydxds.
(101)

Moreover, as for the term 〈φ∗, Gρ
±,ε,1ψ〉, the following statement holds.

Theorem 4.4 Let d ≥ 3. Then, there exist unique tempered distributions
G±,1 satisfying

G±,1(φ⊗ψ) = lim
ε→0

lim
ρ→0

〈
φ∗, Gρ

±,ε,1ψ
〉
. (102)

Proof. Let 0 < ρ < 1 and

〈
φ∗, Gρ

±,ε,1ψ
〉

= T±,ε,1(φ,ψ) + Sρ
±,ε,1(φ,ψ) (103)

with
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T±,ε,1(φ,ψ) = ∓i

m∑

k=1

∫ ∞

1

∫

Rd×Rd

e−sε±ism2
cos{A(ay)−A(ax)}

×∆±s(x, y)φk(x)ψk(y) dydxds

Sρ
±,ε,1(φ,ψ) = ∓i

m∑

k=1

∫ 1

ρ

∫

Rd×Rd

e−sε±ism2
cos{A(ay)−A(ax)}

×∆±s(x, y)φk(x)ψk(y) dydxds

Since

Sρ
±,ε,1(φ,ψ) = ∓i

m∑

k=1

∫ 1

ρ

e−sε±ism2

2
(
eiA(ax)φk, e±isH0eiA(ay)ψk

)
ds

∓ i
m∑

k=1

∫ 1

ρ

e−sε±ism2

2
(
e−iA(ax)φk, e±isH0e−iA(ay)ψk

)
ds,

there exist limε→0 limρ→0 Sρ
±,ε,1(φ,ψ) and limε→0 limρ→0〈φ∗, Gρ

±,ε,1ψ〉. Let

S±,1(φ,ψ) := lim
ε→0

lim
ρ→0

Sρ
±,ε,1(φ,ψ), B±,1(φ,ψ) := lim

ε→0
lim
ρ→0

〈
φ∗, Gρ

±,ε,1ψ
〉

and T±,1(φ,ψ) := lim
ε→0

T±,ε,1(φ,ψ).

Then B±,1(φ,ψ) = T±,1(φ,ψ) + S±,1(φ,ψ). Since

T±,1(φ,ψ) = ∓i
m∑

k=1

∫ ∞

1

∫

Rd×Rd

cos{A(ay)−A(ax)}

×∆±s(x, y)φk(x)ψk(y) dydxds,

and

S±,1(φ,ψ) = ∓i
m∑

k=1

∫ 1

0

1
2
(
eiA(ax)φk, e±isH0eiA(ay)ψk

)
ds

∓ i
m∑

k=1

∫ 1

σ

1
2
(
e−iA(ax)φk, e±isH0e−iA(ay)ψk

)
ds,
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we can see that |T±,1(φ,ψ)| ≤ C1‖φ‖L1‖ψ‖L1 and |S±,1(φ,ψ)| ≤
C2‖φ‖L2‖ψ‖L2 , where C1 and C2 are positive constants. Hence B±,1(φ,ψ)
are separately continuous bilinear functionals on

⊕m S(Rd) × ⊕m S(Rd)
and, by the nuclear theorem, there are unique tempered distributions satis-
fying G±,1(φ⊗ψ) = B±,1(φ,ψ) = limε→0 limρ→0〈φ∗, Gρ

±,ε,1ψ〉. ¤
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